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Abstract: Online social networks, as popular media and communications tools with their own
extensive uses, play key roles in public opinion polls, politics, economy, and even governance.
An important issue regarding these networks is the use of multiple sources of publishing or
re-publishing news and propositions that can influence audiences depending on the level of trust in
these sources between users. Therefore, estimating the level of trust in social networks between users
can predict the extent of social networks’ impact on news and different publication and re-publication
sources, and correspondingly provide effective strategies in news dissemination, advertisements,
and other diverse contents for trustees. Therefore, trust is introduced and interpreted in the present
study. A large portion of interactions in social networks is based on sending and receiving texts em-
ploying natural language processing techniques. A Hidden Markov Model (HMM) was designed via
an efficient model, namely SenseTrust, to estimate the level of trust between users in social networks.

Keywords: social network; trust; sentiment analysis; recursive neural tensor network; hidden
markov model

1. Introduction

It is generally accepted that trust is a key factor for the formation and development
of interpersonal relations. The success of many businesses, as well as almost all news
organizations and media depend on their ability to gain the trust of their audience and
customers. The estimation of the level of trust between people can be a positive first
step for the assessment of trust-centered relationships. In Section 1.1, the concept of trust,
particularly trust in social networks, was examined. Then, previous research studies in this
domain were reviewed.

1.1. Trust

Trust is difficult to define but invokes similar feelings in most people. In general,
trust can be described as one’s certainty that an entity functions as expected, despite one’s
inability to monitor and control the environment in which the entity operates [1]. Due to
the differences in the origins of trust in different fields, there are different types of trust
with different aspects and properties, and each needs to be modeled in its own way [2].
In psychology, trust is the psychological state of a person who accepts or ignores the
possibility of being vulnerable to the trustee based on the positive expectations of the
trustee’s intent or behavior [3]. It is believed that trust has three dimensions: Cognitive,
affective, and behavioral [4]. In sociology, trust has been defined as “a bet about the future
contingent actions of the trustee” [5]. However, this bet or expectation is said to be trust
only if it has some impact on the actions of the person who places the trust in another.
Trust can be understood and discussed from two perspectives: Personal and social. At the
personal level, which is a psychological viewpoint, trust revolves around the notion of
vulnerability [6]. This trust can be differentiated from cooperation based on the presence
of guarantees (assurances) that interactions will be controlled and bad behavior will be
met with sanctions (penalties). However, cooperation can be considered a type of trust if
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it relies more on the future consequences of actions (fear of future behavior of others) [7].
In this respect, social trust only has two dimensions: Cognitive and behavioral, as the
affective dimension builds over time as the trust between involved people increases [8].
At the social level, trust can be viewed as a property of a social group, which is reflected in
the group’s collective psychological state. This causes the group members to act under the
assumption that other members are trustworthy and expect other members to trust them
as well [9].

In the context of computer science, trust can be separated into two categories: User
trust and system trust. The concept of user trust originates from psychology and sociol-
ogy [10]. The standard definition of user trust is the subjective expectation of an entity
regarding future behavior of others [11]. According to this definition, trust is inherently
personal. In online systems, such as eBay and Amazon, trust is built on feedback arising
from the past interactions of users [12]. From this perspective, trust is relational. Frequent
interactions between two people strengthen the relationships that build trust based on past
experiences. Trust increases with positive experiences and decreases with negative ones.

There are two types of trust in online systems: Direct trust, which results from the
person’s experience of direct interaction with others, and recommendation trust, which is
based on experiences of other people in a social network and in a sense grow based on the
propagative property of trust. In P2P-based trust models, peers collect information about
other peers from their own social networks, which are also known as referral networks [13].
In these models, each peer is assessed from two perspectives: Trustworthiness as an in-
teraction partner, that is, the capability to provide a certain service, or in other words
expertise [14], and trustworthiness as a recommender, which refers to the ability to provide
good recommendations, which is also known as sociability. After each interaction, the ex-
pertise and sociability of peers in the referral chain will be updated to reflect the experience
of the member. The immediate neighbors of the member must be updated periodically to
reflect the changes in trust in those peers based on their expertise and sociability.

The standard definition of system trust originates from the field of security [15].
According to this definition, trust is the “expectation that a device or system will faithfully
behave in a particular manner to fulfill its intended purpose”. For example, we call a
computer trustworthy if its software and hardware perform their duties as we expect,
that is, if its services are available, functioning, and behaving as they must and always
do [16]. The concept of system trust must be supported by software and hardware solutions.
For example, researchers in [17] presented a software-based mechanism, and in [18] a
hardware-based mechanism for this purpose. In all disciplines, trust relationships revolve
around two concepts: Risk and interdependence [19]. Risk originates from uncertainty
in the intention of others. Interdependence means that people in trust relationship have
somewhat aligned interests that they cannot achieve without the other. A relationship that
does not meet these two conditions is not a trust relationship. Hence, it can be stated that
risk and interdependence are necessary conditions for trust, and thus, changes in these
conditions can alter the form and level of trust.

Trust has many different aspects. In the calculative aspect of trust, it is said to be the
result of a calculation by the trustor that is designed to maximize the trustor’s stakes in the
interaction. This aspect of trust is popular in economics for modeling trust and coopera-
tion with Prisoner’s dilemma games. This aspect also has common use in organizational
science. In an article published in 1990, Coleman James describes this phenomenon as
follows: A rational actor trusts if the ratio of the chance of success to the chance of failure is
greater than the ratio of the value of loss in the event of failure to the value of gain in the
event of success [20]. In the relational aspect, trust is defined as the confidence built over
time as a result of repeated interactions between the trustor and the trustee. The basis of
relational trust is the trustor’s knowledge about the relation itself, as trustworthiness and
dependability in previous interactions improve the positive expectations of the trustee’s
intentions [21]. In computer science, this form of trust is called direct trust, that is, the trust
is based on the direct interactions of two individuals. The emotional aspect of trust is
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defined in terms of security and comfort by which the trustor relies on the trustee [22].
In psychology, emotional trust is said to be the outcome of direct relations between indi-
viduals [23]. Influenced by cognitive trust, emotional trust helps the trustor develop a
positive perception of the continuity of the relationship. Empirical studies, such as [24],
have shown that the previous direct experiences of the trustor can influence the trustor’s
emotions toward and emotional trust on the trustee. Holmes believes that emotional trust is
analogous to an emotional security, which helps a person to feel comfortable about relying
on another person beyond the existing evidence of the person [23]. In its cognitive aspect,
trust is the sense of confidence derived from reason and rational behavior [9]. According to
the social capital theory [25], cognitive trust is influenced by three forms of social capital:
Information channels, norms and sanctions, and the trustee’s obligations to the trustor.
The trustee’s cognitive trust on the trustee can also be influenced by the social relation
networks and strong relations between members [26]. Specifically, positive referrals by
social network relations increase the cognitive trust of the trustor toward the trustee [27].
Mullring’s research [28] suggests that cognitive trust precedes emotional trust and that
emotional trust leads to the formation of desirable or undesirable expectations on part of
the trustee. Institutional trust is the trust resulting from an environment created by an
organization, where cooperation between members is encouraged and misconducts are
properly disciplined [9]. This can be done at the organizational level [29] or at the social
level (e.g., legal systems formed to protect individual and property rights). For example,
Publius [30] is an application that utilizes institutional trust to help users publish content
anonymously without concern about censorship and manipulation of contents.

Trust also has multiple properties that are critical to understanding this concept.
First, trust is context-specific, meaning that it is always bounded to a particular context.
For example, if person A trusts person B in regard to medical knowledge, this trust does not
necessarily extend to the context of mechanical knowledge. This means that, for example,
person B is trustworthy as a doctor, but not as a repairman. This property of trust is not the
same as trust context, which represents the environment where trust relationship is present
(e.g., law enforcement, insurance, social control, etc.) [31]. The second property of trust
is its dynamic nature, in the sense that it can increase or decrease with new experiences
(interaction or observation) [32]. Trust may also decrease over time. Newer experiences
are more important than old ones, and also old experiences gradually become obsolete
and outdated. This particular characteristic of trust is extensively modeled in computer
science and has been used in various approaches, for example, by setting the old expe-
riences to age, giving more weight to new experiences, and using only the most recent
experiences. In some models, trust computations are performed periodically to ensure that
the results are up-to-date. The next property of trust is its propagative nature. For example,
when person A trusts person B, and person B trusts person C, then person A somewhat
trusts person C even though he does not know him. However, this does not mean that
trust is transitive [33]. It is the propagative nature of trust that allows trust information to
disseminate from one member to another member of a social network and a trust chain
to be created. This property of trust has been the subject of many studies, such as [34,35]
where researchers have used this property in their trust models. Another property of trust
is that it is self-reinforcing. People are likely to exhibit positive behaviors toward persons
whom they trust. On the contrary, they are less likely to interact with persons whom they
do not trust enough, and this may lead to even less trust between people [36]. The last
property of trust that is of interest to this study is that trust in event sensitive, meaning
that, while it takes a long time to build trust, it can be destroyed by a single event [37].

1.2. Related Works

Generally, trust evaluation models in social networks can be divided into three cat-
egories; trust models based on network topology, trust models based on interaction,
and hybrid trust model. As follows, examples and more explanations for each one
were provided [2].
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1.2.1. Trust Models Based on Network Topology

Network topology is influenced by level of trust in social networks. High density in a
network (such as more relations between members) can show more trust between them.
Increasing both levels of output and input can, in turn, increase trust between members.
Studies on network topology [38] have shown that:

1. Members whose levels of output are greater have higher levels of trust.
2. If a person’s relation is more oriented to individuals with higher output levels, they are

endowed with higher levels of trust.
3. While centralization of individuals (those who are in a network center) has a positive

impact on their levels of trust, the average levels of trust in all members decease as
the entire network centralizes.

Measures presented in this study have been accepted by numerous researchers,
but this is not common. For example, interactions can be found in social networks formed
on the basis of controversies and objections and members with high levels of output can
demonstrate their objections towards a specific topic and do not trust in them. More exami-
nations have revealed that social network topology is usually formed based on the concept
of trust or friend-of-a-friend FOAF protocol. Generally, a network of trust is created for each
person. This network indicates other members available in an individual’s social network
as nodes and the amount of trust in each member via edges. Then, various approaches
are used for scrolling networks and gaining trust between both nodes. This approach
represents the essence of trust dissemination for its estimation. As follows, some of the
more important studies in this domain were reviewed.

In the method presented with the development of the concept of FOAF for the creation
of a trust network in semantic web in [39], individuals were allowed to specify their level
of trust in people they knew. In this model, nine certain levels from “very trusted” to “very
untrusted” were used to express trust. Trust can be also expressed at a generalized level or
in a specific field (domain). Several different levels of trust can be further determined for an
entity in various fields. This model utilizes ontology for defining different levels in various
fields. The FOAF graph developed through annotation of trust is also used for obtaining
trust between two nodes or individuals in a network that are not connected directly to each
other. Moreover, trust is calculated by means of network topology using weighted edges.

In the TidalTrust method, FOAF relation list is used to extract trust relationships
between two users in a social network [40]. This method is based on the assumption
that neighbors with higher levels of trust in each other accept each other better as a third
party in terms of trust. Accordingly, in this method, the paths between two users with
no direct relations and level of trust between users of these paths are used to calculate
trust. According to this method, shorter paths and higher levels of trust have less differ-
ence between average points for stable grading of trust. Given the development of her
research studies in the domain of trust, Golbeck developed another investigation [41] with
a focus on similarities of users’ profiles to build trust in social networks. However, other
investigations such as [42] discussed trust based on similarities between two members.
The main component of similarity between two users in the virtual world in this study
was mentioned as similarities of published contents between them and cosine similarity
was also used to determine the similarity of the published contents. The main point is
that if two texts are written to confirm and refute a theory with the same keywords based
on tf-idf criteria (this issue occurred in the example provided in this study), these two
texts are assessed using a similar manner, but they are in fact opposed. Therefore, for the
above-mentioned method in this study, many counterexamples can be presented. In an-
other model, in [43], where an extended version is provided by Golbeck, mutual grading
of trust and components ensuring each entity in a network were considered and trust was
then calculated via a graph of weighted edges. Initially, the similarities between the two
raters were estimated by means of comparison of ratings given by them to similar entities.
Then, it was used to select a suitable neighbor to benefit from their recommendations.
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Such recommendations were subsequently compared and the one belonging to the rater
similar to the trustee was selected.

Another approach established to create a local-group trust matrix in the domain of
semantic web is named Appleseed [44]. This method has been established with the idea
of developing a trust matrix in semantic web. The reasons behind the creation of this
method are using graph exploration of partial trust and reducing calculation complexities.
In most cases, this approach meets the need to explore a comprehensive trust graph and
then mitigate the complexity of calculations by lowering the domain of calculations to
a reduced trust graph. In [45], researchers also used a graph-based solution and a trust
network to generate a node recommender in social networks. This model used similarities
between graphs for more recommendations. In another study [46], a method was also
developed for calculating trust based on trust chain and trust graph. The proposed model
by these researchers benefited from proof-of-trust graph calculating trust within a trust
chain. In social trust model presented by Caverli, social relations and feedback were
simultaneously employed to calculate trust [47]. Therefore, users could rate each other
following interactions. Then, trust manager could combine these ratings to gain social
trust between members. The rank for each member was also weighted using the quality of
relations (high-quality communications refer to greater relations with members with high
level of trust).

In another model called Sunny [48], there was a focus on data obtained from social
chains and channels. In this regard, they presented Bayesian trust extraction model to
estimate the reliability of information about trust obtained from a specific source. In another
study [49]; the researcher, unlike many similar investigations extracting trust network from
user feedback, developed this concept without explicit grading of users. The level of
trust and trust links in the proposed method by this researcher were calculated through
considering reputation for each user (i.e., a person’s skill in a specific domain) and level of
dependence on that issue or specific field. The given method included two main steps:

1. Calculating a user’s skill in a specific subject: calculating the quality of reviews
of users’ contents relying on reputation of those who had rated them or authors’
reputation.

2. Determining level of dependence between users on thematic categories through calcu-
lating average ratings and users’ reviews in thematic categories, and also calculating
level of trust via level of dependence in users to a subject and other skills concerning
that subject.

In [50], researchers provided a method based on gravity to estimate trust. There were
two main steps within this method. Firstly, the power of friendship was re-estimated based
on extensiveness of trusted neighbors for each user and this depended on interpreting their
relations with others with level of trust and limitations. Then, neighborhoods in social
networks were utilized to calculate effective trust processes in non-neighborhoods in social
networks. This model was formed based on the assumption that social relations could
change over time and such relations might impose restrictions on trust relationships.

Methods in which network topology is considered the basis for calculating trust only
sheds light on the aspect of the number of users associated with each other and the flow of
trust in their network. From this perspective, these methods have been criticized since they
do not take actual interactions between users into account. Therefore, the volume, number,
and shared contents between users are among the main features of trust in social networks.

1.2.2. Trust Models Based on Interaction

Unlike the models explained in the previous section, some models only used interac-
tions with networks to estimate trust. Some major research studies in this domain were
delineated as follows. In the method proposed by a group of researchers using behavioral
pattern of user interactions, trust in an online community was predicted [51]. They also
identified two categories to display users’ interactions and actions in a community:
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1. Categorizing users’ activities in terms of information shared such as reviews, com-
ments posted, ratings, etc. through measures such as number/sequence of reviews,
number/sequence of rates, and average of number/length of comments posted,
and so on.

2. Categorizing binary interactions for different possible interactions/relations that may
occur between two individuals; for example, between author and rater, author and
author, and rater and rater.

This model also includes time difference between user reactions creating a relationship
which is called “temporary cause”. In this method, a supervised training approach is
provided which predicts trust between users based on evidence obtained from users
themselves (user factors) like information obtained from interactions between two users
(interaction factors). Then, such factors are employed to train the categorizer predicting
trust between users.

STrust Model is a social trust model that is exclusively based on interactions in social
networks [52]. This model consists of two types of trust:

1. Popularity trust which refers to acceptance of a member in a community and shows a
member’s trust from other members’ perspective.

2. Participation trust that points to members’ participation in a community and reflects
their trust in a community.

Popularity trust is extracted from criteria such as number of followers, readers, and
positive feedback to individuals’ posts. Moreover, participation trust is comprised of
criteria, such as the sequence of visits to networks/organizations by members, the number
of people followed, as well as the number of posts read and commented. A combination of
popularity trust and participation trust can, thus, determine a foundation to gain social
trust in a community.

In the same study, trust was estimated on the basis of behavioral interactions between
members in a social network [53]. Behavioral trust is thus estimated based on two types of
trust:

1. Conversational trust that specifies length and/or sequence of relations between
two members. Longer relations or those with longer sequences indicate more trust
between two individuals.

2. Publication trust which refers to publication of information received from a person in
a network by another one. Publication of more information received from one person
in a network by another individual shows their trust in that person’s information and
implicitly reflects their trust in producers of that information.

Social trust models based on interaction consider interactions to estimate trust but
disregard social trust topology which provides important information about members
interacting with each other in a community as a significant source for estimating social
trust. Therefore, trust models need to consider graph topology and interactions to calculate
social trust in social networks.

1.2.3. Hybrid Trust Models

Trust models make use of a combination of interactions and social network topology
for social trust calculation. In this respect, a group of researchers [54] proposed a model for
opportunity networks. Such networks allow users participate in various social interactions
via programs, such as content distribution and micro-blogs. This model involves network
topology and its dynamicity and also provides two complete approaches for building social
trust:

1. Explicit social trust, which can be established based on conscious social relations.
Whenever two users interact with each other, they exchange their lists of friends
with each other and store them as graphs of friends. Trust is also created based on a
friendship graph in which individuals assign highest level of trust with a value of
one to each other through direct relationships.
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2. Implicit trust, which is created based on sequence and length of relationships between
two users. For this purpose, two criteria can be used: Familiarity and similarity of
nodes. Familiarity refers to duration of interactions/relations between two nodes and
similarity is degree of compliance of two nodes in a familiarity circle.

In this model, explicit social trust is estimated based on network topology, but implicit
trust can be estimated on the basis of users’ interactions in a network. In this model,
only duration and sequence of interactions are taken into account; while the essence
of interactions for estimating trust between two individuals is of utmost importance.
For example, in cases wherein two individuals are debating, it does not mean trust.

2. Methodology

A correlation between human sentiment and the level of trust is the main idea behind
Sensetrust approach. In this respect, once a person feels good about another person, place,
or service, they can trust it, and no trust will build up within them if they do not feel happy
about it. Further, if a person’s trust in something or someone is destroyed, no traces of
good feelings about that person or thing can be observed.

Relying on this fact, various studies have been thus far carried out in this field. As an
example, in a study [55] analyzing sentiments of articles published in Lithuania, researchers
estimated the level of trust in the government amongst its citizens. Another investiga-
tion [56], focusing on exploring users’ sentiments in opinions published in e-commerce sys-
tems, assessed the level of users’ trust in e-commerce services, and researchers in another
study [57] exploited the correlation between trust and human sentiment for recommender
systems.

In the proposed approach in this study, users’ sentiments about each other on a social
network were taken into account as the basis of their trust in one another. To analyze
users’ sentiments towards each other, the contents exchanged on social networks that are
generally textual were examined.

2.1. Sentiment and Trust Correlation: A Simple Test

A test was conducted to shed light on the correlation between type of users’ sentiments
towards each other and their level of trust. Firstly, a total of 300 short emails retrieved from
Enron Company [58] that are publicly available [59] and generally less than ten sentences,
exchanged between 50 pairs of senders and recipients, were selected.

This collection of emails is essentially comprised of conversations, exchanged via
email, by employees working in Enron Corporation. For example, the emails exchanged
between two employees in a conversation extracted from the dataset are presented in the
Table 1.

A group of users (50 persons) were then asked to identify the sender’s sentiments
towards each email and place them in one of the following five categories:

{Very Negative, Neative, Nature, Positive, Very Positive}

Then, another group of users (50 persons) was requested to specify, for each email,
the level of trust that the email recipient had gained from the sender and put it in one of
the following three categories:

{Untrusted, Nature, Trusted}

It should be noted that crowdsourcing mechanism ensures that users practice these
categories honestly and carefully. Table 2 shows the number of emails per category. Accord-
ingly, the columns represent sentiment and the rows are associated with trust categories.
So, most emails in the category of Untrusted are Very Negative and Negative. Moreover,
emails categorized as recipient’s trust in Nature senders have been mainly placed in the
same category and majority of e-mails marked as Trusted are Positive or Very Positive in
terms of categorization of sentiments.
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Table 1. Emails Sample.

Sender Receiver Email ID Subject Body

joseph.alamo@enron.com susan.mara@enron.com 20011102165120

Re:
A.98-07-003—Comments of

AReM and WPTF on the
Assigned Commissioner’s
Ruling Regarding Direct

Access

A.98-07-003—Response to
SDG&E to the Assigned
Commissioner’s Ruling
Regarding Comments on
Certain Direct Access
Issues Attached for your
information are the
comments filed today by
the Alliance for Retail
Energy Markets and the
Western Power Trading
Forum with regard to the
ACR concerning
retroactive direct access
suspension.

joseph.alamo@enron.com susan.mara@enron.com 20010919125209 Staff Meeting & Conference
call on 20 September 2001

Please consider this an
invitation to a Staff
meeting and conference
call.

susan.mara@enron.com joseph.alamo@enron.com 20010509023200
AGENDA for Workshop
on Assuring Adequate

Capacity

Please see the attached
memo and agenda for the
Workshop on Assuring
Adequate Capacity in
Competitive Markets.

Table 2. Test Results.

Sentiment Levels

Very Negative Negative Nature Positive Very Positive

Trust
Levels

Untrusted 9 43 13 0 0
Nature 0 3 93 4 0
Trusted 0 0 11 86 38

In the same process, the users were asked to declare the level of trust in each recipient
to the sender after analyzing all exchanged emails in one of the three categories mentioned
above.

After completion of both crowdsourcing processes, all users (n = 100 participants)
were asked to answer the question below:

“Do you trust an online social network user who gives you a good feeling of their
writings in a particular field?”

The answers were then reduced into the following three options;

• Yes: 97 users
• I do not know: 3 users
• No: 0 users

The content of the Table above along with the question-answer can substantiate this
self-evident and natural assumption that a person is trustworthy if others feel good about
them in that field.

2.2. Reliability and Validity

Once a method is proposed to estimate trust between social network users, its effi-
ciency needs to be unquestionably measurable and comparable to other ones suggested
to estimate or calculate trust among users. In this study, a dataset labeled by experts and
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containing textual exchanges between social network users as well as their trust is used to
determine the efficiency of the given method. The experiment is discussed in the Section
3 in detail, but in this section, efficiency is defined as an index to measure the proposed
method performance.

It should be noted that, textual exchanges expressing trust are placed in three levels:

{UnTrust , Nature, Trust}

They can be also in five levels as:

{Very UnTrust, UnTrust, Nature, Trust, Very Trust}

In some studies reviewed in the Section 1.2, trust had been correspondingly defined
up to nine levels with the same logic. Definitely, these levels of trust can be also expressed
by their numerical equivalents. For example, trust can be interpreted within five levels
in which the lowest level of trust is represented by 0 and the highest value is shown
by 4. Indeed, the closer the level of trust calculated by the proposed method to expert
opinions utilized to label the data, the higher the efficiency of the method. By the same
logic, the error rate of the method presented in this study for each experiment is defined
as follows:

Error = | Trust value computed by SenseTrust− Trust value labaled by Experts |

In accordance with the error rate outlined above, the score assigned to trust estimation
or calculation method in each experiment is defined as:

Score = Number o f Max level O f Trust Levels− Error

For example, this score is calculated for interpreting trust in five levels from 0 to 4
as follows:

Score = 4− Error

Ultimately, efficiency of trust estimation or calculation method is directly related to
sum of scores for all experiments:

Efficiency =
∑number of tests

k=1 score o f k− th test
Number o f Max level O f Trust Levels ∗ number o f tests

Obviously:
0 ≤ Efficiency ≤ 1

The more the efficiency is closer to 1, the more the proposed method can predict a
higher level of trust among users and the more it can be in agreement with expert opinions,
denoting a better performance.

Other indices employed to explain the performance of methods or models for trust
estimation among social network users such as precision, recall, F-measure, accuracy,
and specificity can be also utilized. Possibly, each index might have been named in the
related literature with other labels, so the Table 3 should be taken into account for their
detailed definitions.

Table 3. Basic Indices Definition.

Real Trust Level (by Experts)

Total Tests Condition Negative Condition Positive

Proposed Models’
Predicted Trust Level

Predicted Positive False Positive (FP) True Positive (TP)

Predicted Negative True Negative (TN) False Negative (FN)

These indices are described in Table 4 according to the Table 3:



J. Theor. Appl. Electron. Commer. Res. 2021, 16 2040

Table 4. Indices Definition.

Name Formula

Precision TP
TP+FP

Recall TP
TP+FN

F-Measure 2∗Precision∗Recall
Precision+Recall

Accuracy TP+TN
TP+TN+FP+FN

Specificity TN
TN+FP

Apparently, all these indices range between zero and one; thus, the closer the indices
to one, the better the performance of the proposed method or model.

2.3. Sentiment Analysis

So far, extensive research has been done on the text analysis for sentiment extraction.
In [60], a complete review of works carried out in the field of sentiment analysis up to
2008 is provided. This study explains the applications of sentiment analysis and the
challenges that hinder progress in this area and also provides a complete description
of definitions from preliminary concepts such as features, unsupervised learning, and
linguistic models, all the way to more complex concepts such as text summarization. One
of the seminal works in this field involves [61], a method known as soft clustering, which
was introduced and its theoretical foundations discussed. Although the nature of the
examples presented in this article did not exactly agree with the concepts of sentiment
analysis, they implicitly constituted the theoretical foundations of sentiment analysis. Later,
the same authors also directly contributed to the progress of sentiment analysis. Following
these developments, researchers studied the possibility of sentiment analysis with machine
learning methods such as Naïve Base, Maxent and SVM, eventually concluding that
machine learning methods can outperform human methods in this application [62]. In [63],
a text sentiment analysis was implemented with subjectivity summarization based on
minimum cuts and a method called Cut-Based Classification and the necessary architecture
and evaluation framework were introduced. In another research [64], the same authors
presented a sentiment analysis system based on text analysis and use of class relationships
for sentiment categorization. Several major breakthroughs in the area of sentiment analysis
are the results of research carried out at Stanford University’s natural language processing
laboratory, for example in [58,65]. In [65], researchers introduced a machine learning
framework that focused on the position of words in the sentence, or as the authors put
it, the sentence level sentiment; a notion that was neglected in previous works. Another
innovation of this work was the neural representation of the words, which this team
later used for deep learning methods. Overall, the authors of that article claimed that
the introduced algorithm can accurately predict sentence-level sentiment distributions.
In [58], the same researchers expanded the previous work with an emphasis on a deeper
understanding of language by examining longer phrases with the use of recursive neural
networks in the construction of vectors of expressions and sentences with different lengths
and with different types of syntactic rules. As demonstrated, this laboratory has made
continuous and consistent effort to introduce new sentiment analysis solutions and improve
the quality of existing methods.

In another research [59] published by these researchers, they completed their previous
works on sentiment analysis by introducing a group of deep recursive models. The
important innovation of this research was the attention to the level of sentimental impact
of the components of a sentence depending on their position (syntactic position) in the
sentence. For this purpose, the parse tree of the sentence was developed and the effect
of each component of the sentence on the sentimental impact of the entire sentence was
computed according to the component position. Since other machine learning methods
were unable to process this form of data to generate acceptable solutions, a recursive neural
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tensor network was introduced to resolve this problem. This method was trained and
evaluated using the comments about movies that were posted on the IMDB website. The
general procedure of the approach introduced by these researchers was as follows:

The comments posted by visitors were transformed into a sentence parse tree.
Parse trees were processed by crowdsourcing. In this step, crowdsourcing participants

were asked to assign one of five tags ranging from “completely negative” to “completely
positive” to each component of each sentence of each comment. Then, each sentence com-
ponent was given an overall tag based on the majority of tags assigned to that component.
The crowdsourcing results were used to create a dataset called Sentiment Treebank to serve
as the basis for model training.

The dataset created in the previous step was used to train the proposed model.
To evaluate the recursive neural tensor network model, it was used to estimate the

sentiment of sentences not included in the training dataset.
An interesting point in this research is the use of descriptive measures at five levels

for expressing the underlying sentiment of textual comments, which can be likened to nine
levels discussed earlier for trust in social networks [39]. Another interesting point is the
survey method adopted to discover the underlying sentiments of the texts, which seems
like an excellent approach for determining the sentiments of commenters implicitly and
without an explicit definition of good or bad feeling experienced as a result of watching
the movie, and only by relying on sentiment-containing text samples.

In relation to the efficiency and accuracy of Recurrent Neural Tensor Network (RNTN),
researchers believe that:

“It pushes the state of the art in single sentence positive/negative classification from
80% up to 85.4%. The accuracy of predicting fine-grained sentiment labels for all phrases
reaches 80.7%,”

An example of the output of this study can be observed in the Figure 1. The statement
of “Yet, the act is still charming here.” is evaluated as a positive appraisal which can be
correct.
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The tree diagram above is drawn based on the software output for RNTN by Stanford
University, which is in the form of the following text:

(3 (2 Yet) (3 (2 (2 the) (2 act)) (3 (4 (3 (2 is) (3 (2 still) (4 charming))) (2 here)) (2.))))

2.4. Train RNTN for Trust Sentiment

In order to create a model for recognizing a sense of trust between two individuals, it is
required to initially select a dataset comprised of sentences exchanged between individuals.
To this end, wide ranges of data sources are available. In this respect, providing a functional
programing interface, Twitter provides access to a wide range of tweets and information
about their authors. Various crawlers have been also developed for Facebook and other
social networks that allow retrieval of published texts by members of that social network
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for free or in return for charges to researchers or businesses. A variety of text collections
are similarly at hand in various academic or corporate databases that can be utilized for
this purpose. Given the limitation that most of libraries developed for natural language
processing have based language as the standard and formal one, and do not have proper
functioning in terms of a colloquial language, a collection of emails from Enron Company
was selected for the proposed method in this study. The feature of these data was that they
had been published in the official and institutional context of Enron Company and had an
appropriate structure to process texts and thus required less pre-processing. Steps to create
a training dataset for training RNTN were as follows:

First, a set of emails was selected and a parse tree was created for each one.
In crowdsourcing platform, participants were requested to rate sense of trust hidden

in each part of speech of the parse tree of each single sentence. The scoring range was from
very Negative to very Positive in 5 levels.

After scoring the components of the parse trees, the participants were asked to rate
receiver’s level of trust in email senders and receivers within a score range from untrusted
to trusted in 3 levels.

Finally the dataset of trust sentiment tree bank was created and used for training
RNTN. After generating the training datasets, we trained this RNTN using the k-fold cross
validation method with K = 10. In each fold, 85% of the data was used for training and 15%
was used to test the outcome.

As an example, the textual email below was given to a trained RNTN to detect a sense
of trust and the result was negative.

Please consider this : an invitation to a Sta f f meeting & con f erence.

The following tree diagram in Figure 2 is a schematic output of RNTN:
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Figure 2. Example of RNTN’s Output After Training for Trust.

The imperative sense in emails to remind employees of a meeting and a conference
implies a negative sense of trust.

The trained model with these datasets was named as MC(ci,j,k), and it was noted that
ci,j,k was the kth content sent from ith user to jth one. So, the sense of trust in kth sentence
sent from ith user to jth one was defined through interpreting Stk as follows:

Stk = MC(ci,j,k)

2.5. Hidden Markov Model

By the end of the previous section, sense of trust could be estimated in the form of a
number in one sentence. However, the relationship between humans is the result of a set
of exchanged sentences. Therefore, estimating sense of trust in the sentences exchanged
between two individuals, a sequence of numbers expressing sense of trust in sentences was
obtained. Interpreting sense of trust as Stk , the sequence of values of sense of trust derived
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from the sentences exchanged by ith and jth users was defined via interpretation of SSti,j as
follows:

SSti,j =
〈

Stk

∣∣∣Stk = MC(ci,j,k) f or all k
〉

At this point, level of trust between two individuals could be estimated by knowing
this sequence of numbers. One of the best models used to classify the sequence is HMM.
This model is also considered as one of the most advanced technologies in the field of
machine learning which can be used to classify sequences [66].

In relation to the form of the present problem to classify sequences of numbers with
a specified label, the main purpose was actually to learn HMM parameters through a
sequence of observations. The basic parameters of HMM are as follows:

1. A set of states.
2. Sequence of observations.
3. State transition probabilities
4. A sequence of observation likelihoods, also called emission probabilities.
5. Initial state probabilities

Learning an HMM model is typically possible through defining intermediate variables
and using Forward-Backward or Baum-Welch algorithm [67] a special case of Expectation-
Maximization or EM algorithm [68]. Figure 3 illustrates this algorithm [69].
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Figure 3. Example of RNTN’s Output After Training for Trust.

For training HMM with the forward-backward algorithm, the following two compo-
nents are required:

A collection of HMM states: In the proposed model, states refer to the same levels of
trust:

Trust Levels = {Untrusted, Nature, Trusted}

Which convert into HMM states:

States = {Ut, Nt, Tr}

Each state is also specified by numbers:

States = {1, 2, 3}
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A series of observations in the proposed model are as follows:

Observations =
{

SSti,j f or all i and j
}

These observations are then expressed using vocabulary of the levels of sentiment:

Sentiment Levels = {Very Negative, Negative, Nature, Positive, Very Positive}

Which is equal to:

Vocabulary = {Vn, Ne, Na, Po, Vp}

The following stochastic automaton represents the learning model in Figure 4.
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Figure 4. Stochastic automaton Representation of HMM.

To implement the model, C# programming language and Accord library were em-
ployed.

The sequence of levels of sentiments were then considered as observations and the
trained HMM model was applied for the highest probability sequence of trust states with
the Viterbi algorithm presented in Figure 5 [69].
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2.6. SenseTrust Schema

To summarize the SenseTrust model and as clarified in the previous sections, it should
be noted that this model relies on the logic that if a user feels good about exchanged content
with another social network user. They are trustworthy in terms of exchanges. Tapping
into the same logic, in the SenseTrust model:
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• Textual content exchanged has a high volume of exchanges between social network
users in the form of texts.

• To perform sentiment analysis on each statement, the outputs of researchers at Stanford
University entitled as RNTN is used to discover the hidden sentiments.

• To analyze trust among social network users, based on sentiments discovered in the
statements exchanged, Hidden Markov Model (HMM) is utilized.

• Both RNTN and HMM are trained with emails extracted from Enron Corporation
undergoing crowdsourcing and labeling.

• To estimate trust among social network users:

# Statements exchanged among users are imported into the SenseTrust model.
# They are trained by RNTN and levels of sentiments in statements are discov-

ered through sentiment analysis.
# Sequences of the values of hidden sentiments in statements are conveyed to

the trained HMM to determine the level of trust among users.
# The SenseTrust output is trust among social network users with three levels of

interpretation (Untrusted, Nature, Trusted).

• The SenseTrust model can estimate trust among users of most conventional social
networking sites including Twitter, Facebook, etc. based on textual exchanges.

The schema of the SenseTrust model is as follows (Figure 6):
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3. Experimental Results

Similar to the training phase of the SenseTrust model, a collection of emails retrieved
from Enron Corporation was used to test the system. Crowdsourcing was also performed
to label the emails to reflect on senders’ trust in recipients. Moreover, the emails had been
labeled based on three levels of trust as considered in the training phase.

For each of the three levels, 30 email-based conversations (90 conversions in total)
were included, each one encompassing at least six and ten emails as a maximum exchanged
between senders and recipients.
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The SenseTrust outputs compared with the labels allotted by experts at crowdsourcing
for this collection of conversations are outlined in the Table 5:

Table 5. Experimental Results.

Chats Labeled by Experts

Trusted Nature Untrusted

Chats Labeled
by SenseTrust

Untrusted 25 4 0

Nature 5 23 4

Trusted 0 3 26

Given the three levels of trust and error rate introduced in the Section 2.2, it is scored
as:

Score = 2− Error

And, for the index of efficiency:

Efficiency =
∑number of tests

k=1 score o f k− th test
2× 90

It can be observed that efficiency of the SenseTrust model is by 91%.
The proposed method can be also evaluated via the indices of precision, recall, F-

measure, accuracy, and specificity. Such indices for the performance of the SenseTrust in
terms of levels of trust and the mean score of each value are illustrated in the Table 6:

Table 6. Experimental Results in Other Indeces.

Trust Level Precision Recall F-Measure Accuracy Specificity

UnTrusted 0.86 0.83 0.84 0.89 0.92
Nature 0.71 0.76 0.73 0.82 0.85
Trusted 0.89 0.86 0.87 0.91 0.94
Average 0.82 0.81 0.81 0.87 0.90

4. Discussion

The main purpose of the present study was to propose a method for estimating trust
among social network users. As reviewed in Section 1.2, numerous investigations had
been fulfilled in this respect. Mostly, understanding how trust is estimated among social
network users and how a user shows trust towards another one is expressed in a descriptive
category with terms like Trusted or Nature.

A major category of research in the field of trust in social networks is concerned with
network topology, i.e., analyzing network structure of users’ communications in social
networks and calculating different network indices as the basis of estimating levels of trust
among users. As a simple example, it is implied that, if a group of users are interpreted
as nodes in a social network or they are very close or connected, that user is more trusted.
Claims of these studies to estimate levels of trust merely by their structures have not been
so far validated. For example, many users of online social networks who are closely related
may share opposing positions or texts regarding a particular topic or context, indicating
lack of trust to each other in that topic or context. Therefore, the proposed model in this
study, i.e., SenseTrust, fails to rely on network topology.

Another major category of research establishes interactions among social network
users as an index for estimating trust. As perceived, since trust is built on relationships and
actions between two individuals, this interaction index is useful in estimating the levels of
trust. Other categories of research also introduce hybrid models, but leading studies have
been accomplished in this field mainly based on the interaction index and hybrid models
are founded on essentials of interaction.
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In the SenseTrust model, the index of interaction among social network users is the
basic one for trust estimation. The assumption is in reference to this evident and humane
fact that “if one person feels good about another one in terms of a topic or context, they
trust these individuals in that topic or context”. In one experiment, this issue was tested
and it was observed that collective judgment and understanding of those participating in
the experiment had confirmed this assumption. Reviewing similar works, it becomes clear
that considering good sentiments between two social network users as a proxy index of
trust between them is the conceptual innovation of this research.

Relying on this assumption to develop the SenseTrust model, online social networking
platform was selected. Since textual exchanges are the main means of interaction in
online social networks and sentiment analysis in the related literature on natural language
processing and artificial intelligence is fully-fledged, the foundation of the SenseTrust
model is on sentiment analysis of texts exchanged between users. Drawing on sentiment
analysis of textual exchanges as the theoretical contribution of SenseTrust in the domain of
trust in social network is an innovative contribution as similar research was examined.

There are two basic mainstays of trust estimation in the SenseTrust model; firstly,
analysis of hidden sentiments behind texts exchanged between two social network users,
secondly, trust estimation via analysis of this sequence of sentiments, which are completed
by RNTN, and HMM; respectively. To train both models, the labeled data at crowdsourcing
were used. The SenseTrust model was also implemented as software and then trained and
tested with real data. Therefore, it was found to be superior to some similar works with
merely theoretical contribution, in terms of trust in social network because of its practi-
cal implementation and contribution. Furthermore, the results of practical experiments
demonstrate that the SenseTrust model has an acceptable performance in terms of different
indices and it is therefore comparable to the findings of other studies in this field.

5. Conclusions and Future Works

In this study, the SenseTrust model has been introduced as a model for estimating
trust among social network users. The basis for the proposed model is the selection of the
index regarding how one user felt about another user as a proxy index of their trust in
that user. The proposed model is also founded on interaction among social network users
and deals with sentiment analysis of texts exchanged between users. Using cutting-edge
technologies in the field of sentiment analysis in mature texts and technologies, sequence
analysis along with implementation of the model in the form of software. The utilization of
labeled real data at crowdsourcing for training models can lead to acceptable performance
of the SenseTrust model in practical experiments.

In the conceptual dimension, the main contribution of this study is selecting users’
sentiments towards each other as an index for estimating their trust towards each other
in a social network. In the theoretical dimension, a combination of sentiment analysis of
texts and analysis of numerical sequences derived from the previous phase is the most
significant contribution of this research among similar works. Implementation, training,
and experimental testing of the proposed model as well as calculation of various indices
that can serve as the basis for judging performance and comparing the SenseTrust model
with other achievements in this field is also the practical contribution of this research on
estimation of trust among social network users.

The main implication of this study is changes in researchers’ views towards trust in
social networks, which can make future research focuses on trust in sentiment analysis or
more efficient definition of proxy index for sentiments among users. Moreover, concentra-
tion on different essentials of the SenseTrust model can improve efficiency, accuracy, and
other indices.

Apart from the two foundations of the SenseTrust i.e., textual sentiment analysis (in
this research, RNTN was trained and used) and sentiment sequence analysis (as HMM was
trained and used in this study), each one can be examined in new research for the purposes
of introduction and use of other effective methods. The proposed model in this study is
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currently limited to analyzing texts exchanged among social network users, so use of other
interactions by users such as voice and video sharing or specific actions in some online
social networking sites, such as Like and Dislike and so forth can be of topics for future
research. For example, providing efficient methods and models for sentiment analysis of
images or audios exchanged between users in social networks can broaden the scope of the
SenseTrust model. Analyzing all interactions by users including conventional text, image,
and audio files and actions in social networks can thus provide a context for future research
into in-depth analysis of trust in social networks.
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