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Abstract: E-commerce has developed greatly in recent years, as such, its regulations have become
one of the most important research areas in order to implement a sustainable market. The analysis of
a large amount of reviews data generated in the shopping process can be used to facilitate regulation:
since the review data is short text and it is easy to extract the features through deep learning methods.
Through these features, the sentiment analysis of the review data can be carried out to obtain the users’
emotional tendency for a specific product. Regulators can formulate reasonable regulation strategies
based on the analysis results. However, the data has many issues such as poor reliability and easy
tampering at present, which greatly affects the outcome and can lead regulators to make some
unreasonable regulatory decisions according to these results. Blockchain provides the possibility of
solving these problems due to its trustfulness, transparency and unmodifiable features. Based on
these, the blockchain can be applied for data storage, and the Long short-term memory (LSTM)
network can be employed to mine reviews data for emotional tendencies analysis. In order to
improve the accuracy of the results, we designed a method to make LSTM better understand text
data such as reviews containing idioms. In order to prove the effectiveness of the proposed method,
different experiments were used for verification, with all results showing that the proposed method
can achieve a good outcome in the sentiment analysis leading to regulators making better decisions.

Keywords: blockchain; smart contracts; LSTM; sentiment analysis

1. Introduction

With the development of e-commerce, a large number of product reviews have been
generated. The analysis of reviews data can provide a basis for regulation. In addition,
it solves many problems such as descriptions about the product on the website when it does
not match the actual object [1]. Due to the fact that the reviews contain emotional infor-
mation, the sentiment analysis of reviews not only provides references for consumers [2],
but also enables merchants to objectively recognize the advantages and disadvantages of
their products [3]. Thus, the sentiment analysis of reviews has great commercial value as
well as playing an important role in many researches [4,5].

Sentiment analysis is also called review mining or opinion mining [6], which aims
at identifying, extracting and organizing sentiments contained in text data collected from
social networks, blogs and others. Most traditional sentiment analysis methods are based
on sentiment knowledge, which uses some existing sentiment dictionaries and language
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knowledge to classify the sentiment tendencies of reviews. It is a kind of natural lan-
guage processing method. However, the ambiguity, dynamics and non-standard nature
of natural language brings great challenges to sentiment analysis. The appearance of
deep learning technologies can meet these challenges well. It has powerful computational
models that improve the many tasks of sentiment analysis including sentiment classifi-
cation of sentences [7], sentiment extraction and lexicon learning [8]. However, it still
cannot solve some problems that currently exist in data analysis, such as weak data source
reliability, data being easily tampered with, and asymmetric permissions for data access.
These problems will greatly affect the accuracy of the analysis results.

Blockchain provides a possibility to solve these problems. The distributed feature of
the blockchain network means each node has equal permission and can share the data.
This means that every transaction information can be recorded in the blockchian after
the transaction is finished, where it cannot be tampered with and it is open to all nodes
in the entire network. The data recorded on it can be considered as a reliable source of
reference information, because of the transparent feature. In addition, the blockchain
network can also record the information of every link involved in the whole transaction
process, which provides an effective basis for the implementation of regulation.

Motivated by these, we propose a sentiment analysis method for review text com-
bining blockchain and a deep learning model to provide regulatory basis and stratgies.
The blockchain is used to record transactions information and review data after the trans-
actions have finished. Review data like some containing idioms may cause analysis errors
can also be well stored in the blockchain. Its features such as complete, non-tamperable and
fully shared can provide reliable data for sentiment analysis. Here, sentiment analysis is
conducted by a Long Short-Term Memory (LSTM) network since it has great performance
in text analysis, and has been verified in the experiments. The highlights of this research
can be divided into three parts.

• In order to ensure the authenticity and validity of the data, a platform based on
blockchain has been developed for data storage. Users can make transactions and
post related review information through this platform.

• In order to improve the precision of sentiment analysis, the LSTM model has been
improved by an external memory component to process review data containing idioms.
Compared with the currently widely used models such as Support Vector Machine
(SVM) and Naive Bayes (NB), the improved model shows better performance.

• According to the results of sentiment analysis, the proportion of negative reviews can
provide a basis and strategy for regulation. The case study proves the effectiveness of
the method used for market regulation.

The remaining structure of the paper is organized as follows. The related work is
discussed in Section 2. Section 3 presents the framework. Method implementation is
described in Section 4, while Section 5 shows the results analysis of the experiments and a
case study followed by a conclusion (see Section 6).

2. Related Work

Blockchain technology is considered a trustworthy technology due to its distributed
and non-tamperable characteristics, such that it can be used to improve data credible.
For example, Wang et al. [9] designed a smart contract that can be used for public cloud
storage audits to ensure data integrity. In addition, since the use of blockchain replaces
third-party auditors (TPA), this method can not only improve audit efficiency, but also en-
sure fair payments between users. Due to the great potential in trustability, it also has many
applications such as privacy preservation [10], healthcare [11], the food industry [12,13],
market [14,15] and so on. All of these used blockchain to ensure data reliability and security,
where it can be used to improved regulations [16].

As a widely used existing data form, text data has received more and more attention
from researchers because of its potential to reveal public opinion or social emotional trends.
The data in social networks is the most used in researches. For example, Wang et al. [17]
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designed an interactive visualization system like [18], which can analyze public sentiment
on popular topics. In order to obtain a better performance in sentiment analysis based
on the data collected from Twitter, Wang et al. [19] focused on the fusion of textual in-
formation and sentiment propagation patterns using Twitter messages. Since sentiment
analysis is a challenging new task related to text mining and natural language processing
(NLP), it has quickly become a hot research topic in the field of deep learning. The appli-
cation of deep learning in fields like speech recognition [20] and graphs [21] have made
great breakthroughs, and the applications in NLP has also attracted more attention [22].
Collobert et al. [23] proved that a simple deep learning framework outperforms better
approaches in multiple NLP tasks.

As part of NLP, deep learning models have also made great progress in sentiment anal-
ysis. The main idea of traditional machine learning methods (such as NB [24], SVM [25],
etc.) is to train a part of the labeled text data in advance to obtain an emotional tendency
classifier, and modify the model by continuously adjusting parameters to achieve a better
performance. Then, the trained sentiment classifier can be used to classify the sentiment
polarity of all texts. Different from this, Mahajan et al. [26] used Recurrent Neural Network
(RNN) to analyze the sentiment tendencies in text data and Google Translate to improve
accuracy. However, the traditional RNN has problems such as the disappearance of gra-
dient and long-term dependence. In order to solve these problems, Hochreiter et al. [27]
proposed LSTM, which is a special RNN with a chain structure that can accurately an-
alyze sentiments. For example, Li et al. [28] used LSTM to effectively obtain complete
sequence information, thereby achieving multi-classification of sentiment contained in text.
In addition, LSTM also showed a good performance in sentiment classification on different
language texts such as Chinese [29], Arabic [30] and so on. Moreover, idioms also play an
important role in sentiment analysis. Features based on idioms can significantly improve
the results of sentiment classification [31]. Spasić et al. [32] developed automated methods
for sentiment analysis based on the characteristics of idioms and the effectiveness of the
method has been proved. The use of idioms in different languages has also been tried.
Pelosi [33] developed semantic-oriented sentiment analysis methods using Italian idioms.
Ibrahim et al. [34] used idioms to analyze the sentiments contained in Arabic. The results
obtained can show that these are all useful attempts.

Therefore, due to the remarkable features of blockchain technology, the excellent
performance of LSTM and the unique effect of idioms in many research works, the combi-
nation of these can be used to provide a valid basis for regulation and improve sustainable
development of the market.

3. Framework

As a data hosting platform, blockchain can ensure the reliability of data due to its
distributed and non-tamperable features. Therefore, these trustworthy data can be used
to feed the improved LSTM for data analysis to obtain creditable results, which is very
important for regulation. In essence, the blockchain relies on modern P2P technology
to achieve decentralized data sharing and storage. This feature enables any node in the
network to view and access the data in the blockchain. According to this, the architectures
for the proposed method include the following entities, as shown in Figure 1.

As shown in Figure 1, the proposed method mainly involves three types of entities:
users/stakeholders, processors and regulators. Based on these three types of entities,
the method mainly includes three modules, which are transaction execution and review
completion, sentiment analysis and regulation based on the results. Based on these modules,
the details of these entities can be described as follows.

Every transaction between nodes consists of a consensus among stakeholders. This
function provides a more flexible and easier framework for the system we want to develop.
The decentralized system runs on a blockchain-based virtual machine, allowing users
to independently evaluate transactions and receive feedback about transactions through
smart contracts triggered by the transactions. It can meet the needs of the users more
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quickly, and can integrate the work of regulatory agencies into existing systems at the
lowest cost, which is more effective. Below, we will explain the proposed mechanism in
more detail.

Figure 1. The framework of the proposed method.

(1) Users are the main body of the transaction. They can implement transactions in
the blockchain network, and then make reviews. After the transactions are completed,
the relevant information is stored in the blockchain. Because the data in the blockchain is
open and transparent, it can be viewed by all nodes in the network.

(2) Processors can use the improved LSTM model for sentiment analysis of the re-
views information. According to the analysis results, they can send warning messages
to problematic users. The related information about the warning messages and analysis
results will be stored in the blockchain.

(3) Regulators can regulate the stakeholders. For problematic users, they can regulate
them based on the information recorded in the blockchain, such as the number of warnings
messages and the proportion of corresponding negative reviews.

All these roles exist in the blockchain network as nodes. The decentralized system
allows user nodes to independently evaluate transactions and receive feedback about
transactions through smart contracts. This can meet the various needs of different users
more quickly and integrate the work of the regulatory agencies into the systems at a low
cost. Every transaction between nodes consist of a consensus process among stakehold-
ers. This function provides a more flexible framework for the proposed system, and the
operations involved are transparent, which is conducive to efficient management and
regulations, in order to reduce transaction risks such as fraud.

Based on these three types of objects, the proposed system consists of specific modules
as follows.

Stakeholders participate in the transaction process as traders. After the transaction is
completed, the trader can evaluate the transaction and make reviews, as shown in Module 1
of Figure 1. In this process, the trader’s information and related information are stored
in the shared ledger. Once the evaluation is completed, sentiment analysis is required,
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as shown in Module 2. This is mainly aimed at the processors, who regularly collect
information from the ledger, and use the trained the improved LSTM model to analyze the
hidden sentiment tendencies from the review information. According to the analysis result
of the emotional tendency, processors can send warning messages to remind the users to
make improvements. Module 3 is implemented for the regulation. Regulators can regulate
users according to the warning messages and sentiment analysis results. Through this
method, it can strengthen regulation and ensure the fairness of the market, it also saves a
lot of work and time costs.

4. Method Implementation

The system includes two main components and entities as we mentioned above.
Both, the platform for the components and entities are based on Ethereum, which is an
open source public blockchain platform with smart contract functions. The simplicity of
the protocol and the modular design of different parts ensure that the development and
maintenance costs of Ethereum are low. Therefore, it is considered one of the most popu-
lar blockchain development platforms [35]. It implements different methods, functions,
and variables in the executing process by smart contract, where the entities of traders and
regulators acquire different authentication and permission.

4.1. Transactions and Reviews Based on the Blockchain Network

Blockchain technology simplifies the process to transfer values through its network
architecture and its virtual electronic currency. More specifically, let N = {n1, . . . , nj}
represents the number of transactions. Users can be defined as u such that ui represents
the user with number i and the ledger state of u can be expressed as Su. In a blockchain
network, a completion of transaction is divided into the three steps.

• u1 sends a message to the blockchain network and defines a transaction nj in the
message;

• u2 accept the nj by broadcasting;
• Participants in the blockchain verify the legitimacy of the transaction and the transac-

tion is committed.

Here, the state function of transaction N can be defined as γ. The execution of the
transaction will change the ledger state S′u to Su for user u, as shown in Equation (1).

Su = γ(S′u, N) (1)

A valid transaction decision needs to meet the conditions as Equation (2) shows.

u(N) = Su[u(N)]nonce ∧ n′ ≤ Su[u(n′)]balance (2)

u(N) and u(n′) are initiators of transactions N and n′, nonce can be considered as the
number of transactions recorded. It is used to guarantee the orderliness of the transactions.
Thus, Su[u(N)]nonce is the current state for u(N). If the transaction n′ is successful and
the transaction information is recorded in the ledger, the state can be considered to have
reached a balance. In contrast, if the transaction n′ fails, it is necessary to implement the
rollback. These operations will facilitate the next transaction.

After the transaction is completed, participants trigger the smart contract to review
based on their subjective feelings about the product or the transaction process. After that,
the review from the transaction participants will be written in the block, and become
a part of the ledger after passing the consensus process between nodes in the network.
The transaction N is assumed to have been successfully completed. Then, the review
should be collected from users u1 and u2. This process is implemented through smart
contracts, as shown in Algorithm 1.
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Algorithm 1: Participants to finish the review of the transaction.
Input: The set of public addresses for the users, C = c1, c2, ..., ck. The set of IDs for

the smart contracts, I = i1, i2, ..., iN .The set of reviews based on the
participants’ trading process, Ei. Ei = e1, e2, ..., ei, regarding as the word of
the sentence, and Ei represents the sentence for the review;

Output: The response of the review. It will return the information as a successful
payload when the review is valid through strings s. Otherwise, the
review is invalid;

1 Create ck;
2 if ck ε C then
3 Install(iN);
4 Init(iN);
5 while Invoke(iN) do
6 CompleteTransaction(N);
7 CompleteReview(Ei);

8 final ;
9 return s to feedback the information of the evaluation to ascertain whether it is

valid;

After the users complete the operation about the review, processors need to perform
further processing according to these reviews to obtain the proportion of emotions hidden.
The result of the proportion can provide a basis for the sending of warning messages from
the processor and the regulation from the regulators. The process for the processor to
obtain the corresponding results is shown in Algorithm 2.

In Algorithm 2, the improved LSTM is used as a tool to conduct sentiment analysis of
the reviews. Compared with traditional methods, it not only considers the text content,
but also includes content characteristics, which is suitable for text data analysis.

Algorithm 2: Obtaining sentiment analysis results.
Input: The set of evaluations based on the participants’ trading process, Ei;
Output: The sentiment of the evaluation (negative or positive), r ε [0,1];

1 for iN ε I do
2 while Invoke(iN) do
3 QueryTransaction(iN);
4 QueryReview(iN);

5 input Ei to the improved LSTM;

6 final ;
7 return r, 0 or 1;

4.2. Sentiment Analysis

The improved model is based on LSTM, which has four neural network layers,
and each network layer interacts with others in a special way. The schematic diagram of
the LSTM network structure is shown in Figure 2.

LSTM has three kinds of gates, which are the input gate, forget gate and output gate,
respectively. These gates can be used to protect and control the state of the cell. Here, it, ft,
ot and ct can be represented as the gate structures and units of the states at time t. The first
step is to decide which information from the previous unit needs to be discarded, which
is determined by a sigmoid output layer (forget gate). This means that the input xt of the
current layer and the output ht−1 of the previous layer need to be taken as input, and then
the cell state output ft at time t− 1 is shown in Equation (3). Here, the sigmoid function
model is shown in Equation (4).

ft = σ(W f · xt + W f · ht−1 + b f ) (3)
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σ(x) = (1 + e−x)−1 (4)

Figure 2. The structure of LSTM.

It is necessary to decide which new information needs to be stored. This can be
divided into two parts. First, a sigmoid layer determines which values need to be updated
(input gate). Then, a vector is created by the tanh layer, where it contains the new infor-
mation to be added that can be added to the new cell state. Afterwards, cell states can be
updated by combining these two parts. As shown in Equation (5), the result it of the input
gate is used as the information to be updated, where the vector c̃t created by the tanh will
be added in the cell state like Equation (6) shows. Multiplying the old cell state ct−1 by ft
can be used to forget the information. This completes the update of the cell status together
with the new candidate information i · c̃t in Equation (7).

it = σ(Wi · xt + Wi · ht−1 + bc) (5)

c̃t = tanh(Wc · xt + Wc · ht−1 + bc) (6)

ct = ft · ct−1 + i · c̃t (7)

The output gate is used to decide the information about the state of the cell to be
outputted like Equation (8) shows. Then, using tanh to process the cell state, the prod-
uct of the two parts from the information is the information to be outputted, as shown
in Equation (9).

ot = σ(Wo · xt + Wo · ht−1 + bo) (8)

ht = ot · tanh(ct) (9)

The sentiment classification model can be built based on LSTM to process reviews
text, and its structure is shown in Figure 3. The main features of the LSTM model can
be divided in two parts, which are sentence feature extraction and deep neural network
classifier, respectively.

Sentence feature extraction. LSTM supports a dataset consisting of formats such as
text and image. For the proposed method, this part focuses on the extraction of features
from the data, which is collected by Algorithm 1. By extracting the features, the arbitrary
text data can be transformed into numerical features usable for machine learning through
the LSTM model.

Deep Neural Network Classifier. The implementation of sentiment analysis for text in
the LSTM model depends on the LSTM cell. The classifier uses the feature extraction of the
reviews data as input in the system. And the output gate controls the extent to which the
value in the cell is used to compute the output activation of the LSTM.
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Figure 3. The architecture of the sentiments analysis model.

Since the review is mostly short text, and each user’s language habits are very different.
Before text classification, pre-processing is required to remove a large number of irrelevant
symbols, and at the same time to count the word frequency. The statistical results show
that the most frequent occurrences in the text are adverbs, which have nothing to do with
emotional expression. Therefore, word segmentation tools such as NLTK [36] has been used
to remove irrelevant stopwords after part-of-speech tagging. The corresponding stop word
list is shown in Table 1. The pre-processed text is used as input, and the text is changed into
a distributed stored word vector. In order to prevent the model from overfitting, Dropout is
used in the LSTM network for optimization [37]. It averages the results from different
models with certain weights. In the training process of each batch, because the hidden layer
nodes that are randomly ignored each time are different, the network used for training is
different, such that it can be regarded as a different model. Different models are trained
on different training sets (each batch of training data is randomly selected), where each
model is processed with the same weight to reduce overfitting. Through this procedure,
the model not only processes complex reviews, but also increases its applicability.

Table 1. Stopwords obtained after using the tool.

Tool Stopwords

NLTK

a,about,above,after,again,against,all,am,an,and,any,are,aren’t,as,at,be,because,been,before,
being,below,between,both,but,by,can’t,cannot,could,couldn’t,did,didn’t,do,does,doesn’t,doing,
don’t,down,during,each,few,for,from,further,had,hadn’t,has,hasn’t,have,haven’t,having,he,he’d,
he’ll,he’s,her,here,here’s,hers,herself,him,himself,his,how,how’s,i,i’d,i’ll,i’m,i’ve,if,in,
into,is,isn’t,it,it’s,its,itself,let’s,me,more,most,mustn’t,my,myself,no,nor,not,of,off,on,once,
only,or,other,ought,our,ours,ourselves,out,over,own,same,shan’t,she,she’d,she’ll,she’s,should,
shouldn’t,so,some,such,than,that,that’s,the,their,theirs,them,themselves,then,there,there’s,these,
they,they’d,they’ll,they’re,they’ve,this,those,through,to,too,under,until,up,very,was,wasn’t,we,we’d,
we’ll,we’re,we’ve,were,weren’t,what,what’s,when,when’s,where,where’s,which,while,who,who’s,
whom,why,why’s,with,won’t,would,wouldn’t,you,you’d,you’ll,you’re,you’ve,your,yours,
yourself,yourselves
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In reality, idioms are used in reviews to express certain emotions like Table 2 shows.
Since the model considers that the meaning of any phrase can be synthesized from the
words composed of it when modeling the sentence, for non-synthetic phrases such as
idioms, the model may cause sentiment analysis errors due to unreasonable analysis.
Based on this, we propose an LSTM network that can be integrated into the idiom infor-
mation. An external memory component is introduced to memorize idioms, which is a
matrix and each row corresponds to the semantics of the idioms. In the process of recursive
synthesis of sentences, if a certain phrase is an idiom, its corresponding representation can
be retrieved directly from the external memory. For phrases that are not idioms, they are
still processed according to the original synthesis method. For a phrase τ in a sentence,
hτ is used to represent its corresponding vector. As shown in Equation (10),

ht =

{
hid

τ , if τ is idiom id

horiginal
τ , otherwise

(10)

where horiginal
τ represents the vector obtained by τ through the original synthesis method,

and hid
τ represents the vector of an idiom meaning directly read from the external memory.

This dual-channel structure has many advantages. On the one hand, it makes the model
have a more powerful representation capability, while on the other hand, it enhances the
expansibility of the model to facilitate the introduction of external knowledge.

Table 2. Examples of reviews with idioms.

Reviews Reviews Containing Idioms

This cake looks nice. (positive) This cake looks nice, but it cost an arm and a leg!
(negative)

This product does not look very good. (negative) This product does not look very good, but it is my cup of
tea. (postive)

4.3. The Process of Warning and Regulation for Problematic Merchants

After processing the reviews information, processors will collect the results of the
sentiment analysis that occurred in a certain period of time (the sending period is set by the
processors, e.g., warning messages can be sent every two months). Here, warning messages
can be sent to the problematic merchants based on Equation (11). Nneg signifies the number
of negative messages and Nneg represents the number of positive messages. The proportion
is p. The detailed process is shown in Figure 4. The warning message is mainly composed
of three parts, which are the sending time, the product information and the proportion of
related reviews. Merchants can manage products related to negative reviews based on the
warning information to improve their reputation and reduce negative reviews that will
occur in the next period of time.

p =
Nneg

Nneg + Npos
× 100% (11)

The warning messages can provide a basis for the regulation. Since the system
is set to send warning messages every two months, the processor will send warning
messages six times within a year. Hence, whether the merchant is improving can be
determined by the number of occurrences and the trends of the warning messages received
by merchants. Merchants with more warning messages can be regulated to ensure a fair
market environment. The detailed process is shown in Figure 5.
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Figure 4. The process of sending warning messages to problematic merchants.

Figure 5. The regulation process for problematic merchants.

5. Experiments
5.1. Experimental Environment and Data

Since there are different entities in the regulation process in reality, some nodes with
different permissions are required. Therefore, the nodes in the blockchain network can be
divided like [8]. The nodes set s in the blockchain network can be divided into three groups
s1, s2 and s3, which correspond to the functions of traders, processors and regulators,
respectively. The Ethereum blockchain is used as the infrastructure for executing smart
contracts. It has provided related tools to build the platform and can be deployed on
multiple virtual machines running Ubuntu Linux v16.04 in an Openstack environment.
Each virtual machine is given 1 virtual CPU core, 2 GB of memory, and 10 GB of persistent
storage to meet the minimum hardware requirement for running Ethereum, and all virtual
machines are linked together in a low-latency local network. Every node uses a single
Gigabit Ethernet switch, and a communication round-trip time between every two nodes
is less than 1 ms on average due to this setup. The Python Web3 Library was used to
monitor the network behaviour and block-related information was accomplished using
Elastic Search. In addition, Geth v1.6.4 10 has been used for empirical evaluations. In order
to get a stable and fully-connected P2P network of blockchain, the feature of auto-discovery
supported by Geth needs to be disabled and manually configured to overlay the network.
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In order to obtain appropriate parameters, the system needs to be stabilized for several
hours before the actual experiment. Moreover, smart contracts can be used as carriers for
reviews data, with the programming language being Solidity. A Remix integrated develop-
ment environment (IDE), Ganache and Metamask were used to evaluate the performance.
Remix is used to compile and test smart contracts. Ganache is used to provide predefined
cryptocurrencies and to deduct the cryptocurrency from the accounts that finish the trans-
actions. Each account corresponds to a node in the network. Metamask as an extension in
the browser acts as a bridge between Ganache and Remix IDE to help them connect.

In order to verify the performance of the proposed method, the reviews data generated
by nodes in the simulated blockchain network are used in the experiments. The data set can
be divided into English and Chinese, where its use can test the adaptability of the method in
the review data coming from different languages. The English data set comes from [38–40],
and the Chinese data set is collected by [41,42]. After filtering the raw data set, there are a
total of 179,396 pieces collected. In order to reduce the error occurring in the experiments,
the number of Chinese and English data sets are set to be the same (both are 89,698).
The data are stored in the blockchain before being used. In the dataset, a review may
include many emotional features. The review’s emotional information can be considered
as dualistic here, that is, positive and negative. In the experiments, positive reviews are
marked as 1 and negative reviews are marked as 0. All of these have been tagged before
the experiments were conducted. For the Chinese and English data set, the number of
positive reviews is 47,250 and the number of negative reviews is 42,448.

The improved LSTM model is used to analyze sentiment. The experiment used the
Keras [43] as the structure of the proposed model. Keras is a deep learning library for
Python, and it provides a large number of deep learning models. It basically realizes the
current popular deep learning models, where Python is used to perform data operations for
sentiment analysis. For the improved LSTM model, the dataset is randomly divided into
training and validation sets. The ratio of the training data set to the validation data set will
affect the experimental results. Therefore, in order to obtain better training results, the ratio
is set to 7:3. In addition, data preprocessing is required. All reviews data can be defined as a
set S, which consists of a separate evaluation text sentence [s1, s2, s3, . . . , sa]. A vocabulary is
required to construct the reviews text data set, such that the word segmentation, is needed
to divide the text sequence into individual words. It has the advantage of an user-defined
dictionary to add words that are not in the lexicon such as idioms. After that, using the
Google open source tool Word2vec to build a dictionary of word vectors to realize the
data vectorization, the word vectors for each sentence is expressed as [v1, v2, v3, . . . , va].
The size of the vocabulary is 32,987, which is the number of different words in the data set,
and the word vector dimension is 100. Using the Tensorflow [44] framework to achieve the
establishment of the improved LSTM model, the main structure includes the Embedding
layer, LSTM layer and Dense layer.

The Embedding layer allows 32,987 vocabularies to be entered. After processing such
as dimensionality reduction, the dimension of the word vector finally outputted in the
Embedding layer is 100, that is, the input dimension of the next LSTM layer is determined
to be 100. In addition, the size of the hidden layer state of the LSTM layer is 64 and the
Dense layer uses 1 neuron to fully connect with the LSTM layer. The input and output of the
Embedding layer determines the shape of the LSTM layer and the Dense layer. The weight
between each layer matrix U, W, V of the input layer sequence (xt), output layer sequence
(ot), hidden layer state (hidden state (ht) and cell state (ct)) of the improved LSTM neural
network model can be expressed by Equations (12) and (13) respectively.

xt ∈ R100

ot ∈ R100

ht ∈ R128

ct ∈ R128

(12)
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
U ∈ R64×100

W ∈ R64×64

V ∈ R100×64

(13)

5.2. Experimental Results and Discussion
5.2.1. Metrics for Evaluation

In order to test the performance of the LSTM network in sentiment analysis. First,
the training data set can be used to train the LSTM model for the results of sentiment
analysis. In order to verify the validity of the model and evaluate its performance, the model
is then tested using the validation data set. Four metrics can be used to evaluate the results
of sentiment analysis, which are Accuracy, F1-score, AUC and loss value, respectively.
Accuracy is a ratio of correctly predicted observations to the total observations as shown
in Equation (14).

Accuracy =
TP + TN

TP + FP + FN + TN
(14)

F1-score is the harmonic average of the recall and precision as shown in
Equations (15) and (16). It reaches its best value at 1 (perfect precision and recall) and worst
at 0. As shown in Equation (17), it considers both false positives and false negatives.

precision =
TP + TN

TP + TN + FP
(15)

recall =
TP + TN

TP + TN + FN
(16)

F1− score =
2(TP + TN)

2(TP + TN) + (FN + FP)
(17)

TP (True Positives) and TN (True Negatives) represent the correct training results,
that is, the obtained emotional result is the same as the actual emotional tendency contained
in the data. FP (False Positives) and FN (False Negatives) represent the incorrect result,
for example, the tendency of sentiment in the data is negative (positive), but the prediction
result is positive (negative).

Area Under the ROC Curve (AUC) is a numerical representation of the Receiver Oper-
ating Characteristic (ROC) curve. The x axis of the ROC curve is True Positive Rate (TPR)
and the y axis is False Positive Rate (FPR). They can be calculated by
Equations (18) and (19).

TPR =
TP

TP + FP
(18)

FPR =
FP

TN + FP
(19)

TPR represents the probability that the model classifies the samples that are actually
true, and FPR represents the probability that the samples that are actually false are predicted
to be true. ROC curve is a commonly used evaluation index in classification problems.
However, because the ROC curve does not directly represent the performance of the model,
it is necessary to use the AUC value to quantify the area under the ROC curve to more
intuitively observe the model performance of the binary classification problem. The AUC
value ranges from 0.5 to 1.0, the larger the value, the higher the accuracy.

The process of training a network needs to find the parameters that can minimize a
loss function. Loss usually occurs during the training process to find the best parameters,
such that it needs to be constantly updated to optimize it. The cost function is essentially
binary cross entropy. For a target T and an output O, it can defined as Equation (20).
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f (T, O) = −[(1− T) log(1−O) + T log O] (20)

In the training process, the smaller the loss the lower the prediction error and the
better the performance. The average loss value can be obtained by the loss values from the
training model at each stage.

5.2.2. Performance Analysis

In order to optimize the epoch selection required for training the proposed model
(that is, the number of learning times in the entire training process). It is necessary to test
the accuracy and loss in different epochs. The results are shown in Figure 6. It can be seen
from Figure 6 that the accuracy gradually improves and the loss line shows a downward
trend with the epoches increasing. However, when the epoch exceeds 3, the loss value
of using the validation data set will increase (especially significant in the Chinese data
set). This will lead to an increase in the result bias which is not conducive to sentiment
analysis. Therefore, the model has better performance when the epoch is 3. At this epoch,
the accuracy of using the training data set and the validation data set can be close to 90%
regardless of the Chinese data set or the English data set.

(a) (b)

Figure 6. Performance test with the increase of epoches for the proposed model. (a) English dataset.
(b) Chinese dataset.

To further observe the efficiency when the epoch is 3, AUC and F1-score are introduced.
Here, the Chinese and English training data sets with scales of 7000, 14,000, 21,000 and
28,000 are selected for analysis. The data set processed in the training process can be
divided according to the scales, and each group displays the corresponding results under
the conditions of epoch 1, 2 and 3, as shown in Figures 7 and 8. Each scale on the horizontal
axis corresponds to the amount of training data and the corresponding epoch (the value
outside the brackets is the amount of data, and the value inside the brackets corresponds to
the epoch). It can be seen from Figures 7 and 8 that when the epoch is the same, the changes
in Accuracy, AUC and F1-score show a slow upward trend as the amount of data increases.
However, in the case of the same training data set, the corresponding result increased
significantly with the increase of epoch. In particular, when the epoch is 3, the Accuracy,
AUC and F1-score all show the best results on different training datasets.

In reality, the scale of the data set is very large, making it also a factor that affects the
proposed method. Therefore, it is important to observe the performance of the method on
large-scale data sets. In order to find the effect of the data set size on the proposed model
performance, it is necessary to test the Accuracy, Loss and F1-score changes using different
data set sizes under the condition of an epoch being 3. Here, the proposed model is trained
under the condition that the scales of the Chinese and English data sets are 100, 500, 1000,
2000, 4000, 8000, 12,000, and 16,000. In order to ensure that the results are more accurate,
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we trained multiple times under these different data sets and obtained the average value.
The trend of the results is shown in Figure 9. It can be seen that AUC, F1-Score and Accuracy
all show an upward trend as the data set scale increases. As shown in Figure 9a, under the
condition of the English data set used, the corresponding curves of AUC, F1-Score and
Accuracy all rise slowly and gradually approach 90%. In contrast, under the condition
of the Chinese data set used, as the data set scale increases, the Accuracy of the method
gradually increases after a decline, and it gradually approaches 90% after the data set scale
exceeds 3000, and finally exceeds 90% after the data set scale exceeds 10,000 (as shown in
Figure 9b). In addition, F1-score and AUC also showed an upward trend that eventually
reached 90% and 100%, respectively. This illustrates that the performance of the method
increases with the scale of the data set increasing. Therefore, it can be concluded that the
proposed method shows good performance in processing large-scale review data.

(a) (b)

(c) (d)

Figure 7. Results of the model when Epoch = 3 (English dataset). (a) data samples = 7000. (b) data
samples = 14,000. (c) data samples = 21,000. (d) data samples = 28,000.

(a) (b)

(c) (d)

Figure 8. Results of the model when Epoch = 3 (Chinese dataset). (a) data samples = 7000. (b) data
samples = 14,000. (c) data samples = 21,000. (d) data samples = 28,000.
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(a) (b)

Figure 9. Performance of the proposed model with different data set scales. (a) English dataset. (b)
Chinese dataset.

In order to further test the performance, we compared the implementation of the
proposed method with other methods, SVM and NB in data set processing. Here, F1-score
and Accuracy have been chosen due to its intuitiveness. The three methods were run
multiple times under the conditions of the data set scale of 4000, 8000, 12,000, 16,000, 20,000,
24,000, 28,000, 32,000, 36,000 and 40,000, respectively and obtained the average results to
avoid deviations (as shown in Table 3). It can be concluded from Table 3 that compared
with SVM and NB, the proposed method has a better performance in sentiment analysis
due to the fact that its Accuracy and F1-score are much higher than the other two models.
Unlike SVM and NB the proposed model can learn text features more effectively and
capture the long-term dependence of this text based on time series, which is conducive to
long-term memory of the review semantics. In addition, the use of the proposed model
solves the problem of text sentiment analysis bias caused by the lack of text features
semantics in traditional sentiment analysis methods.

Table 3. The performance of different methods on the Chinese and English datasets.

Dataset Data Set Scale
F1-Score Accuracy

SVM Naive Bayes The Proposed
Method SVM Naive Bayes The Proposed

Method

English dataset

4000 53.62219 59.31077 59.27345 59.83333 50.90278 66.31944
8000 61.24075 35.85469 72.40847 65.72917 51.07639 81.35417

12,000 58.54958 55.40811 79.23725 63.53241 49.84722 84.97685
16,000 50.56394 66.86387 80.18497 58.97222 50.22222 85.27778
20,000 54.31992 66.48082 81.46056 61.26667 49.79167 85.72500
24,000 71.90217 66.56353 80.00225 74.10417 49.88426 85.43981
28,000 57.49231 66.74560 82.14852 64.84921 50.08929 86.90079
32,000 65.73920 66.64026 82.43852 70.06597 49.97049 86.64410
36,000 77.64720 66.53723 82.46275 78.35802 49.85494 87.04167
40,000 42.44256 66.54270 83.31607 54.73611 49.86111 87.54583

Chinese dataset

4000 75.24197 74.13196 79.21657 75.53265 74.63918 85.85567
8000 79.39508 71.58752 84.54979 79.51389 71.92361 89.57639

12,000 78.30994 73.12014 86.93246 78.37037 73.19907 91.55093
16,000 82.40867 73.6837 90.77761 82.49306 73.68403 93.67361
20,000 84.88228 72.79004 92.74781 84.89167 72.79444 94.99167
24,000 86.00003 72.20354 93.83719 86.01389 72.24306 95.7037
28,000 86.29261 73.19657 94.41608 86.30357 73.21825 96.31548
32,000 86.01851 72.0971 94.68567 86.07639 72.19271 96.36806
36,000 87.54628 72.84717 95.74603 87.54784 72.91358 97.18056
40,000 87.36206 73.94975 96.31784 87.37500 73.97917 97.51806
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In order to avoid sampling errors causing inaccuracies of the analysis results, statisti-
cal significance tests have been performed according to Table 3. We respectively tested the
differences of the three models SVM, Naive Bayes and the proposed method corresponding
to different data sets under the two indicators of F1-score and Accuracy. Here, Matlab 2020b
has been used because it is equipped with a complete package for significance test anal-
ysis. The analysis results show that the total degree of freedom is 29, and the degree of
freedom of the groups is 2. Therefore, according to the F distribution table for α = 0.05,
F− statistic0.05 = 3.3690. This value can be used to compare with the F-statistic generated
by software analysis. Once it is greater than this value, it can be considered as a significant
difference. Based on these, the F-statistics corresponding to F1-score are 12.34 and 48.05
in the English and Chinese datasets, respectively. And the accuracy of the F-statistics
in the English and Chinese datasets are 91.20 and 98.43, correspondingly. It can been
seen that all generated F-statistics are greater than F− statistic0.05, therefore, significant
differences between the three models exist. In addition, Figures 10 and 11 can be used to
further analyze the differences between the models. It can be seen from Figure 10a,b that
the median line of the proposed method is significantly higher than that of SVM and NB
regardless of whether it is the English or Chinese data sets. This shows that the F1-score
of the proposed method is generally high, such that the the model is more stable than
others. Moreover, Figure 11a,b also show that the median line of the proposed method
is the highest, which implies that the model usually has a high accuracy rate. Therefore,
after comprehensive analysis, it can be proven that the proposed method is effective.

(a) (b)

Figure 10. Statistical significance test of F1-scores for different models. (a) English dataset (F-statistics
is 12.34). (b) Chinese dataset (F-statistics is 48.05).

(a) (b)

Figure 11. Statistical significance test of Accuracy for different models. (a) English dataset (F-statistics
is 91.20). (b) Chinese dataset (F-statistics is 98.43).
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5.2.3. A Case Study

Analyzing the warning message amount that merchants receive can facilitate the
regulation of regulators. We conducted a case study to verify the validity of the proposed
method. First, we set the system to send warning messages every two months based on the
proportion of negative reviews. Then, we analyzed the number of warnings received by
the merchant. Here, we selected the number of messages received by 38 merchants selling
a specific product M within a year. Afterwards, we selected five representative merchants
for explanation, as shown in Figure 12. In order to protect the privacy of the merchant, the
name of the merchant is replaced by A, B, C, D and E. It can be seen that the proportion
of negative reviews that Merchant B has received in a year is below the baseline (as it
did not receive any warning messages), which indicates that Merchant B has a relatively
good reputation. In contrast, Merchant A received six warning messages during the year,
which shows that customers are not very satisfied with the products sold by Merchant A.
Hence, A needs to be regulated (such as appropriate fines). The proportion of negative
reviews of Merchant C and Merchant E fluctuated around the baseline, and the overall
percentage number of warning messages occurrences reached 50% and 66.7%. Therefore,
it is recommended that regulators pay more attention to C and E. In addition, although the
number of times that merchant D’s negative reviews proportion is higher than the baseline
appears twice (receiving two warning messages), the overall trend thereafter declines,
which means that merchant D pays attention to improving his/her products and enhanced
their credibility. Therefore, it can be shown that the proposed method is effective.

Figure 12. The negative reviews proportions of different merchants.

6. Conclusions

In order to implement a sustainable market, we proposed a method that combines
blockchain and improved LSTM to analyze the sentiment of reviews data in providing an
effective basis for regulations. All the roles involved in the transaction process can corre-
spond to nodes with different permissions in the blockchain network. Unlike traditional
LSTM networks, an external storage unit is used to process idioms to improve the accuracy
of the analysis results. In order to verify the effectiveness of the method, the performance
of the proposed method was evaluated in the experiments. Here, we found that it was
not only better than some models like SVM and NB, but also is superior to some similiar
methods. Moreover, the case study proved that it is beneficial for regulators to make
reasonable and accurate regulation strategies by analyzing the sentiment proportions about
the participants. Therefore, the application of the proposed method can help to regulate
the behavior of traders, thereby creating a fair and healthy trading environment, and a
market’s sustainable development can be realized in the end. This paper is an effective
exploration of combining blockchain and deep learning in sustainable development. How-
ever, the current research has some restrictions due to the issues of blockchain throughput,
block generation speed and others. In addition, the difference of the proposed method
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performance when processing review data in different languages also needs attention.
All these will be the focus of our future research work.
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