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#### Abstract

Two orthonormal bases in the $d$-dimensional Hilbert space are said to be unbiased if the square modulus of the inner product of any vector of one basis with any vector of the other equals $\frac{1}{d}$. The presence of a modulus in the problem of finding a set of mutually unbiased bases constitutes a source of complications from the numerical point of view. Therefore, we may ask the question: Is it possible to get rid of the modulus? After a short review of various constructions of mutually unbiased bases in $\mathbb{C}^{d}$, we show how to transform the problem of finding $d+1$ mutually unbiased bases in the $d$-dimensional space $\mathbb{C}^{d}$ (with a modulus for the inner product) into the one of finding $d(d+1)$ vectors in the $d^{2}$-dimensional space $\mathbb{C}^{d^{2}}$ (without a modulus for the inner product). The transformation from $\mathbb{C}^{d}$ to $\mathbb{C}^{d^{2}}$ corresponds to the passage from equiangular lines to equiangular vectors. The transformation formulas are discussed in the case where $d$ is a prime number.
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## 1. Introduction

We start by revisiting a definition. Two distinct orthonormal bases of the $\mathbb{C}^{d}$ Hilbert space, say,

$$
\begin{equation*}
B_{a}=\{|a \alpha\rangle: \alpha=0,1, \ldots, d-1\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{b}=\{|b \beta\rangle: \beta=0,1, \ldots, d-1\} \tag{2}
\end{equation*}
$$

(with $a \neq b$ and $d \geq 2$ ) are said to be unbiased if the modulus of the $\langle a \alpha \mid b \beta\rangle$ inner product is independent of $\alpha$ and $\beta$. In other words

$$
\begin{equation*}
\langle a \alpha \mid a \beta\rangle=\langle b \alpha \mid b \beta\rangle=\delta_{\alpha, \beta} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
|\langle a \alpha \mid b \beta\rangle|=\frac{1}{\sqrt{d}} \tag{4}
\end{equation*}
$$

for $\alpha, \beta \in \mathbb{Z} / d \mathbb{Z}$. (An exhaustive, although incomplete, set of references concerning unbiased bases is given in what follows. References therein should be consulted too.)

The concept of unbiased bases and, more generally, of a set of mutually unbiased bases (MUBs) takes its origin in the work by Schwinger [1] on unitary operator bases (see also [2-4]). It is of paramount importance in quantum mechanics. It makes it possible to transcribe the Bohr complementary principle to finite quantum mechanics so that the idea of complementarity can be applied also to finite quantum systems [5,6]. Furthermore, MUBs turn out to be useful for discrete Wigner functions [3,7,8], the solution of the mean King problem [9], and the understanding of the Feynman path integral formalism in terms of temporally proximal bases [10]. Many of the applications of MUBs concern classical information (coding theory [11]) and quantum information (quantum cryptography [12] and quantum state tomography [13]). They are also useful in quantum computing, a field where intrication of qupits [14] plays a crucial role.

Three important results on MUBs are known. First, the maximum number $N$ of MUBs in a $d$-dimensional Hilbert space is $N=d+1$ [2,4]. Thus, the number of MUBs in $\mathbb{C}^{d}$ cannot exceed $d+1$. (A set containing $d+1$ MUBs is called a complete set.) Second, this maximum number, i.e., $N=d+1$, is reached when $d$ is a prime number (noted $p$ ) or any power of a prime number (noted $p^{n}$ with $n \geq 2$ ) [2,4]. Indeed, it is possible to construct several complete sets of MUBs when $d$ is prime or prime power. Third, when $d$ is a composite number $\left(d=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{r}^{e_{r}}\right.$ with $p_{1}, p_{2}, \ldots, p_{r}$ prime integers and $e_{1}, e_{2}, \ldots, e_{r}$ strictly positive integers), we have (see for instance [15])

$$
\begin{equation*}
\min _{i=1}^{r}\left(p_{i}^{e_{i}}\right)+1 \leq N \leq d+1 \tag{5}
\end{equation*}
$$

but the value of $N$ is unknown. More precisely, it is not known if it is possible to construct a complete set of MUBs in $\mathbb{C}^{d}$ in the case where $d$ is not a prime or the power of a prime. Equation (5) reflects the fact that it is always possible to construct three MUBs when $d$ is a composite number. For example in the $d=2 \times 3=6$ case, several sets of three MUBs are known but no set with more than three MUBs were found in spite of an enormous number of numerical studies [16-21]; in the present days, there is a consensus according to which no complete set (with seven MUBs) exists for $d=6$ and it is widely believed that only sets with three MUBs exist in this case (cf. the Zauner conjecture [22]).
¿From a mathematical point of view, it is remarkable that MUBs may be connected to many disciplinary fields. A non-exhaustive list is: theory of finite fields, group theory, Lie and Clifford
algebras, finite geometries, combinatorics and graph theory, frames and 2-designs, and Hopf fibrations. This can be illustrated by some of the numerous ways of constructing sets of MUBs. Most of them are based on discrete Fourier transform over Galois fields and Galois rings [4,6,7,23], discrete Wigner distribution [3,7,8], generalized Pauli spin operators [24-28], generalized Hadamard matrices [15,17], mutually orthogonal Latin squares [15,29,30], finite geometry methods [30-32], projective 2-designs [5,15,22], angular momentum theory and quadratic discrete Fourier transform [33-35], finite group approaches [23,28], Lie-like approaches [28,34-37], and phase states associated with a generalized Weyl-Heisenberg algebra [38]. (For a review on the subject, see [39].)

It is the aim of the present paper to emphasize another approach for the search of MUBs. Instead of looking for equiangular lines in $\mathbb{C}^{d}$ satisfying Equation (4), we deal here with the search of equiangular vectors in $\mathbb{C}^{d^{2}}$ satisfying a relation of type Equation (4) without a modulus for the inner product. The transformation that makes it possible to pass from $\mathbb{C}^{d}$ to $\mathbb{C}^{d^{2}}$ is given in Section 2. The reverse problem is the object of Section 3. Finally, some conclusions are drawn in Section 4. A preliminary note on some of the results of this paper was posted on arXiv [40].

## 2. The Passage from $\mathbb{C}^{d}$ to $\mathbb{C}^{d^{2}}$

If we include the $a=b$ case, Equation (3) leads to

$$
\begin{equation*}
|\langle a \alpha \mid b \beta\rangle|=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{\sqrt{d}}\left(1-\delta_{a, b}\right) \tag{6}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
|\langle a \alpha \mid b \beta\rangle|^{2}=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{d}\left(1-\delta_{a, b}\right) \tag{7}
\end{equation*}
$$

The problem of finding a complete set of $d+1$ MUBs in $\mathbb{C}^{d}$ amounts to finding $d(d+1)$ vectors $|a \alpha\rangle$ satisfying Equation (7), where $a=0,1, \ldots, d$ and $\alpha=0,1, \ldots, d-1$ (the indexes of type $a$ refer to the bases and, for fixed $a$, the index $\alpha$ refers to one of the $d$ vectors of the basis corresponding to $a$ ). By following the approach developed in [41] for positive operator valued measures and MUBs, we can transform this problem into a (possibly) simpler one (not involving a square modulus like in Equation (7)). The idea of the transformation is to introduce a projection operator associated with the $|a \alpha\rangle$ vector. This yields the following proposition.

Proposition 1. For $d \geq 2$, finding $d+1$ MUBs in $\mathbb{C}^{d}$ (if they exist) is equivalent to finding $d(d+1)$ vectors $\mathbf{w}(a \alpha)$ in $\mathbb{C}^{d^{2}}$, of components $w_{p q}(a \alpha)$ such that

$$
\begin{equation*}
w_{p q}(a \alpha)=\overline{w_{q p}(a \alpha)}, \quad p, q=0,1, \ldots, d-1 \tag{8}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\sum_{p=0}^{d-1} w_{p p}(a \alpha)=1 \tag{9}
\end{equation*}
$$

and the inner product relations

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(a \beta)=\delta_{\alpha, \beta} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\frac{1}{d} \text { for } a \neq b \tag{11}
\end{equation*}
$$

where $a, b=0,1, \ldots, d$ and $\alpha=0,1, \ldots, d-1$.
Proof. A proof was given in [41] by making use of Racah operators, which are useful tools in spectroscopy. Here we give a new proof based on the canonical generators of the $\mathrm{GL}(d, \mathbb{C})$ linear group, which are simpler to handle and more adapted for applications. Let us suppose that it is possible to find $d+1$ sets $B_{a}$ (with $a=0,1, \ldots, d$ ) of vectors of $\mathbb{C}^{d}$ such that Equation (7) is satisfied. It is thus possible to construct $d(d+1)$ projection operators

$$
\begin{equation*}
\Pi_{a \alpha}=|a \alpha\rangle\langle a \alpha|, \quad a=0,1, \ldots, d, \quad \alpha=0,1, \ldots, d-1 \tag{12}
\end{equation*}
$$

From Equations (7) and (12), it is clear that the $\Pi_{a \alpha}$ operators (of rank 1) satisfy the trace conditions

$$
\begin{equation*}
\operatorname{Tr}\left(\Pi_{a \alpha} \Pi_{b \beta}\right)=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{d}\left(1-\delta_{a, b}\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr}\left(\Pi_{a \alpha}\right)=1 \tag{14}
\end{equation*}
$$

where the traces are taken over $\mathbb{C}^{d}$ (see also [26]). Each operator $\Pi_{a \alpha}$ can be developed on an orthonormal basis $\left\{E_{p q}: p, q=0,1, \ldots, d-1\right\}$ of the space of linear operators on $\mathbb{C}^{d}$ (orthonormal with respect to the Hilbert-Schmidt inner product), that is,

$$
\begin{equation*}
\Pi_{a \alpha}=\sum_{p=0}^{d-1} \sum_{q=0}^{d-1} w_{p q}(a \alpha) E_{p q} \tag{15}
\end{equation*}
$$

The $E_{p q}$ operators are generators of the $\mathrm{GL}(d, \mathbb{C})$ complex Lie group. Their main properties are

$$
\begin{equation*}
E_{p q}^{\dagger}=E_{q p}, E_{p q} E_{r s}=\delta_{q, r} E_{p s}, \operatorname{Tr}\left(E_{p q}\right)=\delta_{p, q}, \operatorname{Tr}\left(E_{p q}^{\dagger} E_{r s}\right)=\delta_{p, r} \delta_{q, s}, p, q, r, s \in \mathbb{Z} / d \mathbb{Z} \tag{16}
\end{equation*}
$$

and they can be represented by the projectors

$$
\begin{equation*}
E_{p q}=|p\rangle\langle q|, \quad p, q \in \mathbb{Z} / d \mathbb{Z} \tag{17}
\end{equation*}
$$

The $w_{p q}(a \alpha)$ expansion coefficients in Equation (15) are complex numbers such that

$$
\begin{equation*}
\overline{w_{p q}(a \alpha)}=w_{q p}(a \alpha), \quad p, q \in \mathbb{Z} / d \mathbb{Z} \tag{18}
\end{equation*}
$$

where the bar denotes complex conjugation. By combining Equations (13) and (15), we get

$$
\begin{equation*}
\sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \overline{w_{p q}(a \alpha)} w_{p q}(b \beta)=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{d}\left(1-\delta_{a, b}\right) \tag{19}
\end{equation*}
$$

The $\Pi_{a \alpha}$ operators can be considered as vectors

$$
\begin{equation*}
\mathbf{w}(a \alpha)=\left(w_{00}(a \alpha), w_{01}(a \alpha), \ldots, w_{m m}(a \alpha)\right), \quad m=d-1 \tag{20}
\end{equation*}
$$

in the Hilbert space $\mathbb{C}^{d^{2}}\left(\operatorname{not} \mathbb{C}^{d}\right)$ of dimension $d^{2}$ endowed with the usual inner product

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \overline{w_{p q}(a \alpha)} w_{p q}(b \beta) \tag{21}
\end{equation*}
$$

In Equation (20), we use the dictionary order for ordering the components of $\mathbf{w}(a \alpha)$. Equation (19) can then be rewritten as

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{d}\left(1-\delta_{a, b}\right) \tag{22}
\end{equation*}
$$

to be compared with Equation (7). The determination of the $\Pi_{a \alpha}$ operators is equivalent to the determination of the $w_{p q}(a \alpha)$ components of the $\mathbf{w}(a \alpha)$ vectors in $\mathbb{C}^{d^{2}}$. This completes the proof.

For $a \neq b$, Equations (10) and (11) show that angle $\omega_{a \alpha b \beta}$ between any vector $\mathbf{w}(a \alpha)$ and any vector $\mathbf{w}(b \beta)$ is

$$
\begin{equation*}
\omega_{a \alpha b \beta}=\cos ^{-1}\left(\frac{1}{d}\right) \tag{23}
\end{equation*}
$$

and therefore does not depend on $a, \alpha, b$ and $\beta$. This justifies the terminology equiangular vectors in the title of this paper. Note also that Equation (23) is connected to the fact that mutually unbiased bases are complex projective 2-designs [5].

Proposition 1 can be transcribed in terms of matrices. Let $M_{a \alpha}$ be the Hermitian matrix of dimension $d$ whose elements are $w_{p q}(a \alpha)$. To be more precise, we take

$$
\begin{equation*}
\left(M_{a \alpha}\right)_{p q}=w_{p q}(a \alpha), \quad p, q \in \mathbb{Z} / d \mathbb{Z} \tag{24}
\end{equation*}
$$

The $M_{a \alpha}$ matrix is positive-semidefinite. Equation (21) can be rewritten as

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\operatorname{Tr}\left(M_{a \alpha} M_{b \beta}\right) \tag{25}
\end{equation*}
$$

Therefore, we have the following proposition.
Proposition 2. For $d \geq 2$, finding $d+1$ MUBs in $\mathbb{C}^{d}$ (if they exist) is equivalent to finding $d(d+1)$ positive-semidefinite (and thus Hermitian) matrices $M_{a \alpha}$ of dimension d satisfying the trace relations

$$
\begin{equation*}
\operatorname{Tr}\left(M_{a \alpha}\right)=1 \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr}\left(M_{a \alpha} M_{b \beta}\right)=\delta_{\alpha, \beta} \delta_{a, b}+\frac{1}{d}\left(1-\delta_{a, b}\right) \tag{27}
\end{equation*}
$$

where $a, b=0,1, \ldots, d$ and $\alpha, \beta=0,1, \ldots, d-1$.
Proof. The proof is trivial.
It is to be noted that Proposition 2 is in agreement with the result of [29] according to which a complete set of $d+1$ MUBs forms a convex polytope in the set of Hermitian matrices of dimension $d$ and unit trace.

Finally, as a test of the validity of Propositions 1 and 2, we have the following result.
Proposition 3. For d prime, Equations (8) to (11) admit the solution

$$
\begin{equation*}
w_{p q}(a \alpha)=\frac{1}{d} \mathrm{e}^{\mathrm{i} \pi(p-q)[(d-2-p-q) a-2 \alpha] / d}, \quad a, \alpha, p, q \in \mathbb{Z} / d \mathbb{Z} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{p q}(d \alpha)=\delta_{p, q} \delta_{p, \alpha}, \quad \alpha, p, q \in \mathbb{Z} / d \mathbb{Z} \tag{29}
\end{equation*}
$$

for $a=d$.
Proof. Clearly the $M_{a \alpha}$ corresponding matrix is Hermitian and it is a simple matter of long calculation to show that it is positive-semidefinite. The rest of the proof is based on the use of Gauss sums [42] in connection with ordinary [43] and quadratic [44] discrete Fourier transforms. Indeed, the principal task is to calculate $\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)$ as given by (21) with the help of Equations (28) and (29) in the cases $a=b$ (for $a=0,1, \ldots, d$ ), $a \neq b$ (for $a, b=0,1, \ldots, d-1$ ) and $a \neq b$ (for $a=0,1, \ldots, d-1$ and $b=d$ ). The main steps are the following.
(i) Case $a=b=d$ : We have

$$
\begin{equation*}
\mathbf{w}(d \alpha) \cdot \mathbf{w}(d \beta)=\sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \delta_{p, q} \delta_{p, \alpha} \delta_{p, \beta}=\delta_{\alpha, \beta} \tag{3}
\end{equation*}
$$

(ii) Case $a=b=0,1, \ldots, d-1$ : We have

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(a \beta)=\frac{1}{d^{2}} \sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \mathrm{e}^{\mathrm{i} 2 \pi(p-q)(\alpha-\beta) / d}=\delta_{\alpha, \beta} \tag{3}
\end{equation*}
$$

(iii) Case $a \neq b(a=0,1, \ldots, d-1$ and $b=d)$ : We have

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(d \beta)=\frac{1}{d} \sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \mathrm{e}^{-\mathrm{i} \pi(p-q)[(d-2-p-q) a-2 \alpha] / d} \delta_{p, q} \delta_{p, \alpha}=\frac{1}{d} \sum_{p=0}^{d-1} \delta_{p, \alpha}=\frac{1}{d} \tag{32}
\end{equation*}
$$

(iv) Case $a \neq b(a, b=0,1, \ldots, d-1)$ : We have

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\frac{1}{d^{2}} \sum_{p=0}^{d-1} \sum_{q=0}^{d-1} \mathrm{e}^{\mathrm{i} \pi(p-q)[(d-2-p-q)(b-a)+2(\alpha-\beta)] / d} \tag{3}
\end{equation*}
$$

The double sum in Equation (33) can be factored into the product of two sums. This leads to

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\frac{1}{d^{2}}\left|\sum_{k=0}^{d-1} \mathrm{e}^{\mathrm{i} \pi\left\{(a-b) k^{2}+[(d-2)(b-a)+2(\alpha-\beta)] k\right\} / d}\right|^{2} \tag{34}
\end{equation*}
$$

By introducing the generalized Gauss sums [42]

$$
\begin{equation*}
S(u, v, w)=\sum_{k=0}^{|w|-1} \mathrm{e}^{\mathrm{i} \pi\left(u k^{2}+v k\right) / w} \tag{35}
\end{equation*}
$$

where $u, v$ and $w$ are integers such that $u$ and $w$ are coprime, $u w$ is nonvanishing and $u w+v$ is even, we obtain

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\frac{1}{d^{2}}|S(u, v, w)|^{2} \tag{36}
\end{equation*}
$$

with

$$
\begin{equation*}
u=a-b, \quad v=-(a-b)(d-2)+2(\alpha-\beta), \quad w=d \tag{37}
\end{equation*}
$$

The $S(u, v, w)$ Gauss sum in Equations $(36,37)$ can be calculated from the methods in [42]; this yields

$$
\begin{equation*}
|S(u, v, w)|=\sqrt{d} \tag{38}
\end{equation*}
$$

for $d$ prime, $u$ and $v$ integers, $u$ and $d$ coprime, $u d \neq 0$, and $u d+v$ even. Finally, we get

$$
\begin{equation*}
\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)=\frac{1}{d} \tag{39}
\end{equation*}
$$

which completes the proof.
Let us remark that the proof holds true for $d=2$ (Equation (38) is valid for $d=2$ in contrast with some other Gauss sums [2]).

## 3. The Reverse Problem

It is legitimate to consider the question: How to pass from the $\mathbf{w}(a \alpha)$ to $|a \alpha\rangle$ vectors in the case where $d$ is the power of a prime integer?

Suppose we find $d(d+1)$ vectors of type Equation (20) satisfying Equations (8) to (11). Then, the $\Pi_{a \alpha}$ operators given by Equation (15) are known. A matrix realization of each $\Pi_{a \alpha}$ operator immediately follows from the standard matrix realization of the generators of the $\mathrm{GL}(d, \mathbb{C})$ group. (In order to set up the matrix of $\Pi_{a \alpha}$, remember that, in terms of matrices, the generators $E_{p q}$ of $\mathrm{GL}(d, \mathbb{C})$ are matrices of dimension $d \times d$, the elements of which are 1 at the intersection of row $p$ and column $q$ and 0 elsewhere. The matrix thus obtained is nothing but $M_{a \alpha}$.) The eigenvector of the matrix of $\Pi_{a \alpha}$ corresponding to the eigenvalue equal to 1 gives the $|a \alpha\rangle$ vector. This leads to the following recipe.

Proposition 4. In the case where $d$ is a prime power, from the knowledge of the $\mathbf{w}(a \alpha)$ vectors, the matrices of the $\Pi_{a \alpha}$ operators can be constructed via Equation (15) (for $a=0,1, \ldots, d$ and $\alpha=0,1,2, \ldots, d-1)$. The $d+1$ MUBs are then given, as column vectors, by the eigenvectors
(normalized to 1) of the matrices of $\Pi_{a \alpha}$ corresponding to the eigenvalues equal to 1 . For fixed $a$, the eigenvectors of $\Pi_{a 0}, \Pi_{a 1}, \ldots, \Pi_{a d-1}$ associated with the eigenvalue 1 constitute one of the $d+1$ MUBs.

Proof. The proof follows from the fact that each $\Pi_{a \alpha}$ operator (or the $M_{a \alpha}$ corresponding matrix) has $d-1$ eigenvalues equal to 0 and one eigenvalue equal to 1 .

Example. As a pedagogical example, let us consider the situation where $d=2$. By taking $w_{p q}(a \alpha)$ given by Equations (28) and (29), we have

$$
\begin{equation*}
w_{p q}(a \alpha)=\frac{1}{2} \mathrm{e}^{-\mathrm{i} \pi(p-q)\lfloor(p+q) a+2 \alpha\rfloor / 2}, \quad a, \alpha, p, q \in \mathbb{Z} / 2 \mathbb{Z} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{p q}(2 \alpha)=\delta_{p, q} \delta_{p, \alpha}, \quad \alpha, p, q \in \mathbb{Z} / 2 \mathbb{Z} \tag{41}
\end{equation*}
$$

The cases $a=0,1$ and $a=2$ need to be treated separately.
For $a=2$, we get

$$
\begin{equation*}
\Pi_{2 \alpha}=\sum_{p=0}^{1} \sum_{q=0}^{1} w_{p q}(2 \alpha) E_{p q}=\delta_{0, \alpha} E_{00}+\delta_{1, \alpha} E_{11} \tag{42}
\end{equation*}
$$

The normalized eigenvectors of $\Pi_{20}$ and $\Pi_{21}$ associated with the eigenvalue equal to 1 are

$$
\begin{equation*}
|20\rangle=\binom{1}{0}, \quad|21\rangle=\binom{0}{1} \tag{43}
\end{equation*}
$$

For $a=0$ and 1, we have

$$
\begin{equation*}
\Pi_{a \alpha}=\sum_{p=0}^{1} \sum_{q=0}^{1} w_{p q}(a \alpha) E_{p q}=\frac{1}{2}\left[E_{00}+\mathrm{e}^{\mathrm{i}(a+2 \alpha) \pi / 2} E_{01}+\mathrm{e}^{-\mathrm{i}(a+2 \alpha) \pi / 2} E_{10}+E_{11}\right] \tag{44}
\end{equation*}
$$

When $a=0$, the diagonalization of

$$
\begin{align*}
& \Pi_{00}=\frac{1}{2}\left(E_{00}+E_{01}+E_{10}+E_{11}\right)  \tag{45}\\
& \Pi_{01}=\frac{1}{2}\left(E_{00}-E_{01}-E_{10}+E_{11}\right) \tag{46}
\end{align*}
$$

leads to

$$
\begin{equation*}
|00\rangle=\frac{1}{\sqrt{2}}\binom{1}{1}, \quad|01\rangle=\frac{1}{\sqrt{2}}\binom{1}{-1} \tag{47}
\end{equation*}
$$

Similarly for $a=1$, the matrices

$$
\begin{align*}
\Pi_{10} & =\frac{1}{2}\left(E_{00}+\mathrm{i} E_{01}-\mathrm{i} E_{10}+E_{11}\right)  \tag{48}\\
\Pi_{11} & =\frac{1}{2}\left(E_{00}-\mathrm{i} E_{01}+\mathrm{i} E_{10}+E_{11}\right) \tag{49}
\end{align*}
$$

yield

$$
\begin{equation*}
|10\rangle=\frac{1}{\sqrt{2}}\binom{1}{-\mathrm{i}}, \quad|11\rangle=\frac{1}{\sqrt{2}}\binom{1}{\mathrm{i}} \tag{5}
\end{equation*}
$$

The vectors (43), (47) and (50) correspond to the familiar bases of qubits associated with the eigenvectors of the Pauli matrices $\sigma_{z}, \sigma_{x}$ and $\sigma_{y}$, respectively.

## 4. Conclusions

In conclusion, we have found a transformation that allows to replace the search of $d+1$ MUBs in $\mathbb{C}^{d}$ by the determination of $d(d+1)$ vectors in $\mathbb{C}^{d^{2}}$. Passing from $\mathbb{C}^{d}$ to $\mathbb{C}^{d^{2}}$ amounts to replacing the square of the modulus of the inner product $\langle a \alpha \mid b \beta\rangle$ in $\mathbb{C}^{d}$, see Equation (7), by the inner product $\mathbf{w}(a \alpha) \cdot \mathbf{w}(b \beta)$ in $\mathbb{C}^{d^{2}}$, see Equations (10) and (11). It is expected that the determination of the $d(d+1)$ vectors $\mathbf{w}(a \alpha)$ satisfying Equations (8) to (11) (or the $d(d+1)$ corresponding Hermitian positive-semidefinite matrices $M_{a \alpha}$ satisfying Equations (27) and (26)) should be easier than the determination of the $d(d+1)$ vectors $|a \alpha\rangle$ satisfying Equation (7). In this respect, the absence of a modulus in Equation (11) represents an incremental step.

Of course, the impossibility of finding $d(d+1)$ vectors $\mathbf{w}(a \alpha)$ or $d(d+1)$ matrices $M_{a \alpha}$ would mean that $d+1$ MUBs do not exist in $\mathbb{C}^{d}$ when $d$ is not a strictly positive power of a prime. The techniques used in the determination of equiangular lines and equiangular tight frames [32,45] could perhaps be of value for determining the number of vectors in $\mathbb{C}^{d^{2}}$ satisfying Equation (23).

Transforming a given problem into another one is always interesting even in the case where the new problem does not lead to the solution of the first one. In this vein, the existence problem of MUBs in $d$ dimensions was approached in the past from the points of view of various fields, e.g., finite geometry, Latin squares, Hadamard matrices, and Lie groups, just to name a few (see [39] and references therein), with some interesting developments both for MUBs and the involved fields. We hope that the results presented here will stimulate further works, especially a new way to handle the $d=6$ unsolved problem.

To close, let us mention that it should be interesting to apply the developments above (especially Proposition 1) to the concept of weakly MUBs recently introduced for dealing in the $\mathbb{Z} / d \mathbb{Z} \times \mathbb{Z} / d \mathbb{Z}$ phase space [46]. In addition, the results presented in this paper might be of interest in studies involving the concept of constellations of MUBs introduced in [18].
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