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Abstract: In view of terrain classification of the autonomous multi-legged walking robots,
two synthetic classification methods for terrain classification, Simple Linear Iterative Clustering
based Support Vector Machine (SLIC-SVM) and Simple Linear Iterative Clustering based SegNet
(SLIC-SegNet), are proposed. SLIC-SVM is proposed to solve the problem that the SVM can only
output a single terrain label and fails to identify the mixed terrain. The SLIC-SegNet single-input
multi-output terrain classification model is derived to improve the applicability of the terrain classifier.
Since terrain classification results of high quality for legged robot use are hard to gain, the SLIC-SegNet
obtains the satisfied information without too much effort. A series of experiments on regular terrain,
irregular terrain and mixed terrain were conducted to present that both superpixel segmentation
based synthetic classification methods can supply reliable mixed terrain classification result with
clear boundary information and will put the terrain depending gait selection and path planning of
the multi-legged robots into practice.

Keywords: boundary information; legged robot; superpixel segmentation; terrain classification

1. Introduction

A multi-legged robot that originates from bionic of reptiles has high walking stability and low
energy consumption in a stationary state. Due to its redundant limb structure, it manages good
stability even in the complex environment [1,2]. Compared with a wheeled robot, a multi-legged
robot can cross large obstacles and has many degrees of freedom that contribute to better flexibility
and adaptability, so that the legged robot has a wide range of application. The researchers have
designed different multi-legged robots, such as mines sweeping robot [3], volcano detecting robot [4],
underwater robot [5], strawberry picking robot [6] and other robot prototypes. As a multi-legged robot
represents a nonlinear, multi-body, rigid–flexible system having the complex interactions with the
environment, the environmental characteristics have a great influence on robot mobility. If a robot
cannot accurately recognize the terrain, it may make a wrong gait plan. Therefore, correct perception
and ability to classify the terrain are necessary to make the correct gait planning, path planning and
motion control strategy in time. To ensure robot adaptability to the environment and its ability to
independently choose the region, and avoid the problems in stability movement control such as
slipping and instability in the process of motion, it is necessary to improve robot ability to perceive
different terrain characteristics. During the interaction between the robot and environment, both
geometric and non-geometric features of the terrain influence the robot’s performance. On single,

Sensors 2018, 18, 2808; doi:10.3390/s18092808 www.mdpi.com/journal/sensors

http://www.mdpi.com/journal/sensors
http://www.mdpi.com
https://orcid.org/0000-0001-9103-4211
http://dx.doi.org/10.3390/s18092808
http://www.mdpi.com/journal/sensors
http://www.mdpi.com/1424-8220/18/9/2808?type=check_update&version=3


Sensors 2018, 18, 2808 2 of 20

flat terrain, the robot can use the periodic gait to walk quickly and smoothly. However, on complex
terrain, the robot must use sensor information and an appropriate gait planning method to control its
contact point and position in real time to improve its safety and efficiency.

At present, sensor-based robot terrain classification methods are widely used. Compared with
other sensors, visual sensors are the most similar to the human perception of the environment and can
provide information from images. By extracting different information, such as spectrum [7], color [8]
and the local features of the terrain [9], terrains can be accurately identified. The terrain classification
method proposed by Zenker et al. [10] is a topographic surface classifier which extracts local features
and color features. Filitchkin et al. [11] used a gradient descent heuristic algorithm to adjust the
SURF Hessian threshold to achieve nominal feature density. These methods focused on improving
the classification by using the accurate feature values. The existing deep convolution neural network
classification and segmentation architectures are suitable for terrain segmentation and recognition.
They can solve the problem that the SVM classification process is complex and needs multiple inputs
to distinguish a mixed terrain. Thus, CNN-based terrain classification is suitable for a variety of
mixed terrains. Bao et al. [12] proposed a novel method for brain MR image segmentation, with deep
learning techniques to obtain preliminary labeling and graphical models to produce the final result.
Rothrock et al. [13] completed the terrain classification of Mars rover missions based on deep learning.

For a robot capable of autonomous navigation in a complex outdoor environment, the terrain
classification process requires not only accurate terrain classification results, but also clear boundary
information of different terrains. Therefore, image segmentation techniques are introduced here to
complete the division and labeling of different terrain boundaries. The existing commonly used image
segmentation methods mainly have the following methods. Turbopixel/superpixel segmentation
methods [14–17]: Nguyen et al. [18] integrated the edge detector into the superpixel algorithm and
customized the multi-channel image to improve the superpixel segmentation and used to segment
mouse regenerative muscle fibers. Chen et al. [19] proposed a super-pixel based automatic brain tumor
segmentation framework. Watershed segmentation methods: Marcin [20] outlined the watershed by
immersion segmentation to identify the coronal hole regions in the solar image acquired using the
Extreme Ultraviolet Imaging Telescope. Cousty et al. [21] introduced watershed cutting, the watershed
concept in edge-weighted graphs, and derived a three-factor watershed cutting strategy through
a sparse paradigm. Level-set techniques: Zhang et al. [22] performed image segmentation under
intensity inhomogeneity. Min et al. [23] proposed a new level set segmentation model integrating
the intensity and texture terms for segmenting complex two-phase nature images. The watershed
image segmentation algorithm has the advantages of low calculation cost and high segmentation
precision. The watershed transformation is performed by segmenting the morphological gradient
signal of the image. Although level-set technique has strong anti-noise ability, it cannot solve the weak
edge problem of complex images.

Although the use of terrain classification can obtain results with semantic filling, its boundary
classification for mixed terrain is unclear, which will not make the robot be able to make correct gait
transformation in time at different terrain boundaries. This will affect the stability requirements of
the robot. Therefore, superpixel segmentation based synthetic classifications are proposed to make
the robot be able to judge the terrain timely and perform appropriate gait transformation and path
planning. Hence, environmental adaptability and self-selection capabilities of the robot during the
movement are improved. Moreover, the terrain classification system is perfected, and the existing
terrain classification methods are improved. Lastly, the robot ability to work autonomously outdoors
is achieved.

The paper is organized as follows. In Section 2, the existing problems in terrain recognition by
outdoor legged robots are presented. The SLIC-SVM and SLIC-SegNet terrain classification methods
are proposed as a solution for these problems and are respectively introduced in Section 3. In Section 4,
the experiments with the proposed terrain classification methods are presented, and the achieved
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classification results are provided and analyzed. The discussion of results is given in Section 5. Lastly,
the conclusions are given in Section 6.

2. Motivations

Nowadays, most of the control methods used in the multi-legged robots are highly-dependent on
the environment and can provide real-time environmental information to the control system of the
multi-legged robots, which is the basis for robotic decision-making. To improve the robot stability and
adaptability to the environment, the multi-legged robot must have the ability for environment detection
and classification in the complex unstructured environment. The robot’s perception and detection
of the environment mainly depend on obtained visual information. Visual-based terrain recognition
helps the robot to understand the upcoming terrain, make reasonable predictions, and classify terrain
by appropriate terrain classification methods. The information on environment is fed back to the robot
to select the most appropriate gait. The establishment of a reasonable terrain classifier and recognition
of the surface texture features are crucial for robot terrain recognition. Currently, the most widely
used classification methods are SVM [10,11,24], neural networks [25,26], deviation classifiers [27] and
Gaussian mixture [28]. Most of them have good adaptability and high recognition accuracy and widely
used in many occasions. However, since the multi-legged robots are mostly used in the complex,
unstructured, tough environment, these terrain classifiers have some limitations and cannot meet the
classification requirements for movement on the mixed terrain. The terrain classification process of
multi-legged robots in complex unstructured outdoor environments mainly has the following concerns:

Terrain Classification. Most terrain classification methods have limited identifiable terrain samples
and cannot be applied to complex and variable unstructured outdoor environments, resulting in terrain
identification errors and unrecognized terrain types. In SVM [29] and Segnet [30], the recognition
accuracy depends on the number of samples. A series of mixed terrains is presented in Figure 1A.

Gait Selection. A multi-legged robot on different terrains has different contact characteristics
during interaction with the ground. The information on terrain characteristics includes geological
characteristics for gait selection and estimation of reaction force, which has certain significance
to prevent the robot from sliding. Robot stability is always evaluated by estimating the terrain
properties [31] and various gaits effect on the movement behavior and different sensory patterns are
also considered [32]. Different gait patterns of a multi-legged robot are presented in Figure 1B [33].

Boundary Information. The classification of terrain types and the recognition of terrain boundaries
determine the gait used by the robot. The terrain classification process can be quickly realized by
terrain classification methods, but always fail to gain clear boundary information, which leads the robot
to change gaits in improper moment. Sometimes the balance of the robot will be affected. The influence
of boundary information on gait selection under various mixed terrain is presented in Figure 1C.
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Figure 1. Hexapod robot and terrain classification. (A) stands for different terrains. (B) represents the 

gait of the robot in single terrains. (C) represents the gait in mixed terrains. 

Figure 1. Hexapod robot and terrain classification. (A) stands for different terrains. (B) represents the
gait of the robot in single terrains. (C) represents the gait in mixed terrains.

3. Methods

Therefore, to solve the above problems, two terrain classification methods are proposed:
SLIC-SVM and SLIC-SegNet. In SLIC-SVM, the mixed terrain is segmented into sub images by
SLIC. The feature extraction in sub images is performed and the terrain is identified by SVM. A new
terrain classification method, SLIC-SegNet, is also proposed. Here, the superpixel segmentation
method is used to solve the problem of an unclear boundary of the SegNet recognition that leads to
inaccurate gait transformation at the intersection of different terrains. Thus, the terrain classification
with clear boundaries and fillers with meaning are obtained.

3.1. Superpixel Segmentation for Clear Boundary Information

In the image segmentation field, superpixel image preprocessing techniques have been rapidly
developed in recent years. The concept of superpixels which quickly partition the image into multiple
subregions with image semantics was first proposed by Ren et al. [15]. Compared with the traditional
processing methods, the extraction and expression of superpixels are more conducive to the collection
of image local features. The existing segmentation algorithms usually have a limit on the number of
pixels, compactness, segmentation quality, and algorithm application. Song et al. [16] evaluated all the
existing superpixel segmentation algorithms. Their results show that the SLIC superpixel segmentation
algorithm has good performance in controllability and controllability of the number of superpixels.
Due to the segmentation problem, the SLIC segmentation algorithm is applied to the mixed terrain,
and most pixels are selected as target regions in a plurality of superpixel regions and the boundary
pixels of the pixel coordinates of the fitted curve are extracted as the terrain boundary segmentation of
the complex terrain image. The SLIC algorithm is performed as follows:

1. Initialize the cluster center. According to the set number of superpixels K, evenly distribute the
seed points in the image. The superpixel size is N/K, where N is the number of pixels.

2. Calculate the gradient values of all pixels in the seed points’ neighborhood, and move the cluster
center to the position of the lowest gradient within the n × n grid that contains the pixels to
reduce the chance of selecting noisy pixels.

3. Assign a class label to each pixel in the neighborhood of each reselected cluster center. The search
range is 2 S × 2 S. The desired superpixel size is S × S.

4. Distance metrics. The SLIC clustering is based on color similarity and proximity between
pixels, where the measure of color similarity is (l, a, b), the color space norm, and the measure
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of color proximity is the two-dimensional coordinate space of the image (x, y). Therefore,
the comprehensive metric factor is the five-dimensional space, [l, a, b, x, y]. For each pixel,
its distance from the seed point is calculated. The corresponding distances are calculated by:

dc =
√
(lj − li)

2 + (aj − ai)
2 + (bj − bi)

2, (1)

ds =
√
(xj − xi)

2 + (yj − yi)
2, (2)

D′ =
√
(dc/Nc)

2 + (ds/Ns)
2, (3)

where dc represents the color distance, ds represents the spatial distance, Ns is the maximum
spatial distance in the cluster, and Ns = s = sqrt(N/K). The maximum color distance Nc varies from
picture to picture and from cluster to cluster, here we take a fixed constant (value range [1, 40],
generally 10). Since every pixel is searched by multiple seed points, every pixel has a certain
distance from the surrounding seed points, and the seed point corresponding to the minimum
value is used as the clustering center of a pixel.

5. Iterative optimization is performed by:

G(x, y) = ‖I(x + 1, y)− I(x− 1, y)‖2 + ‖I(x, y + 1)− I(x, y− 1)‖2, (4)

where I (x, y) denotes the experimental vector corresponding to the pixel position (x, y) and it
denotes a norm. After each pixel in the image is associated with the cluster center, a new center
is obtained as the average experimental vector, and each pixel is continuously and iteratively
associated with the nearest cluster center, and the cluster center is recalculated until the process
convergence is achieved.

6. Enhanced Connectivity. Distribute discontinuous superpixels and oversized superpixels to the
neighboring superpixels. The traversed pixels are assigned to the corresponding labels until all
points are traversed.

After superpixel segmentation, the boundaries of the mixed terrain are clearly divided. It provides
a boundary basis for image segmentation in SVM mixed terrain classification and boundary
segmentation of SegNet terrain classification results. This ensures the stability requirements of the
robot at the boundary of the mixed terrain. Figure 2 shows examples of the superpixel segmentation.
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3.2. SLIC-SVM Terrain Classification

The SURF method is a commonly used local feature extraction in image classification. The SURF
detector essentially relies on the Hessian matrix. To localize key points, SURF interpolates the local
maxima of the determinant of the Hessian matrix in scale-space. Instead of gradients, a distribution of
Haar-wavelet response is used [34]. Then, the Bag-of-words (BOW) model [35] is used to establish
a terrain classifier that clusters the extracted feature points, which represent visual vocabulary in
the work. Then, the terrain image is encoded to generate the visual vocabulary dictionary and
visual vocabulary frequency histogram corresponding to each terrain type. Finally, the information is
trained by SVM. The image labeled by terrain is further processed after the SVM classification and the
confidence that the image belongs to various types of terrain is obtained. Determine the terrain type
by confidence. If it is a single terrain, directly output the terrain label. If it is a mixed terrain, first use
the SLIC to divide the boundary, and then repeat the SVM terrain classification process after image
segmentation until the output is a single terrain label to complete the terrain. The terrain classification
process is shown in Figure 3.

In the SVM, the optimal hyperplane is divided between terrain types to classify various terrain
types. The following is the construction method of the optimal hyperplane. Defining classification
function f (X) = ωTX + b. When f (X) = 0, X is the point on the hyperplane. The sample point with
f (X) > 0 corresponds to the data point with the label Y = 1. The sample point with f (X) < 0 corresponds
to the point where the label is Y = −1. In the case where the hyperplane ωX + b = 0 is determined,
|ωX + b| is used to represent the distance from any point X to the hyperplane. We can use the positive
and negative of (Y(ωX + b)) to indicate the correctness of the classification.

Define function interval γ̂: f (X0) = 0:

γ̂ = Y(ωTX + b) = f (X). (5)
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Assume that the point X is vertically projected onto the hyperplane is X0, ω is the normal vector of
the hyperplane, and γ is the length of XX0, which is the distance from the sample X to the hyperplane.

X = X0 + γ
ω

‖ω‖, (6)

in which, ‖ω‖ is the second-order norm of ω. Satisfy f (X0) = 0, available ωTX0 = b. Substituting
Equation (6), multiply both sides by ωT to calculate:

γ =
ωTX + b
‖ω‖ =

f (X)

‖ω‖ . (7)
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Then, the definition of the geometric interval (indicated by γ̃):

γ̃ = Yγ =
γ̂

‖ω‖ . (8)

When classifying a data point, the geometric interval between the point and the hyperplane
is larger, and the confidence is higher. Therefore, the optimal hyperplane of the structure can be
maximized by several intervals to achieve the optimal solution of the classification. The known
geometric interval remains unchanged with respect to the ratios ofω and b, so the objective function
of the maximum interval classifier can be defined as maxγ̃, while satisfying Yi(ω

TXi + b) = γ̂i ≥ γ̂,
i = 1, . . . , n, the function interval is γ̂ = 1, then the objective function is:

max
1
‖ω‖ , (ωTXi + b) = γ̂i ≥ 1, i = 1, . . . , n. (9)

The optimal hyperplane is found according to the objective function to complete the establishment
of the classifier.

The confidence represents the geometric distance between the test image vector and the edge
of an optimal hyperplane of each SVM. Therefore, the confidence corresponding to each SVM needs
to be normalized to be compared. In this work, the confidence level is normalized in the range
[0, 1] to facilitate the comparisons. The set Sd is the set of corresponding terrain confidence sets
for the test image from SVM; Di is the confidence degree of the i class terrain for the test image;
SD is the normalized confidence set after the normalization; and Di is the confidence degree after the
normalization. The normalization method for this topic is:

SD =

Di| Di =
|di|

6
∑

i=1
|di|

, i = 1, 2, . . . , 6

. (10)

After normalization, the pie charts of confidence can clearly show the membership pie charts of
various terrains corresponding to the terrain image. The set of membership pie charts for all terrain
types after a single identification are presented in Figure 4.

In Figure 4, if the maximum proportion of a terrain is greater than the threshold (which is 30%
in our work), and if it is higher (10%) than the second highest proportion, the overall terrain can
be regarded as a single terrain and it can be accurately identified by SVM. However, in the mixed
terrain, it is difficult to determine the category from the specific proportion in the pie chart. It should
be noted that mixed terrain usually contains different terrain interactions. The traditional method is
not practical because only one tag will be labeled. As shown in Figure 4b, not only is it difficult to
accurately identify terrain type from the image, but also a single recognition result does not have any
practical significance. Therefore, The SLIC segmentation algorithm is applied to the mixed-terrain
region. In the superpixel region, the most pixels are selected as a target region, and the boundary pixels
of the pixel coordinates of the curve fitting are extracted as a terrain boundary in the complex terrain,
and the color image is segmented and filled. The processed color images are then sorted again by the
terrain classifier to provide accurate identification of multiple areas of the complex terrain. Finally,
all terrain types can be accurately predicted to ensure good performance of the robot. The terrain
boundary segmentation results are shown in Figure 5.
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Figure 5. The segmentation result of the mixed-terrain images: (a) segmentation results of the SLIC
algorithm; (b) maximum super-pixel extraction; (c) filtering out of smaller areas; (d) finding the
boundary and fitting the line; and (e) finished segmentation.

3.3. SLIC-SegNet Terrain Classification

Convolutional neural networks (CNNs) [36] have become a research hotspot in the image
processing field. They have a weight-sharing structure similar to biological neural networks, which
reduces the complexity of a network model, and a number of weights, and alleviates the overfitting
problem of the model. The image can be directly used as a network input to avoid the complicated
feature extraction and data reconstruction of the traditional recognition algorithms; in addition, a CNN
structure can better adapt to the image structure. SegNet is a deep learning network proposed by
Cambridge to solve the semantic segmentation of autopilot or intelligent robot images based on
the Caffe framework. We perform training and testing on the original SegNet architecture, collect
terrain images of the robot’s walking environment, and input images that need to be segmented. Then,
we perform the convolution operations to extract the high-dimensional image features and make the
images smaller through sampling and pooling. After deconvolution and downsampling, the features
of the image classification are reconstructed. Finally, the maximum value of different classifications is
output by the Softmax layer, and the segmentation result with a semantic filling is obtained.
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In SegNet, the parameter solution mainly includes: the residuals of the convolution layer and the
subsampling layer, and the corresponding weight parameters and derivatives of the offset parameters.
In the convolutional layer, the feature map of the upper layer is convoluted with the learnable
convolution kernel, and then output feature maps are obtained through an activation function.

xl
j = f

 ∑
i∈Mj ,

xl−1
i × kl

ij + bl
j

, (11)

where Mj represents the set of selected input maps and the convolution is a “valid” boundary
process. Each output map gives an additive deviation b. kl

ij stands for the convolution kernel. Then,
the network learning is accelerated by rate through Batch Normalization [37], and the problem
of gradient disappearance and gradient explosion is solved. For a given map, you can find its
sensitivity map. The gradient of the bias basis is quickly calculated by summing all the nodes in the
sensitivity map in layer l, and the gradient of the convolution kernel weight can be calculated by the
BP algorithm. For a given weight, we need to find a gradient for all the connections that are related to
the weight (the weight-shared join) and then sum these gradients. In the subsampling layer, there are
N output maps for N input maps, but each output map becomes smaller. Where down( ) represents
the downsampling function. Each output map has a multiplicative bias β and an additive bias b
corresponding to it. Then, we can calculate the additive base b and the multiplicative base β gradient.

xl
j = f

(
βl

jdown(xl−1
j ) + bl

j

)
. (12)

The sensitivity of the fully connected layer l can be calculated by the following formula:

δl = (ωl+1)
T

δl+1 ◦ f ′(ul), (13)

f ’(ul’)stands for the derivative value of the activation function f of the current layer neuron node with
input u. The partial derivative of the total error to the offset term is as follows:

∂E
∂bl =

∂E
∂ul

∂ul

∂bl = δl . (14)

Next, each neuron can be updated with its sensitivity using weights. For a given fully connected
layer l, the weight update direction can be represented by the inner product of input xl−1 and sensitivity
δl of the layer:

∂E
∂ωl = xl−1(δl)

T
. (15)

The SegNet has made a very excellent work in the field. However, some problems are still left in
application to legged robot. As shown in Figure 6, in the image after SegNet segmentation, the type
of the object can be accurately identified, and semantic filling on various types can be performed.
Compared with SVM classification, SegNet is more suitable for complex terrains, while the classification
process is simple and accurate. However, in Figure 6, the boundary after SegNet segmentation is
blurred, and there are some label-tagging errors. In traditional CNNs, Rectified Linear Unit (ReLU)
layer is usually used after the full connection, combined with the bias to calculate the output of the
weight. However, it is found in SegNet that more active layers will lead to better image semantic
segmentation results [30]. Although the addition of feature activation can improve the accuracy of
recognition and the clarity of the boundary to a certain extent, accurate and perfect classification results
rely on computer hardware and cannot be obtained easily. For the legged robot, we only need to
classify the terrain to ensure robot adaptability to the environment and its ability to choose the area
independently. Therefore, here, the segmentation results are improved using SLIC.
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Figure 6. SegNet segmentation result. Color images and SegNet processing results of four
different terrains.

In this work, the SegNet and SLIC superpixel segmentation methods are combined to solve
the problem of boundary blurring. The specific algorithm flow is as follows and shown in Figure 7.
An input image is segmented, the terrain classification results with semantic filling are obtained by
the SegNet terrain classifier, and superpixel segmentation is conducted on the image to be segmented.
The image obtained by the former has a clear division of different terrains, each pixel of the image
is assigned with the appropriate color label of the terrain, and its position is determined. The latter
makes clear division of different types of terrain boundary in the image, and each kind of terrain
takes the same marking symbol at the corresponding pixels. Then, each pixel in the SegNet terrain
classification result corresponds to a pixel of the SLIC classification results. Each pixel in the SegNet
result contains the RGB color information. The SLIC segmentation result is marked for each pixel point
and the same terrain has the same marking symbol. First, the pixels corresponding to the same type of
topographic marker in the SLIC are found, and then, the color value of the corresponding pixel in the
SegNet result is assigned to the SLIC segmentation result to obtain a semantically segmented image
with clear boundaries and semantic filling. The pseudo code of this algorithm is shown in Algorithm 1.
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Figure 7. The flow chart of the SLIC-SegNet algorithm.
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Algorithm 1. Pseudo code of SLIC-SegNet algorithm.

Preparatory work for SegNet module [30]:
a: Convolution operation, get the feature value x;
b: Batch Normalizing Transform;
c: Training a Batch-Normalized Network;

Result: the trained SegNet module.

Initialize: k = {1 . . . K}, i = {1 . . . 480}, j = {1 . . . 360}, n = {1 . . . N}, m = { 1 . . . M}. Bi(i−1 , . . . , n) represents the
set of pixels in each sorted area, the RGB components of each pixel are denoted as IBm(x, y); IAn(x, y) stand for
the pixels in Ak

n, Mode represents the component value of the most frequently occurring RGB components of all
pixels in Ak

n, recorded as IMode
Repeat
1. Collect kth image: Ik(xi, yj)

For k = 1 . . . K do
2. Run the SLIC module:

Assign the best matching pixels;
Compute new cluster centers and residual error E;
until E ≤ threshold;
Enforce connectivity;

Output the each pixel block Ak
n ∈ {A1, A2 . . . AN|

N
∑

n=1
Ak

n = Ik}; where An = n each pixel

IAn(x, y) ∈ Ak
n

3. Run the trained SegNet module:
Activate feature value;
Deconvolution, get the feature value Xn;
Find the maximum probability of each pixel in all categories.

Output the label set Bk
m ∈ {B1, B2 . . . BM|

M
∑

m=1
Bk

m = Bk}, IBm(x, y) ∈ Bk
m

4. Match Ak and Bk, define set Ck
n = Ak

n
For i = 1 . . . n

find each xAn, yAn of ICn
IMode
n = Mode(IB(xAn, yAn));

For each (xAn, yAn) ∈ Ak
n

Assignthe Mode of the RGB component to ICn(xAn, yAn):
ICn(xAn, yAn) = IMode

n
End for

End for

Output Ck
n ∈ {C1, C2 . . . CN|

N
∑

n=1
Ck

n = Ck}, ICn(x, y) ∈ Ck
n

5. Gait selection and run the Robot;
End for

Until the Robot switched off.

The results of this work will provide clear boundaries and semantic segmentation results. At the
same time, the segmentation results are optimized. To meet the requirements of the robot movement,
it is necessary to provide the feasible terrain information quickly and accurately, and the terrain
boundary provides a powerful basis to ensure the stability of the robot and make the gait adjustment
in time. However, the boundary information of the SegNet classification results is relatively vague,
and when the environmental information is more complex, or the terrain features of test and training
samples are very different, the accuracy of segmentation results will be different. For robots, we need
to determine the feasible area and the terrain boundary. Therefore, the SLIC superpixel segmentation
results with clear boundary information are fused with the SegNet results. It can accurately capture the
location and properties of the passable area. The SLIC-SegNet method makes an adaptive adjustment
to the different terrains, and provides the basis for gait transformation and path planning.
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4. Experiment

A series of experiments were conducted to verify the proposed methods. Both SLIC-SVM
method and SLIC-SegNet method in single terrain and mixed terrain were tested, analyzed,
and finally compared.

4.1. SLIC-SVM Experiments

In the SLIC-SVM experiments, 30 images of mixed terrain in the campus including six different
geological conditions, asphalt, grassland, tile, soil, gravel and sand, were captured. The images were
collected on a sunny day with good light intensity. The camera was fixed on the robot front, and camera
tilt was 40◦. The test images were captured by the Kinect camera mounted on a hexapod robot walking
on different terrains. It took one shot per second and the whole processing time of one image was
about 0.2 s. In the tests, after the image segmentation, some output tags were not matched with the
actual terrain types and some error tags are shown in Table 1.

Table 1. Segmented terrain classification results.

Images
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Actual terrain Tile Grass Tile Grass Grass
Output label Asphalt Tile Asphalt Asphalt Soil

To explain the mismatch, we extracted the number of SURF feature descriptor from the segmented
images, as shown in Figure 8. Obviously, the feature points of the segmented image were not sufficient.
Therefore, because of using the segmented image for terrain recognition, the accuracy of the output
terrain label was reduced. To improve recognition accuracy, the image filling method was adopted to
process the divided image to enhance the terrain features. The segmented color image contained only
the pixels of the original color image collected by the Kinect camera, and the other part of the blank
pixels was filled by copying the divided image. In the test, the rotation inversion operation was used
for image filling. The number of feature points in Figures 8 and 9 indicate that the proposed method
can enhance the local features of the segmented image. The classification results of the stitched images
using the proposed methods are shown in Table 1. Using the image filling method (rotation reversal),
the error of the first classification round can be corrected. Obviously, the confidence score of the terrain
type increased after the image was filled. In contrast, the confidence score of the wrong terrain type
was reduced. The results are shown in Table 2. This means that the proposed method can effectively
enlarge the image features of the classifier.
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Table 2. Confidence scores after splicing recognition.

Actual Terrain Tile Grass Tile Grass Grass

Output Label Asphalt Tile Asphalt Asphalt Soil

R-I Tile Grass Tile Grass Grass

Scores Before After Before After Before After Before After Before After

Sand 12.21 12.78 14.55 11.94 12.53 12.18 11.19 10.41 12.95 7.59
Grass 10.40 13.33 14.56 29.30 12.88 14.92 24.59 39.52 16.71 59.12

Asphalt 33.39 14.29 19.72 13.47 25.05 18.32 26.70 11.16 18.17 7.96
Gravel 12.73 13.41 17.71 20.01 12.27 12.79 12.66 15.61 15.85 8.17

Tile 20.38 35.05 19.95 12.96 24.86 29.37 12.27 11.41 16.12 8.16
Soil 10.89 11.15 13.51 12.33 12.42 12.42 12.59 11.89 20.20 9.30

In the experiment, the six-legged robot walked on six terrain types without obstacles. The terrain
image was collected by a Kinect camera mounted on the robot top. The tilt angle of the Kinect sensor
was 40◦. The recognition rate after 50 tests is shown in Figure 10, where it can be seen that the
recognition accuracy of the grass, asphalt and floor tiles reached 100%, and the recognition accuracy of
the other three terrain types was above 80%. The main factors affecting the classification result were
the surface texture features of each terrain type and the number of extracted SURF feature descriptors.
The recognition rates of soil and sand were the lowest because sand and soil were similar in surface
texture and color. Terrain images were collected at different times and weather. The high reflectivity of
sand under illumination resulted in fewer characteristic points. Therefore, the recognition accuracy
was low. In general, the average recognition accuracy was higher than 80%.
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4.2. SLIC-SegNet Experiments

The SegNet achieved an overall smooth segmentation of the maximum degree of association
with all environments on the images. Even though there were trees, roads, and buildings on the
image, accurate recognition of objects and segmentation of appearance surfaces can be achieved.
However, the average accuracy of categories and the boundary division effect of categories are not
ideal. Experimental results show that, when training samples were few and training time was short,
the image segmentation results were poor, the accuracy was low, and the boundary information
was more blurred. At the same time, the experimental results also validated the influence of the
RGB as an input on the shape and texture of the object in the recognition process to reasonably and
accurately implement the image segmentation process. The experimental results show that, when a
certain training level was reached, the accuracy of the segmentation result became better. In this work,
the Caffe 8.0 framework built on Ubuntu 16.04 was used. The Kinect camera was fixed on the robot top
and used to capture images. The robot height was 40 cm, the tilt angle of the camera was 40◦, and the
pixel size was 480 × 360. The training sample used the dataset in reference [30], with a sample size of
367 and a training frequency of 40,000. The whole processing time of one image is about 0.6 s. Finally,
accurate SegNet segmentation results were achieved.

The determination of boundary information and boundary division of superpixel segmentation
denoted an important determinant of the final segmentation results, and the superpixel segmentation
contained three important parameters: number of desired superpixels, weighting factor between
color and spatial differences, regions morphologically smaller than this were merged with adjacent
regions. The experimental results showed the influence of the superpixel segmentation parameters
on the SLIC-SegNet segmentation results for the irregular, mixed images containing the sidewalks,
buildings and the background information of the trees, and the most suitable parameters of superpixel
segmentation were determined through experiments.

The classification and recognition of terrain by a robot should enable the robot to judge the
unknown environment and provide timely gait transition, so it is reasonable to mark the mixed
background of the building and trees as the building part. The superpixel segmentation contained
three important parameters: number of desired superpixels, weighting factor between color and spatial
differences. The number of superpixels defines size of each superpixel in the segmentation result.
When weighting factor between color and spatial differences was larger, the boundary became blurred.
To maximize the color distance and balance the color similarity and spatial similarity, the weight factor
should be set. The superpixel parameters selected in this paper are the parameters applicable to this
experiment obtained through many experiments according to the above principles. In Figure 11,
the segmentation result contained the overfitting, the shape of the segmentation was irregular,
the neighborhood relationship was difficult to maintain, the number of divisions was large, and so
the number of superpixels was selected to be 45. When weighting factor between color and spatial
differences was larger, the boundary became blurred. To maximize the color distance and balance
the color similarity and spatial similarity, the weight factor was set to 20. For instance, at (10, 20, 1)
and (45, 10, 1), where the numbers in the brackets denote the values of the above-mentioned three
parameters, the terrain recognition mistakenly identified trees as buildings and mixed background
of buildings and trees as trees, and at (45, 30, 1) and (45, 40, 1), when the weight factor of color
and space difference was large, the tree was taken as a sidewalk. The merging parameter of regions
morphologically smaller than this are merged with adjacent regions is larger, the boundary of the
segmentation was unclear. At (45, 20, 1.5), the grassland and buildings were all recognized as buildings.
Therefore, we selected the set (45, 20, 1) to identify the sidewalk and the grassland correctly, and for
the mixed terrain containing the trees and buildings as an infeasible area, the marking process for
robot was in line with the requirements.
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To compare the SLIC-SVM and SLIC-SegNet, the experiment was conducted. The experiment 

was performed and each image was recognized by two methods, respectively. The superpixel 

segmentation parameters were: (45, 20, 1). A Caffe 8.0 framework built on Ubuntu 16.04 was used. 

The training sample used the dataset in Ref. [30] with a sample size of 367 and a training frequency 

of 40,000. The test image is a color image captured by the Kinect camera in real time. The superpixel 

parameter is (45, 20, 1). 

It can be seen in Figure 12 that, in the complex irregular mixed terrain environment, the 

SLIC-SVM terrain classification method cannot perform correct image segmentation, resulting in 

terrain tag recognition errors. For example, a mixed terrain with irregular boundaries of various 

terrain types including grassland, land, and sidewalks is mistakenly judged as a single terrain: 

Figure 11. The effect of SLIC parameters. (a),(b),(c) is a three-group SLIC parameter selection
experiment, including color images and SLIC segmentation results. From left to right, top to bottom,
the parameter values are in order: (10, 20, 1), (45, 20, 1), and (100, 20, 1); (45, 10, 1), (45, 30, 1),
and (45, 40, 1); and (45, 20, 1.2), (45, 20, 1.3), and (45, 20, 1.5). Red color represents the building, purple
color represents the sidewalk, and light green color represents the trees.

4.3. Comparison of SLIC-SVM and SLIC-SegNet

To compare the SLIC-SVM and SLIC-SegNet, the experiment was conducted. The experiment was
performed and each image was recognized by two methods, respectively. The superpixel segmentation
parameters were: (45, 20, 1). A Caffe 8.0 framework built on Ubuntu 16.04 was used. The training
sample used the dataset in Ref. [30] with a sample size of 367 and a training frequency of 40,000.
The test image is a color image captured by the Kinect camera in real time. The superpixel parameter
is (45, 20, 1).

It can be seen in Figure 12 that, in the complex irregular mixed terrain environment, the SLIC-SVM
terrain classification method cannot perform correct image segmentation, resulting in terrain tag
recognition errors. For example, a mixed terrain with irregular boundaries of various terrain types
including grassland, land, and sidewalks is mistakenly judged as a single terrain: grassland. SegNet
image semantic segmentation, although roughly meeting the requirements of complex mixed terrain
classification, as can be seen from the experiment in Figure 12c, the boundary information of the
mixed terrain is very blurred, and will lead the robot to make the incorrect gait transition at the terrain
boundary, which may cause the robot to be unstable. The SLIC-SegNet terrain classification method
solves the classification problem that the SLIC-SVM cannot identify the mixed terrain with irregular
boundaries. On the other hand, it optimizes the SegNet terrain classification effect and obtains the
terrain classification result with clear boundary and high accuracy. It provides a strong basis for the
gait transition and path planning of the robot to meet the stability requirements during the process.
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After the comparison of the SLIC-SVM and SLIC-SegNet, the analysis of the results was conducted
to prove the superiority of the SLIC-SegNet terrain classification method, and the following conclusions
were made:

(1) In contrast to the terrain classification method based on the SLIC-SVM, the convolutional neural
network terrain classification method based on the superpixel segmentation belongs to the
single-input multi-output model. Using a single image of a mixed terrain multiple terrain
recognition and marking processes can be achieved simultaneously. However, for the SLIC-SVM
of single-input single-output model, it is necessary to divide different terrains first, and then to
identify them separately.

(2) In the mixed terrain classification by the SLIC-SVM terrain classification method, different terrains
need to be segmented, and then feature points are extracted to recognize the terrains. However,
the reduction of the number of feature points after image segmentation inevitably leads to the
low terrain recognition rate. The SLIC-SegNet can process the input image without segmentation
ensuring the requirement for pixels and feature points of the segmentation process, and can
identify a variety of mixed terrain accurately and quickly.

(3) The SLIC-SVM can divide only the mixed terrain with the regular terrain features. The mixed
terrain with irregular terrain features cannot be segmented, and the terrain cannot be identified
accurately. The SLIC-SegNet terrain classification method can accurately identify each terrain
type, even the irregular mixed terrains.

5. Discussion

The terrain recognition is always used for gait transition and path planning of robots in the process
of moving. Therefore, terrain classification results with clear boundaries and semantic filling are
needed. The robot is enabled to judge the terrain timely and perform appropriate gait transformation
and path planning. Hence, the environmental adaptability and self-selection capabilities of the robot
during the movement can be improved. The SLIC segmentation technology is used to complete the
terrain segmentation process, and the improved terrain identification methods are combined with
the SVM and SegNet terrain recognition method to obtain the terrain classification results with clear
boundaries and accurate terrain labels.
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Actually, we proposed a synthetic classification method to obtain both advantages of segmentation
methods and classification methods. Most terrain classifications are mainly extracting different types
of terrain features and establishing classifiers. Terrain classifiers in robot are commonly based on the
SVM [8] and neural networks [36–38]. Although these terrain classification methods can complete
terrain recognition, the boundary information is not accurately determined, so a robot cannot adjust
the gait timely and accurately. Even the popular deep learning method [39,40] will not show the clear
boundary information. Thus, segmentation method cannot be avoided to be used.

Segmentation methods such as SLIC [16], watershed [19,20] and level-set [21,22] are commonly
used. The watershed segmentation technique is a region-based segmentation method to obtain
continuous and closed target boundaries with fast processing speed. However, it is easy to produce
over-segmentation, which is very sensitive to noise and fine texture. The level-set technology has the
characteristics of compactness and high edge matching, but its image segmentation speed is slow,
and it is easy to cause boundary leakage phenomenon, which makes the segmentation result less
accurate. The SLIC processing speed is fast, the memory is smaller, the edge is more consistent, and the
segmentation performance is good [41,42].

The robots in this paper are in a complex field environment, so it is more appropriate to use
visual features to complete the convolutional neural network architecture. The SLIC-SegNet terrain
classification method proposed in this paper uses the advantage of SLIC in image segmentation and
CNN for visual feature extraction in image classification, and solves the problem that the CNN cannot
clearly divide the boundary in the terrain classification process. The synthetic terrain classification
methods are more suitable for field autonomous navigation robots.

6. Conclusions

To provide better path planning and gait transformation of the hexapod robots, two superpixel
segmentation based synthetic classification methods are proposed. The SLIC is fused with both the
SVM and the Segnet. Firstly, the SLIC is used to divide the mixed terrain and capture the terrains
boundary; then, the image is subjected to image segmentation and the SVM terrain classifier based
on the SURF method is used for terrain classification. In this way, the problem that the SVM can only
recognize a single terrain is solved. In the SLIC-SegNet method, the terrain classification and semantic
filling are obtained by the SegNet. Then, in the segmentation results obtained by the SLIC superpixel
segmentation, an area corresponding to the SegNet classification result is found. Thus, the semantic
filling results of the SegNet classification are assigned to the results of the SLIC terrain segmentation to
get a clear and semantically filled terrain classification. The experimental results proved that the both
methods are effective. The presented results have an important guidance for the gait transformation
and locomotion control of the legged robot.

The theoretical contributions and novelty of this work can be summarized as follows:

1. The SLIC-SVM is proposed to solve the problem that the SVM can only output a single terrain
label and fail to identify the mixed terrain. The presented method can not only recognize a variety
of mixed terrains but also provide the clear terrain boundary for gait transformation and stability
of multi-legged robot.

2. The SLIC-SegNet single-input multi-output terrain classification model is derived to improve the
applicability of the terrain classifier. Since terrain classification results of high quality for legged
robot are hard to gain, the SLIC-SegNet obtains the satisfied information without too much effort.

3. Both superpixel segmentation based synthetic classification methods can supply reliable mixed
terrain classification result with clear boundary information and will put the terrain depending
gait selection and path planning of the multi-legged robots into practice.

Therefore, the proposed terrain classification methods based on the SLIC supplies the robot
with real and reliable terrain information enabling the robot to adjust its gait timely and stably
during the movement. Consequently, this provides the basis for autonomous gait selection and
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path planning, which further makes a multi-legged robot more intelligent and autonomous in an
unknown environment. To improve the application of terrain classification in the field of autonomous
navigation robots, in future research, we will focus on terrain information, such as geometrical shape,
characteristics of terrains and coupling characteristics of environment and robot, to improve the
behavior selection and fast transition of robot gait. Better environmental cognition and understanding
will greatly contribute to the outdoor walking of robot.
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