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Abstract: Technological progress in the fields of Micro EteeMechanical Systems
(MEMS) and wireless communications and also theilawlity of CMOS cameras,
microphones and small-scale array sensors, which ubajuitously capture multimedia
content from the field, have fostered the develammef low-cost limited resources
Wireless Video-based Sensor Networks (WVSN). Wettpards to the constraints of video-
based sensor nodes and wireless sensor netwaskpparting video stream is not easy to
implement with the present sensor network protodol¢his paper, a thorough architecture
is presented for video transmission over WVSN dalmergy-efficient and high-Quality
Video transmission Architecture (EQV-Architectur@his architecture influences three
layers of communication protocol stack and considesreless video sensor nodes
constraints like limited process and energy resesiwghile video quality is preserved in the
receiver side. Application, transport, and netwdaigers are the layers in which the
compression protocol, transport protocol, and rmugrotocol are proposed respectively,
also a dropping scheme is presented in networkr.le&§nulation results over various
environments with dissimilar conditions revealed #ffectiveness of the architecture in
improving the lifetime of the network as well aggerving the video quality.

Keywords. Wireless Multimedia Sensor Network, Video Sensod&fn Communication
Protocol Stack, Energy Efficiency, Video Quality.
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1. Introduction

The advances in Micro Electro-Mechanical System<EES) and wireless communications
resulted in the wireless sensor networks (WSN).s&€hsetworks are comprised of large numbers of
low-cost, low-power and multifunctional sensor ned&hus, it is predicted that wireless sensor
networks will become conventional in our daily Ided recently there have been a lot of hot research
topics in this field of study [1]. Nowadays, a dmgensor device can be equipped with audio and
visual information collection modules using low-tbardware such as CMOS cameras, array sensors
and microphones. This fostered the development ioélégs Multimedia Sensor Networks (WMSN),
in a way that they are able ubiquitously to obtaultimedia content such as video and audio streams,
still images, and scalar sensor data from the enment [2].

Currently wireless sensor networks are used widalymultimedia streaming. Multimedia
surveillance sensor networks [3], advanced headtte celivery [4], automated assistance for the
elderly and family monitors [5], traffic avoidanaenforcement and control systems [6], and industria
process control [7] are all instances of new WM®Nl@ations.

Real-time multimedia streaming is used by someiegibns such as emergency response, video
surveillance systems, battlefield, disaster disgpaad indoor security, to name but a few. End+id-e
delay and loss should be identified for multimediaring network transport [8]. Most of these
applications use WMSN with video sensor nodes (VVSW#ijch are called wireless video-based sensor
networks (WVSN).

WVSNSs were initially devised as a collection of dinaexpensive, battery operated nodes with the
ability to communicate with each other wirelesslyena limited transmission range. These networks
are different from traditional wireless sensor ratsg due to the fact that nodes are equipped vatia v
low power cameras. These camera-nodes have they dbilcapture visual information of observed
areas at variable rates, process the data on-boartransmit the captured data through the mulfi-ho
communication to the base-station (Sink) [9].

Generally, the two most important challenges fasthsystems are energy-efficiency and video
Quality of Service. In other words, the main problés how to simultaneously provide energy
efficiency and video quality in WVSN. The huge ambaf data generation and transmission by VSNs
causes them to consume a lot of energy. Therefoedimited power supply in sensor nodes becomes
the bottleneck in transmitting multimedia in WVSN]. On the other hand, video quality suffers
from the limited power, processor, memory and rdgiquency of VSNSs.

Most of the previous works are devoted to imagesimassion [11-14] while the research on video
transmission over WSN is still in the earlier seag€herefore, in this article a new architecture fo
WVSN to transmit video streams, called Energy-effit and high-Quality Video transmission
Architecture (EQV-Architecture) is presented. Thixhitecture is designed with the objectives of
extending the lifetime of VSNs and increasing Qblsus, EQV-Architecture prolongs lifetime of VSN
while preserving video quality. Literature survesyjgow that most of previous works considered only
one of these criteria.

The application, transport, and network layershef tommunication stack are customized for video
transmission in EQV-Architecture to improve the fpgnance of WVSN. In the customization
procedure a new sub-application layer protocol issented with innovative compression and



Sensorg008, 8 4531

prioritization algorithms. To provide suitable seesfor application layer it is necessary to praos
new transport and network layer protocols. In theppsed transport protocol, packets are sent as
bursts and inter-layer command messages are useddan that it can be aware of the status of
network. Data retransmission is omitted to achiead-time communication. Also, to improve video
quality, Forward Error Correction (FEC) is suggdste be used in data link layer for high priority
data. Finally, a hierarchical single-path routingptpcol and a dropping scheme are invented in
network layer. The proposed single-path routingguol finds a proper path between source and Sink
in the network. In order to send data bursty oveelable path, this approach negotiates with the
selected parent hop-by-hop. The dropping schems pisEbability functions for discarding packets
along with considering priority level of data patkend hierarchy level of video source node. Also,
EQV-Architecture can be used on Mobile Ad-hoc NebkWMANET) by applying some little changes
in parameters of the architecture.

The rest of this paper is organized as followsti8e@ presents the related works on the topics of
WVSN in all the related layers. The overall desagfrthe architecture is presented in Section 3. The
corresponding layers of proposed architectureptbposed methods and protocols in the application,
transport, and network layers are introduced inti®es 4, 5, and 6 respectively. Section 7 provides
simulation and experimental results and finallySection 8 the paper's conclusions are presented.

2. Related Works

EQV-Architecture covers three layers of applicativansport, and network. Accordingly, the most
relevant work and preceding proposed protocolaaihdayer are introduced.

2.1. Application Layer Related Works

Application layer in WVSN consists of complex itemvgh regards to WVSN specifications. QoS
preservation and computation reduction in videoetlasensor networks are instances of these
complexities. Two methods of application admissiontrols are presented in [15] and [16]. In [15],
the aim was to increase the lifetime of the netwswkject to the bandwidth and reliability. In [16],
admission defining depends on added energy load agpdication reward. Although the authors
consider application level QoS, they do not simndtausly meet multiple QoS requirements (e.g.
delay, reliability, and energy consumption), asurezfl in WMSNs. Moreover, their communication
optimizations need high in-network computation, ebhis not compatible with WVSN constraints.

Source coding is also one of application layeriwises. In view of limitations of VSNs and needs
of multimedia transmission, coding techniques stidnaive high ratio of compression, low complexity
and error resiliency [2]. However, traditional camgsion and coding like MPEG, H.263 [17] or H.264
[18] have complex encoders which do not providegnefficiency. A group of coding is distributed
source coding [19] and [20] which use a lot of ggydp fuse captured images.

2.2. Transport Layer Related Works

The traditional transport protocols that are cuiyensed for the Internet (i.e., UDP and TCP)
cannot be directly implemented for WSNs. The TCRebaprotocols suffers from retransmission
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overhead, delays and high energy consumption [2], Por real-time applications like streaming
media, the User Datagram Protocol (UDP) is prefetoeTCP since timeliness is more important than
reliability. UDP does not provide required reliayilwhich is needed for many sensor applications.
Also, it does not offer flow and congestion contréherefore, using it leads to packet loss and
unnecessary energy consumption.

With regards to constrains of UDP, recently newppsals using multi-path transmission have been
introduced such as COngestion Detection and AvaelsgiCODA) [23] and Multi-flow Real-time
Transport Protocol (MRTP) [24]. CODA has considéatbelay since it decides on the basis of the
status of the intermediate nodes and MRTP doeregatd energy efficiency in WMSN [2].

Some other transport protocols have been desigeeehtly for scalar WSNs with the aim of
decreasing energy consumption, providing reliahiind controlling congestion. These protocols did
not fulfill major factors of QoS, such as high baudth and real-time communication, which are
required for multimedia communication in sensomweks, e.g. RMST [25], RBC [26], and STCP
[21] do not support real-time communication whileoypding reliability. Also, Fusion is another
transport protocol that is not compatible with lingited energy sources of video sensor nodes [27].

2.3. Routing Protocol Related Works

Various surveys have been conducted on multimedissinission in sensor networks and each of
them categorized routing protocols differently. Awting to the classification of present routing
protocol in [2], three major classes of routingtpoomls are: network condition based, traffic classe
based, and real-time streaming based. To the bestr &knowledge, the most closely related works are
as follows: in network condition class, imaging alare employed in routing. In [28], constructing
relative geographical topology of the network fouting along with adaptive priority leads to the
ability of supporting the event driven applications

A multi-path routing protocol in [29] routs packetsich are divided to two classes of best effort
and real-time. Although energy consumption and @Qpfimized in this protocol, it does not support
multiple priorities with different QoS requiremeriits real-time traffic. Moreover, in order to conipu
paths, each node should have the entire topologihe@fnetwork which makes this protocol not
scalable.

The proposed protocol in [4] presents an approachding mobile sensor networks in telemedicine
applications. This protocol tries to modify therthgeneration mobile sensor network to achieve QoS.
It assigns various priorities to generated datd weigards to criteria including latency tolerance a
hand-off dropping rate.

Real-time communication is the major issue in [88f [31]. SPEED gives a definition of speed
and forwards packets by calculating speed. It quaes that packet will arrive after certain delager
this condition [30]. Any packet which requests ldstay will not be admitted for transmission. SPEED
regards delay as well as congestion; it uses aniigad calledback-pressure re-routingp mitigate
congestion. Mentioned technique prevents forwargiackets over congested links. Although SPEED
has positive points, it does not provide prioritiga and also avoids sending packets with higheedp
than the defined threshold. In [31], QoS differstimeliness and reliability. In order to obtain skee
differences multi-path routing and multiple deliyspeed are provided.
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Another routing protocol which addressed both epefficiency and quality of service is: A Link
Quality Estimation based Routing for Wireless Seméstworks (LQER) [32]. This protocol considers
historical link states and link quality estimatifor routing. LQER constructs a connectivity graph
based on the result of link quality estimation aisés dynamic windows for capturing historical link
states. The link quality estimation policy resuttseliability as well as energy efficiency for LQE

Energy aware routing protocol is explained in Batdware Routing for Streaming Data
Transmissions in Wireless Sensor Networks (BAR].[TOe discrete time model of battery discharge
behavior is one of the properties of BAR. Main iaddhis policy is scheduling for batteries recover
alternatively for extending the lifetime of the wetk. Since energy is not the only crucial paramete
WMSN, BAR could not fulfill all multimedia transnmsgon requirements.

Recently, the authors in [33] proposed an enhancetoelEEE 802.15.4 Medium Access Control
(MAC) for supporting multimedia service in wirelesensor networks, named Traffic and Energy
Aware IEEE 802.15.4 (TEA-15.4). It adaptively adguthe active period based on traffic information.
Whereas, TEA-15.4 protocol related to data linkelagf communication protocol stack, hence more
details about this protocol and other related takalayer protocols are not discussed in thig#tare.

3. Overall Design Architecture

The available protocols are not useful for videmsmission on WMSN because they do not satisfy
all the requirements of WMSN nor are they desigfedother network architectures, e.g., ad-hoc
networks. Also, available protocols in each layerndbt provide proper services to proposed custom
layers; therefore, a new architecture should bagded. This new architecture is called EQV-
Architecture.

The proposed architecture provides energy effigiemd video Quality by customizing three layers
of the wireless sensor networks communication maltetack. The customized layers are application
layer, transport layer, and network layer. Some pelicies, algorithms, and protocols in these layer
are presented. These three layers and their ne¢atiave been shown in Figure 1, and are discussed
briefly in the following subsections.

3.1. Video Compression Sub-Application Layer Protéar WVSN

Since video requires huge amounts of data in cosgrawith other kinds of information, reducing
its size without interfering video quality decremsmndwidth usage and increases the communication
speed. Hence, in the application layer a video cesgion sub-layer, which consists of a new
compression model that differentiates video franaesl prioritizes packets, is proposed. This
compression sub-layer observes major points ofovicensmission as far as possible. Also, it pravide
data with some extra information to be used in oidagers. The details of video compression subrlaye
are presented in Section 4.

3.2. Real-Time and Reliable Transport Layer ProtdooWVSN

For transport protocol of WMSN reliability, low d@gl and real-time services are the aspects
involved. The proposed protocol in transport lageaimed to meet the expectation of the concerned
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aspects by using information which is provided pyper layer. Transport layer protocol forwards data
packets without using retransmission techniquedewhiakes account of reliability. In addition,igh
protocol provides inter-layer command messages dhatused in other layers to achieve real-time
transmission. Section 5 explains the proposed pah$ayer protocol in detail.

3.3. Routing Protocol and Innovative Dropping SceemNetwork Layer for WVSN

Network layers play an important role in deliverithge multimedia from video source node to the
Sink. As a result, energy-efficiency and video gyalre influenced by the approaches of this ldiat
include routing protocol and dropping scheme. Tres@nted routing protocol forwards packets using
a hierarchical architecture topology and an adapsingle-path transmission. In used single-path
transmission protocol, energy efficiency increasesre remarkably than multi-path transmission
protocols which were proposed previously. In tlnger, a dropping scheme that causes nodes to save
energy and to prolong the lifetime of the netwaskproposed. On the basis of energy level of each
node and information that has been provided byoviclempression layer inside the received packet,
dropping scheme decides to discard data packeteegesds the structure of the network layer, video
quality is preserved while energy consumption istrdiuted fairly among all the nodes. Routing
protocol and new dropping scheme are described md@ection 6.

Figure 1. Overall EQV-Architecture
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4. Video Compression Sub-Application Layer Protocol for WV SN

This sub-layer, located in application layer (Appcbnsists of a model for compressing and
transmitting videdn WMSN. The proposed model is based on MPEG-2 §4] is called M-MPEG
(Modified-MPEG). M-MPEG model provides facilitie® tovercome available constraints in VSNs
such as bandwidth and energy. It is designed cobipatith other layer services; therefore, the
generated packets in this model consist of additiorformation which is used in the services ofesth
layers such as proposed video transport and netiay&r. The user can adjust the energy
consumption, video quality, and bandwidth usaghis sub-layer.

M-MPEG supposed that each video frame is in grayesd he resolution of video frames should be
adapted to the need of each application. The M-MRIEKzes two types of video frames. The first
type is named Main-Frame (M-Frame), and secondrsed Difference-Frame (D-Frame). These types
and their methods are described below.

4.1. M-Frame

M-Frames are compressed before transmission, @singxtended JPEG method [34]. Compared
with JPEG, the extended JPEG method has an adalistep that prioritizes image blocks. This step is
called priority level step. Details are presentethe next sub-sections.

4.1.1. M-Frames Compression

In M-MPEG, M-Frame compression has been performeglsteps sequentially:

Step 1128is subtracted from each pixel of M-Frame to pubze the middle of the range [34].
Next, each M-Frame is divided up into 8x8 blocksheut overlapping. An example is shown in
Figures 2 (a, b, and c¢).

Step 2DCT [35] is applied to each block independentllge output of each DCT is an 8x8 matrix
of DCT coefficients as shown in Figure 2.d.

Figure 2. a) M-Frame Structure, b) The operations are daee bl-Frame, ¢) M-Frame
Blocked structure, and DCT is performed over Bloc) An 8x8 matrix of DCT
coefficients calledT.
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(a) (b) (©) (d)

Step 3In this phase that is called quantization phsejess important DCT coefficients are wiped
out using quantization matrix. To do this, eacthef coefficients in the 8x8 DCT matriX)(is divided
by the corresponding standard quantization matements Z) [34]. The quality coefficientcan be
used to adjust compression ratio to get the exgeadtkeo frame quality. Figure 3 exemplifies thisst

Figure 3. a) The standard luminance matrix call&db) The operation is performed over
both T andZ matrixes, ¢) An 8x8 Quantized matrix call€l:
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Step 4 The elements of each block are partitioned kfdevels as it is shown in Figure 4.a. This
structure is formed in order of importance of DCUanqtized coefficients in each block. Also, this
scheme facilitates linearization which happenshea hext step. Each level has a priority that is
assigned to it using the Algorithm.1 in Figure 4.b.

Figure 4. a) The used scheme for leveling, b) Algorithmdsign priority levels

LA L Algorithm 1.
P \ fori=1to 13 do
0, if i <N then
assign Ry to
else
——> L1 .
Y assign Ry to Ly
AR end if
re end for

(@) (b)

In Figure 4.bN defines the number of priority levels that aresghofor transmission. This value is
selected by the user with regards to the conssraintl specified application. It determines the amou
of sent pixels, thud\ has a direct influence on video quality and enegysumption. Since Level-1
(L1) contains a DC component and two major low frequeXiC components (as shown in Figure 4.a),
it has a higher priority and, as is shown in Figdite, Py, is dedicated to it. Thus, it is necessary to
send the data packets with priorRyi1) to the Sink in a more reliable way. To achievé feliability,
all communication stack layers cooperate with eztbler. Py is the lowest priority because the most
of elements in this level are zero DCT coefficiemata packets with priority lev&lu) are discarded
immediately because they have not great effectsidgn quality.Py() to Pun-1) are assigned to the
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other levels fron? to N-1, respectively. Data packets with these priorityele are transmitted using
semi-reliable policies. These policies have usdférdint probabilities for transmitting data packets
Policies and the way in which probabilities ard@ssd to each level are described in Sections 6.2.

Step 5 The 64 elements of each block are linearized and runtlfemgcoding is applied to the
result. ZigZag transform is used to linearize bletdments.

After end of these steps M-Frame data packetsrarsferred to the next communication layers
where hop-by-hop transmission is used to delivemtto the base-station (Sink).

4.2. D-Frame

The result of subtracting current frame from M-Feaiw called D-Frame. M-Frame in both receiver
and transmitter is buffered until the next M-framdransmitted. Therefore, by using a D-Frame we
can construct a new video frame drawing on thedoeff M-Frame at receiver end.

4.2.1. D-Frames Compression

The operations performed to transmit the D-Franeecampletely different from MPEG-2. D-frame
compression and transmission method is describ#teifollowing steps:

Step 1 D-Frame is generated as explained above. Eactabxd=is divided into 8x8 blocks.

Step 2 The number of zero elements of each bjo@ZP;) is computed by using function
F(Block;j). The maximum number dZP is 64, which is divided intoN equal parts witiZPy and
ZPy+1) as boundaries. A level is assigned to each blédkgure 5.a, using Algorithm.2 presented in
Figure 5.b.

Figure5. a) Blocked D-Frame, b) Algorithm to assign lewelshe D-Frame blocks.

Algorithm 2.
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Then a priority is assigned to each leveled blagikgifollowing relation:

OBlockj (1<=i<=x /8 and 1<=j<=v/8) getsPp() (i<=t<=N) iff L) beassignedo Block; (1)

D-Frame packets with priority level) (Pp1)) are very important and have the maximum number of
dissimilar pixels. They should be delivered to biase-station (Sink). Therefore, M-MPEG uses highly
reliable schemes to transmit this type of packeisr¢ details are presented in next sections).

It is not necessary to transmit the packets wiibrjpy Ppny because these types of packets have
minimum number of dissimilar pixels and their tnamssion does not important effect in video quality.
The Pp() to Ppn-1) are delivered to the Sink by using semi-reliabbdigees. In these policies, each
source or relay node in communication transmits plaekets to the next hop employing their
probabilities. Probability assignment is describe&ection 6.2.

Step 3 In this step, run-length coding and then Huffnearding are applied to packets. Finally,
packets with different priority levels are transet to lower layers of communication protocol stack

4.3. M-Frame Transmission in Dynamic Periods

MPEG-2 transfers I-Frames at regular periods. Thusequires extra bandwidth and has high
energy consumption. M-MPEG model uses the adapteiddto transmit M-Frame because in the
WVSNSs applications camera and background are aftationary and no fast moving object exists.
This idea leads to many constraints of VSNs to bseoved on the part of the M-MPEG. These
adapted periods are selected in accordance witlatiers of background that is described in the
following.

The proposed adapted M-Frame transmission is basethe number of pixels that should be
transmitted in M-Frame and D-frame packets. Theegfowo functions were defined to determine
when an M-Frame should be transmitted instead BFFrame. These functions are called SPMF
(Sending Pixels in M-Frame method) and SPDF (SenRirels in D-Frame method).

4.3.1. SPMF

This function is employed to find total number akgds, which will be sent, with applying M-
Frame compression method. It is defined as follows:

SPMF=(X62YJX§(PPM0))X(1— P) )

i=1

In this equationX andY are video frame resolution in the columns and refvvideo frame
respectively PPy is pixel numbers in priority level) of each M-Frame block, arfg| is probability
of dropping data packets with priority levé). (

4.3.2. SPDF

The function is used to find total number of pixelsich will be sent using D-Frame compression
method. It is defined as follows:
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SPDF= Nz_l(BPD(i))x (1-P)x AP 3)

i=1
In this equationBPp) is number of blocks with priority levei)( AP, is the average of priority level
range andP; is probability of dropping data packets with pitiyptevel (). The Algorithm.3 in Figure 6,
is used to decide when an M-Frame should be tratesimi

Figure 6. Algorithm to decide for transmitting M-Frames

Algorithm 3.
if (SPDF) <6 X (SPMF) then
D-Frame packets will be sent

else
M-Frame packets will be sent
end if

In this algorithm,0 [0, 1] is a coefficient that affects energy savargl video quality. Using a
lower value ofo leads to M-Frame being sent to a high frequendychvresults in more energy and
bandwidth consumption. It causes, however, betigeov quality. Higher values af causes lower
video quality and more energy and bandwidth saving.

5. Real-Time and Reliable Transport Layer Protocol for WV SN

In this article, a new transport layer protocotlesigned to satisfy constraints of video sensoesod
and required QoS in video transmission. To suppata packets that are generated by video
compression sub-layer, priority-based-transporvises are provided. New transport layer protocol
which is called real-time and reliable video tramssion transport layer protocol utilizes upper laye
information to provide these services.

To achieve real-time video transmissipnpposed video transport protocol does not retrérata
packets. Insteadome methods are employed to satisfy the religlakt a substitutioriThe M-Frame
and the first priority level of D-Frames as mené&dnn Section 4.2re the most important data in
video transmission. Therefore, transport protoculeavors frequently to establish a connection for
transmitting first priority level of M-Frames. Iriteer priority levels, M-Frame take precedence @er
Frame in the same priority levels. Moreover, isiggested that data link layer applies reed-Solomon
forward error correction [36] to M-Frames and fipstority level of D-Frames. In the following, new
protocol transmission operations are discussegarphases.

Negotiation with Network Layer phase this phase, video data frames have been reddnom
sub-application layer (in the case that currenteniscthe capture video node) or network layer i t
case that current node is a relay node). Thenjveterideo frames are extracted in order of pryorit
For delivering each priority level in a reliable yyahree inter-layer command messages are used
between transport and network layedRequest To Sen@RTS) andPositive/ Negative Clear To Send
(P/NCTS).

RTS is used to notify the network layer that therdata with selected priority level of a frameb®
sent. RTS contains the type of the frame and pyidevel of the data. Connection is established
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separately for each priority level of frames. Beftmrwarding the whole data of the priority levah
RTS must be sent to every priority level to achiead-time video transmission.

The RTS response is CTS that network layer forwaod$ransport layer. The CTS command
message contains a positive or negative flag whatHies transport layer of the ability of the netk
layer to transmit data. The PCTS means that a @it exists for the selected priority level and
NCTS shows the opposite.

In case PCTS is received from network layer, datasimission continues withata transmission
phase Otherwise, type of frame and priority level defmext step as following:

* Priority level 1) of M-Frame: In this case, if the Number of Resiamnssions{loR) is less than

a threshold, another RTS is retransmitted for curnariority level to the network layer.
Otherwise ifNoRpasses the threshold; VSN goes to sleep-mode.

» Other priority levels of M-Frame: Whole data of i@nt priority level is discarded, and if any
other priority level exists in this frame, anotf&FS is sent for next priority level. In the case
that, no other priority level exists, RTS is semt the first priority level of the next frame. In
other cases transmission continues in accordartbetive received CTS.

» D-Frame: Regardless of priority level, whenever MBCiE received for priority level of D-
Frame the entire frame is dropped and negotiai@tarted for next video frame.

Data Transmission phas8y receiving the PCTS, network layer shows thdinds proper parent
for forwarding the specified priority level. Theoeé entire data of selected priority level is tranted
bursty through network layer. After data transnuesis completed, negotiation is started for next
priority level. If sent priority level is the lagtiority level of the current frame, transmissiaogeeds
to Negotiation with Network laygrhasefor next video frame.

For implementing the proposed transport protocaingle state-machine is suggested. In order to
describe the operations of the transport protogolwaiting states are presented in the state-machin
The conditions of switching between states besdkst of each transport protocol phase are mentioned
on the edges as shown in Figure 7.

As regards the fact that RTS can be sent to fingtrity level of M-Frames several times, if it
exceeds the threshold —as was mentioned abovesptdnlayer goes to sleep-mode and notifies
networks layer in receiver-mode (relay node) or-application layer (source node). Also, when the
network layer sender assures that no parent isabl@ifor transmission, regardless of the number of
RTS retransmission, it forces transport layer tarbsleep-mode. Transport layer stays in sleep-mode
until hierarchical network topology is reconfiguresgte Section 6.1).
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Figure 7. Transport protocol state-machine. The edge capdianterpreted as: events are
above each line and operations are under the lines.

NCTS for Priority level-1 of
M-Frame is received and
NoR <= threshold

-Resend RTS

Data is received
-Extract priority levels of data
-Send RTS to network layer

PCTS of
Priority level <N-1 is recieved
-Send all of data with current
priority level to Network layer
- Send RTS for next priority
level

Wait for data
from Sub-App
Layer or

Wait for CTS
from Network
layer

PCTS for Priority level-(N-1) is received
-Send all of data with priority level-
(N-1) to Network layer

NCTS for

1<Prority level<N-1 of M-Frame is received
- Discard the current priority level of M-Frame
- Send RTS for next priority level

6. Network Layer for WV SN

The proposed network layer provides two servicsgle-path routing protocobnd dropping
schemeProposed routing protocol finds a single-pathpéeth with nodes status (energy and topology)
and data importance for video transmission. Dropgicheme is a policy for reducing bandwidth and
energy consumption of nodes without compromisirggghality of services such as video quality. This
scheme works by dropping low priority packets witigard to node-Sink distance. Single-path video
routing is provided using inter-layer/inter-nodemconand messages which are received from transport
layers and negotiating with remote node. Droppictieme is provided by using information embedded
in data packets in compression sub-applicationrlagé routing protocol like priority level of theth
and hierarchy level of the capture node.

6.1. New Energy-Efficient and Single-Path Routingtétol for WVSN

The main task of wireless sensor nodes is to samdeollect data from a target domain, process the
data, and transmit the information back to the isigton (Sink) in all applications. Therefore,
development of energy-efficient routing protocalsnecessary to set up paths between sensor nodes
and the Sink. In addition, to use this protocolwireless video-based sensor networks, it should
provide high quality video transmission.

The proposed routing protocol is a single-pathingubased on hierarchical network topology. In
EQV-Architecture, a Hierarchical Data Aggregaticheme for sensor networks (HDA) [37] is utilized
for configuring hierarchical topology. The routipgotocol supposed that in each time Sink requests t
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receive a specified video from the source node,oatyl the aim of routing is to find an energy-
efficient single-path from the source node to Sivikile preserving video quality. This protocol is
called Energy-efficient Single-path Routing Protoco

The proposed routing protocol consists of two kindigables: Priority-Table (Pr-T) and Parent-
Table (Pa-T). Pr-T is al-1 cell array thati-th cell content shows the parent which can forward
packets with-th priority level.N is the maximum priority level that is defined bseu in compression
layer. As was mentioned in Section 4, only datahvaitiority (1) to (N-1) will be transmitted. Every
time after reconfiguring the hierarchical netwotkusture, cells of Pr-T are set to zero. This table
shown in Figure 8 in detail.

Figure 8. Priority Table

suitable parent for suitable parent for suitable parent for
transmitting priority level-1 | transmitting priority level-2 =t transmitting priority level-(N-1)

Pr-T[1] Pr-T[2] . . . Pr-T[N-1]

Pa-T is a link list data structure that include®imation that a child has about status of its pise
The fields of each node of link list are: parédt energy €), distance ) and also the minimum
priority level () that this parent can transmit as is shown in féi§u

Figure 9. Parent Table

Head ||/D|e|d ]| ID{e|d]|! ID{e|d]|! ID{e|d]|!

A 4

A 4

Y

When hierarchical structure of the network is rdgumed, in addition to required information for
constructing hierarchical tree, each node sends stata to its children to update their Pa-T. Using
this information, fields of Pa-T are filled with dated energy, distance, and minimum priority level
values of parents. The priority level value thatheaode transmits to its children is the resulthaf
following equation:

HighestPrority {P« -1, LowestPrigity{Py,P2,...,P,...,Pu}} (4)

Where Pg -1 is the maximum priority level that its current patres able to transmit, and it is
computed on the basis of node energy independemt &ituations of other nodes. The computation
method ofPy is explained in Section 6.2.P; stands for priority level that the parenn Pa-T list of
current parent can transmit albis the number of the node’s parents.

In the proposed routing protocol, Pr-T and Pa-Tdnemre memory than does the conventional
routing protocols. Unlike energy, memory is a rdlsaesource. Therefore, it is reasonable to use a
little more memory for achieving energy efficiency

Depending on whether the proposed routing protscol sender-mode or in receiver-mode of the
VSN, it works differently. Two dissimilar algorithérfor mentioned modes are defined below.
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6.1.1. Routing protocol for Sender-Mode of VSN

In order to forward the received data in transpeyer to next hop in a reliable way, the proposed
single-path routing protocol goes through sendedarnuhases as is delineated below:

Parent Selection phasé&his phase begins when an RTS is received framtrdmsport layer. An
appropriate parent is chosen by drawing on Pr-TRexd in accordance with priority level which was
mentioned in RTS. If any value other than zerotsxis cell of Pr-T pointed to by priority)((Pr-T [I]),
the value shows the relevant paridt Node selects this parent as a node to communig#ite In a
case that Pr-TI] content is zero, algorithm refers to Pa-T. Coesith the parents which PaiThas
the lowest priority level, the most appropriategudraccording to energy and distance is selected by
computing the value dfe,d) Therefore, the parent with maximum valud(efd)is chosen and thi®
of the chosen parent will be put in all zero celiPr-T andRemote Negotiatiophasebegins. If no
acceptable parent exists in Pa-T, NCTS is sentremification to the transport layer and the alton
waits for another RTS frofRarent Selection phase

In order to distributing the energy consumptionihia network and having fair energy management,
eis used as the major factor for parent selectimd, d is taken in to account to decrease hop-by-hop
delay. Thereforef(e,d) is defined ag’/d. Also, some other literatures deployed energy asigice as
two parameters for choosing next hop node as welimilar manner [38] and [39].

Remote Negotiation phas&hree inter-node command messages are utilizeddgotiating with
remote node (selected parent) in transmission.rAdtdecting a proper parent a message called
Negotiation Message for Transmission (NMT) is forded to the selected parent. Next operation of
routing protocol is influenced by Answer to NMT (MN') which could be positive (PANMT) or
Negative (NANMT). Three conditions could occur laststage:

* Receiving PANMT: In this case, a PCTS is forwardedransport layer to notify it and
routing continues frorPreparing Data for Remote Transmission phase

* Receiving NANMT: Both Pa-T and Pr-T are updatedrégeiving NANMT. Priority field
of selected parent in Pa-T is updated with valuprafrity level field of NANMT. Pr-T also
changes; all cells with thi®D of selected parent are set to zero. Also, NCTSei#t to
transport layer and routing proceeds frBarent Selection phase

» Timeout: When selected parent does not respondMd h a specified time interval, the
timer times out; then Pa-T and Pr-T become upd&el&cted parent is eliminated from Pa-
T and also all cells of Pr-T which contain tH2 of this parent are revalued to zero.
Moreover, NCTS is forwarded to transport layer aodting starts fronParent Selection
phase

Preparing Data for Remote Transmission phdeehis phase, data is received from transpgeria
and is put through dropping scheme (see Sedid@r). Then, all data from current priority leveal i
forwarded to the selected parent bursty. The rguithstarted fromParent Selection phasafter
sending entire data to remote parent.
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Figure 10, shows a three-state state-machine whkialsed to reveal routing protocol in sender-
mode. In this state-machine, conditions and opmratare laid at the edges.

Figure 10. Routing protocol state-machine for VSN in sendexdm

RTS is received and
Parent Exist for it

- Parent selection
- Append PSC command message to RTS
- Send NMT to remote Node Network layer

Wait for RTS from
Transport layer

Data is received from
Transport layer
- Dropping scheme
- Send crossed dropping scheme!
data to remote

Wait for ANMT
from remote Node
Network layer

Time out

- Update Pr-T and Pa-T
- Send NCTS to transport layer

‘Wait for data from
Transport layer

Assuming the condition that no parent exists inTRPaeuting protocol in sender-mode notifies
transport layer and goes to sleep-mode. Whenewwargshical network topology is reconfigured,
routing protocol changes its mode and starts fRemote Negotiation phase.

6.1.2. Routing protocol for Receiver-Mode of VSN

Checking for Proper Parent phas&/hen NMT is received from the remote node, rayfpmotocol
responds to it either by PANMT or NANMT depending its energy status and Pa-T. In a case that it
has a suitable parent it responds by PANMT and tioéise next phase. Otherwise, the priority level
field of NANMT should be filled using the result Bhuation 4. Then NANMT is forwarded to remote
node and routing waits for another NMT.

Receiving Data phasén this phase, whole data of the same prioriaelas received and delivered
to transport layer. The routing operation begiosnfChecking for Proper Parent phase

Routing protocol in receiver-mode also can go egimode under specified condition. When
transport layer is in sleep-mode it also notifiesting protocol to go to sleep-mode and not to wadp
to NMT. Routing protocol in receiver-mode keepsrouating whenever hierarchical network topology
is reconfigured. The operation of routing protoeoteceiver-mode is clarified by the state-machme
Figure 11.
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Figure 11. Routing protocol state-machine for VSN in receirerde

NMT is received
and proper parent exist

- Send PANMT to remote Node Network Layer

NMT is received
and
no proper parent exist
- Send NANMT to remote
Node Network Layer

ait for Data from
remote Node
Network Layer

ait for NMT from!
remote Node
Network Layer

Data is recieved

-Send Data to Transport Layer

6.2. Dropping Scheme

Dropping process consists of two stages; at tls¢ $tage, each node decides which priority level
should be sent and at the second stage each nmoe strme packets randomly while taking account of
the priority level of the packets and distance leemvcurrent node-Sink.

6.2.1. Energy Aware Dropping

Clearly the energy of each active video node dses@ver time. Therefore, discarding priority
level is calculated on the basis of normalized gynéevel of a node. All received packets with this
priority level and lower are discarded. As showirigure 12, each priority leveB, P, ,..., R ,..., R
1, IS associated with a normalized energy le&ghy, ESy) ,..., ESx ..., ESn-1) respectively. These
levels should be specified by the user regardinyécapplicationPy stands for bottPy) andPpy) as
mentioned in Section 4.1.1 and 4.2.1, respectiaty for each priority levek LIN, there exist&£Sy)

LI [0,1) such thaESy < ESk+1) . For example, if energy of a node becomes leas Bgy), then
packets with priority levelk) and lower priority levels are not transmitted.

Figure 12. Energy aware dropping scheme based on Energy-Statale
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In order to reach a proper energy level for eaatripy level that is compatible with the requirenben
of application as well, Equation (5) is suggested:
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I .
(—)? if 1<I<N
ES)=1'N

0 if ==

()

In this equationN is the maximum number of priority levels agi$ the current priority levek is
used to make equation (5) adaptable with diffeglications For instancejf in an application,
lifetime of the network is the major point and natmideo quality is sufficient, choosirg<1lin the
equation will lead to high values f&S). Consequently, nodes start to drop priority levalsre
quickly. Therefore, video quality decreases wheifetiine of network improves significantly.
Conversely, for applications whose concerning paintideo quality, values greater tharor z causes
nodes to begin dropping in lower level of energyall simulations is considere@. Figure 13, shows
differentES;) calculated for various values bf

Figure 13. Values ofES)) using different z
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The energy-aware dropping scheme uses Equatido ¢fine the priority level which can be sent.
This scheme first maps the domain of the nodeggrieatweerd and1, and then calculates the result
of Equation (5) according to current priority le\@S)). After comparing the mapped energy with
ESy. it will be determined whether or not this priorigvel can be transmitted. If mapped energy of the
node is greater, node is allowed to send the datiaeopriority level; otherwise the node is unatie
send the priority level. For example by choosirgtalue? for zin Figure 13, if a mapped energy of a
node equalf.4thenESy,) is 0.327for data packets with priority leved) In this example SiNnCESy)is
less than mapped energy, node passes them to xhestage. Unlike for priority level5) which
calculatecESs) is 0.5, the node drops packets.

If a node cannot transmit packets with specifiogty level and lower than that, its child is not
allowed to send packets with this priority levetidower to this node. The node notifies its chitdby
ANMT when they ask for communication. If all paremf a node cannot send packets with specific
priority level and lower, that node itself cannehd packets as well.
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6.2.2. Random Early Dropping

Some packets are dropped before arrivingretrgy aware droppingo that the quality of video is
still satisfactory. Applying random early droppibhg data packets which are not dropped in energy
aware dropping also helps increase the lifetimehef network. Early dropping of the data packets
occur on the basis of node energy and hierarchegal with considering the priority and influenck o
these packets on video quality. Packet selectioeddy dropping consists of two phasesergy level
andhierarchical level All packets selected in bodnergy levelhndhierarchical levelselection phases
are early dropped. In the following, two packets&bn policies are described.

A. Energy level based packet selection

This selection benefits from video compressiondgyéoritization. The probability that a packet is
dropped depends on the priority level of the paeket energy level of the node. The packet with firs
priority level never drops.

Dropping probabilitie®gr1), Par) ,-.., Rirg »---» Rirn-1) @re assigned to each priority le®s| P ,...,

Pk ,..., Ri-1 respectively. Wher®y stands for botlPy) andPpg and for all k) LIN, Pgr1=0, Parg U
[0,1]. Since the content of packets with priorggyél ) is most important than content of packets with
priority level k+1) thenPdr(k) < Pdr+1).

Furthermore, the values of dropping probabilitiesl @&nergy state of the node have negative
correlation in a way that when battery level desesadropping probability increases. When the gnerg
level of a node is more th&Gy.1)(node has enough energy) the packet is selectédpnobability as
shown in Figure 14.a. When the energy decreaskssaharESy) the dropping probability increases
as shown in Figure 14.b. The selection probabistgonstant between two consequent normalized
energy levels and changes when it passes an efeeghold level (as has been shown in Figure 12).

The packet selection probability function can béngel with regards to application requirements.
The function used for probabilities calculation glibhave a domain based on priority levels thatenod
is allowed to send, and range betw&eand 1. Also, it should be strictly increasing. The susjgd
function is:

L «(-1)xg i o<I<PR
Pargy =9 Pc—1 (6)
1 Otherwise

In this equation,Pqyy) is the dropping probability for packet with prigrilevel (), Pk is the
maximum priority level that VSN can transmit seec@en 6.2.1,1 is the priority level of current
packet, ands is a coefficient which improves the flexibility ahe Equation (6) which is defined
between [0, 1]. After specifying dropping probalil(Py) for each packet, a random number
selected from [0, 1], iR<= Py packet is eligible for dropping, otherwise theket is transmitted.
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Figure 14. a) Dropping probability for packets with differgmtiorities when energy state
of node is higher thaiESn.1), b) Dropping probability for the packets with @ifént

priorities in a node with energy state lower tizg.
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B. Hierarchical level based packet selection

In an energy level based scheme, the probabilitgiedarding a packet is independent from the
number of nodes that packet passed. Dropping aepdicét is close to Sink (passed a lot of nodes)
wastes more energy than dropping a packet cloieetsource node (only a few nodes passed) does.
Thus, it is unfair to drop packets only on the baxinode energy. Consequently, an efficient packet
discarding policy should consider preceding investeergy of each node. To achieve same drop
probability for all packets (with the same priorlgvel) received in the Sink, which originated from
any node of the network, a fair drop selectiongo$hould be defined. This motivates to find anothe
probability factor to modify energy based drop @bility. Therefore, the following equations should
be satisfied:

RiY =(@-4)
R& =R&%" R =(1-4)
R& =R&* RR* R =1-4)

(7)

) = p® @ @ -1
Peab = Pab ™ Pk(a—l)b *F Pk(a—(l -1)b — @-A)

In these equationsﬂﬂi, is the probability of recegvinpacket in the base-station (Sink), where
| is the number of levels that a packet should passpacket priority levela is the relying video node
level, b is the source video node level, ahds the constant that shows the specified dropping
probability. It is optimistic to have functions thgenerate the related probabilities in the meiibn
equations. Therefore, a close function is defiredalculate a probability that in conjunction with
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energy based packet drop probability results ineaswnable fair drop probability that somehow
satisfies Equation (7). The proposed four-varidbletion is presented in Equation (8).

[s=(a-t)" s=b-a) if[s—(a-t)]>=
F(ab,t,n)=1- [s-(a-t)" + [ (s=b-a) if[s~(a-t)]>=0 (8)
0 Otherwise

The presented function gives the second drop pilityadif each packet. In this equatiemndn are
two positive constant values that should be spatifvith regards to application. Bothandb are
related to hierarchical levels (see Section 6.tvapof relay and video capture node respectively.

Using this probability function along with energyaded dropping probability, increases the
receiving chance of the packets which passed modesthan others. In other words, the receiving
chance of packets generated by nodes close toitkasSsomehow the same as packets generated by
nodes far from the Sink.

To drop a packet, a random numBerl [0, 1] is chosen. In case Bf=< F (a, b, t, n) the received
packet will be dropped if it has energy based dirmgprondition, otherwise the packet is forwarded.
Figure 15, illustrates the effect of some paranseter the functiorF(a,b,t,n) at a network withl8

hierarchical levels.

Figure 15. Effect of the different values on the proposed-feariable function in the Equation (8).
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7. Simulation

The performance of proposed architecture was eteduay MATLAB using Communication
Toolbox and Video and Image Processing Block-skto Athe required functions are generated by M-
Files. The hierarchical network topology hi8llevels andLO00Ovideo sensor nodes. All sensor nodes
are considered homogeneous and their energy islisdpwith two 1.5 V batteries. The video
resolution is320x24Q To perform the simulation it is assumed thatnaltles have full battery, i.e.,
more tharESn.1). The parameterin algorithm 3 is set t0.5 and the retransmission threshold value is
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3. Also in Equation 5 the parameteis set to2, in Equation 6 the coefficienfis 0.5 and in Equation
8 the parametetsandn are set t@0 and20, respectively.

Moreover, Energy-Efficient and High Throughput MARotocol for Wireless Sensor Networks
(ET-MAC) [40] is used in data link layer for simtilans. In order to get precise results from the
simulations the parameters of CC2420 [41] Chipcandceiver listed in Table 1, were used.

Tablel CC2420 transceiver parameters

Parameter Value
Bit Rate 250 Kps
Listen Power 60 mJ/sec
Receive Power 63 mJ/sec
Transmission Power 57 mJ/sec
Setup Time lmsec

Communication

. 300m
Distance

7.1. Selecting Quality Coefficient

Thequality coefficienpparameter affects the value of each element int@ation luminance matrix
[34]. As mentioned in Section 4.1, an M-Frame blackrepared for transmission by dividing blocked
DCT matrix with the quantization luminance matiience,quality influences the value of each pixel
in M-Frame blocks. Choosing an appropriate valuegtality coefficientis so important, since small
value for it leads to a greater number of bits nexglfor transmitting the data of each block pix@h
the other hand, high value fquality results in a greater number of zeros in each MrErhlock. This
means more data loss in M-Frame compression methsda result, definingquality coefficient
encounters the bit-loss trade off.

The approach used for definiggality is examining different values for it. By analyziagerage
Peak Signal-to-Noise Ratio (PSNR) [42] and requbidn differentqualitiesin various video frames,
it is shown that someuality values requir@ bits for transmitting each pixel of M-frame blocl&nce
8 bits are earmarked for each pixel, the value wégligible loss (proper PSNR) is selected. As Fgur
16 shows(.5is the best value for bit-loss trade off whichoalsed in our simulations.
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Figure 16. The relation betweequality coefficientsaverage PSNRs, and number of bits per pixel.
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7.2. Selecting Maximum Priority Level

The parameteN is the number of priority levels which are seldcter transmission. Each one of
the mentioned priority levels includes some pixala frame. High values fo¥ result in forwarding a
large number of pixels for M-Frame blocks. This sm@sI increase in energy consumption and
bandwidth usage, as well as improvement in videdityu On the other hand, transmitting few priority
levels has opposite consequences. Comparing thage/®SNR and pixels for all valueshfrom 1
to 13, we concluded that is an acceptable value fbrand this value is used in simulations. Table 2,
contains these results.

Table 2. Corresponded Average PSNR and Number of Trangirftbeels for different value afi

N 2 3 4 5 6 7 8 9 10 11 12 13
Average
30.79| 33.93| 36.58 39.0p 41.4 44.30| 45.44| 4580 46.28 46.31 46.84 46|35
PSNR
Number of
Transmitted| 3 6 10 15 21| 28 36 43 49 54 58 61
Pixels

7.3. Analyzing Energy Efficiency and Video QudhityDifferent Environments

In this section, we evaluated the performance e$@mted architecture. The behaviors of designed
architecture should be considered with the aim a¥ig actual results for our simulation. As
mentioned in Section 4.3, the period of forwardMeg-rames depends on the number of the pixels
which are used for delivering M-Frames and D-franidsreover, priorities assigned to D-Frame
blocks are related to the difference between pigélsurrent D-Frame and saved previous M-Frames.
Thus, the performance of the architecture is aasediwith the variation degree of the environment.
Owing to this fact, examined environments are d@ididnto four categories: still environment, little-
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variant environment, middle-variant environmentd dmgh-variant environment. The performance is
calculated in each of these categories.

In the following, the average result of five videamples captured by video nodes located in
hierarchical levels fron3 to 18 during 10 seconds in each environment is presented. Figurehbws
the relation between the energy consumed and biecat levels for tested environments. Having
analyzed simulation results, we concluded that ggheonsumption depends on the variants in the
examined environment. When variation degree okthgronment increases, M-Frames are forwarded
with higher frequency because of more differenef@xetween captured frame and saved M-Frame.
This leads to more pixels of D-Frames to be seohséquently, the average energy consumption
increases and high-variant environments consume gragrgy in comparison with other environments
(as shown in Figure 17).

Figure 17. Average Energy consumption for the entire networdlifferent environments
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Also, the level of the source node in the hierar@hiopology influences the energy consumption of
the whole network. Since the location of the souncele determines the number of contributed
intermediate nodes in delivering video frames, gmeonsumption increases when number of relaying
nodes grows.

Another factor to be analyzed is video quality whis inspected by average PSNR. Figure 18,
elucidates the correlation between average PSNRhardrchy level. Average PSNR changes in
associated with variants in the environment andahdhy level of video source node like consumed
energy. The major reason of this fact is the imgpalcat dropping scheme has on average PSNR. In
high-variant environment, more pixels change; thaexnading more pixels for a frame is needed.
Therefore, on the same probability of packet drogpmore pixels of the frame are dropped through
transmission and smaller number of frame’s pixelseceived in Sink. As a result, average PSNR is
lesser than other categories of environments. grééation of the result of simulation in EQV-
Architecture shows satisfactory functionality.
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Figure 18. Average PSNR for different environments
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Figures 19, 20, 21, and 22 show some video framoes @ifferent categories of environments with

their PSNRs in receiver side. These frames are Ieantipat were used to calculate average PSNRs in
Figurel8.

Frame No. : 0011850 Frame No. : 0011851 Frame R011854 Frame No. : 0011860 Frame No. : 0011870 amé&mo. : 0011880

PSNR=42.00 | PSNR=42.19 PSNR=42.06 PSNR=4223 PSNRE42 PSNR=42.24

Figure 20. Little-variation environment Frames

Frame No. : 0420 Frame No. : 0421 Frame No. : 0424 Frame No. : 0425 Frame No. : 0430 Frame No. : 0435

PSNR=40.70 PSNR=40.53 PSNR=41.03 PSNR=41|12 PSN8¥4] PSNR=40.91

Frame No. : 0440 Frame No. : 0445 Frame No. : 0450 Frame No. : 0455 Frame No. : 0460 Frame No. : 0468

PSNR=40.89 | PSNR=40.93 PSNR=40.81 PSNR=41)00 PSNRE41 PSNR=41.17
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Figure 21. Middle-variation environment frames
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Frame No. : 0003185

Frame RB03190

Frame No. : 0003195

Frame No. : 0003198

amé&mNo. : 0003200

PSNR=39.97

PSNR=40.28

PSNR=40.]

20

PSNR=40

12

PSNB239 PSNR=39.86

Figure 22. High-variation environment frames
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Frame No. : 0004290
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7.4. Effect of Random Early Dropping Method on yeand Video Quality,

Random early dropping is presented in Section @2.2n approach for extending the lifetime of the
WVSN. Although this scheme has various benefitg)fitlences the video quality. In this section, two
criteria are utilized for evaluating the performaraf dropping scheme. The criteria are averagesbyte
which are forwarded from source to Sink and aveRSBR in receiver side. Video is transmitted first
by using dropping scheme and then without using sisheme. It is assumed that all nodes have full
batteries and the environment examined is a mixifreall four categories of environments.

Furthermore, simulation lasted fb® seconds.

The simulation results shown in Table 3, are ewdethat the number of sent bytes in dropping
scheme decreases. According to Equation (9), theniation of the sent bytes in the dropping

scheme i24%.
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Table 3. The average Transmitted Data in transmission @itspping Scheme and without it

Hierarchical Level 3 6 9 12 15 18

Transmitted Data with Dropping

39.12| 79.51| 114.85 146.54 175.45 202)21
Scheme (MB)

Transmitted Data without Droppin

g44.88 95.99 144.50| 190.72 234.88 277.17
Scheme (MB)

18 18

Z(Average transmittel  bytes without dropping)i —Z(Average transmittel  bytes with dropping)i

Performane = =2 = i=3 9)

Z(Average transmittel  bytes without dropping)i
i=3

In this equationi is the hierarchical level that video capture nsdgtuated on.

On the other hand, Figure 23 shows that averageRPiSMeduced by approximately51 dB. The
resulted value, however, is a satisfactory aveR@ER for video transmission. Based on the achieved
results, it is reasonable to use dropping methoddhieving energy efficiency. Dropping scheme sake
account of energy and hierarchical levels of noaled data importance for dropping. Therefore, it
drops low-priority data while having in view thevé# of source node. In short, average PSNR does not
change a lot even when about one quarter of tleeisaropped.

Figure 23. The average PSNR for Mixed Environment with anthaut Dropping Scheme
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—&— Mixed Environment without Dropping Scheme
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7.5 Comparing EQV-Architecture with Other Protocols

In order to evaluate the EQV-Architecture effediyyat is compared with another architecture
composed of three different protocols. In the $etetected protocols, there were protocols comfeatib
with real-time transmission and multi-path routifitpe chosen protocols were: MPEG-2 in application

layer, MRTP [24] in transport layer, and MMSPEEL] & network layer. The simulation performed
in 5 sample of mixed environment.
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Figure 25, shows the comparison of average enayggumption in these two architectures. EQV-
Architecture saved more energy than Mixed-Archiieetdoes. That is due to the fact that Mixed-
Architecture sends I-Frames periodically [34] aneliwrs packets in multi-paths, while EQV-
Architecture utilizes dynamic period for transmmtfi M-Frames in single-path hand in hand with
dropping scheme. Therefore, EQV-Architecture samsoximately75% of energy.

Figure 25. The comparison of average energy consumption leetviE€V-Architecture
and Mixed-Architecture
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Another point for comparison is video quality basedaverage PSNR which is illustrated in Figure
26. It shows that however EQV-Architecture providess PSNR than Mixed-Architecture, the
resulted PSNRs are satisfactory.

Figure 26. The comparison of average PSNR between EQV anéd/ixchitectures
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8. Conclusions

In this article the EQV-Architecture for video teanission in wireless multimedia sensor networks
is presented. Battery awareness and video quabtyes are considered in application, transport and
network layers of communication protocol stack. Aoptized video compression protocol in
application layer and new transport layer protaaohg with two dropping schemes and single-path
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routing protocol in network layer are introducedtims architecture. The algorithms, methods, and
protocols presented here are in accordance with W&® support two mentioned issues.

Simulation for presented architecture is appliedanous environments with different variants from
the perspectives of both energy-efficiency and eidgiality. Simulation results indicate that the
optimization of energy consumption and also vidaality in proposed architecture differ in disparate
environments, but this architecture has bettergperdince than other conventional architectures. In
other words: EQV-Architecture extend the lifetimietioe networks while providing sufficient video
quality. In the future, architecture with abilitg torrespond multi-video requests from Multi-Sinks
will be investigated.
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