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Abstract: New technologies such as sensor networks have been incorporated into the management
of buildings for organizations and cities. Sensor networks have led to an exponential increase in the
volume of data available in recent years, which can be used to extract consumption patterns for the
purposes of energy and monetary savings. For this reason, new approaches and strategies are needed
to analyze information in big data environments. This paper proposes a methodology to extract
electric energy consumption patterns in big data time series, so that very valuable conclusions can
be made for managers and governments. The methodology is based on the study of four clustering
validity indices in their parallelized versions along with the application of a clustering technique.
In particular, this work uses a voting system to choose an optimal number of clusters from the results
of the indices, as well as the application of the distributed version of the k-means algorithm included
in Apache Spark’s Machine Learning Library. The results, using electricity consumption for the
years 2011–2017 for eight buildings of a public university, are presented and discussed. In addition,
the performance of the proposed methodology is evaluated using synthetic big data, which cab
represent thousands of buildings in a smart city. Finally, policies derived from the patterns discovered
are proposed to optimize energy usage across the university campus.

Keywords: big data; time series clustering; patterns; smart cities

1. Introduction

Governments in many metropolises are embracing the concept of smart cities, and are beginning
to collect big datasets in order to obtain valuable information from them. This information helps
governments to improve the standards of living and sustainability required for their inhabitants.
In order to increase the comfort and life quality of citizens, it is necessary to reduce costs and optimize
the consumption of different energy resources. This reduction in costs, for instance, could improve
performance in areas such as education, health-care, transport, security, and emergency services [1].
In this regard, massive storage of data using smart grid technologies is widespread [2]. For example,
the energy consumption of water or electricity in public institutions is continuously monitored.
However, traditional tools and techniques for storing and extracting valuable information have
become obsolete due to the high computational cost of mining gigabytes of data [3]. In this sense,
the advent of new machine learning tools makes it easier to mine data, but new techniques are needed
to improve the processing, management, and discovery of valuable information and knowledge for
organizations [4].
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Given the sudden need to process and extract valuable information for organizations,
the MapReduce paradigm [5] emerged in the context of distributed computing applications. Later,
an open source paradigm called Apache Spark [6] appeared, with the fault tolerance of MapReduce
but more significant capabilities such as multi-step computing or the use of high-level operators and
various programming languages. It is worth mentioning the optimization of this technology using the
Scala language and the Resilient Distributed Dataset (RDD) variables [7], as well as the integration of
the Machine Learning Library (MLlib) in the framework [8].

The aim of this work is the active treatment and discovery of electricity consumption patterns from
big data time series. Due to the large size of the datasets, modern machine learning techniques based
on distributed computing will be used to analyze the data. In this sense, we propose a methodology
that optimizes the use of the parallelized version of k-means [9] by studying several cluster validation
indices (CVIs) [10], some of which are computationally designed to process big data [11]. A vote-based
strategy using the variety of outcomes obtained by these CVIs is proposed [12].

This work draws valuable conclusions from the analysis and study of the consumption patterns
of a big data time series of electricity consumption of several buildings of Pablo de Olavide University,
extracted using smart meters over six years. Besides, the size of the initial dataset has been multiplied
in such a way so as to demonstrate the usefulness and efficiency of the methodology proposed for use
in the context of smart cities. It is expected that this methodology will be used to characterize electricity
consumption over time and results will be useful for making decisions regarding the efficient use of
energy resources.

The rest of the paper is structured as follows. Section 2 describes the related work, and Section 3
proposes the methodology used to uncover patterns in big data time series. Section 4 presents the
experimental results for data pre-processing, the study of CVI, and the application of the parallelized
k-means algorithm. Finally, Section 6 summarizes the main findings of the study.

2. Related Work

Electricity consumption has soared in recent years to levels never before seen, as cities and
countries have advanced technologically. If this demand for energy is no longer met by individual
governments at the global level, the problems caused by climate change may increase.

In the last years, many works have been published on this issue in the context of smart cities.
A review of the development of smart grid technologies with a view to energy conservation and
sustainability can be found in [13]. A smart city can be defined as an efficient and sustainable urban
centre that assures high quality of life by optimizing its resources. Energy management is one of the
most demanding issues within these urban centres. A methodology to develop an improved energy
model in the context of smart cities is proposed in [14]. The concept of smart communities is defined
in [15] as the union of several cities that implement and take advantage of these technologies, with the
objective of improving the habitability, preservation, revitalization, and affordability of a community.
Attention has also been recently paid to the optimization of electrical networks through the installation
of smart meters, used for data collection in this work. A study on the unification of smart grids with
an energy cooperation approach can be found in [16].

Multiple studies to determine electrical profiles for small and medium-sized assemblies using
clustering techniques have been published in the literature. The authors of [17] propose obtaining
clusters using a visualization-based methodology. Patterns associated with seasons and days of the year
with respect to electricity prices in the Spanish market were discovered in [18]. This article proposed
the application of crisp clustering techniques, contrasting the fuzzy clustering methodology evaluated
in [19]. In [20] the information provided by clustering techniques was used as input parameters for
forecasting consumption. Electrical data from industrial parks were used to apply classification and
grouping of patterns in [21]. This work was based on the application of the k-means algorithm and the
cascading application of self-organized maps to introduce a computer system that predicted energy
consumption patterns in Spanish industrial parks.
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However, clustering techniques applied to large quantities of data have taken on importance
in recent years. A survey on this subject can be found in [22]. Specifically, several approaches to
clustering big data time series have been recently proposed. In [23], the authors suggested a new
clustering algorithm based on a previous clustering of a sample of the input data. The similarity
among large series was tested by studying the dynamic deformation of time in [24]. A parallel version
of k-means using MapReduce technology was applied to obtain clusters of medium-sized datasets
in [25]. A distributed method for the initialization of k-means was proposed in [26], but very few
works have been published in this regard. The Gaussian mixed model was used to apply clustering to
a dataset extracted from smart meters installed in Irish households for a year, studying socio-economic
relations and making conclusions based on consumption behaviours [27].

On the other hand, the forecasting of the energy consumption of buildings and campuses has an
immense value for energy efficiency and sustainability in the context of smart cities. An important
and recent survey [28] thoroughly reviewed the existing machine learning techniques for forecasting
the energy consumption of time series. The authors of [29] proposed data clustering and frequent
pattern analysis on energy time series to predict energy usage, achieving an acceptable accuracy.
Building energy consumption prediction was also applied in [30]. In particular, deep learning
techniques, such as autoencoders, were applied to a dataset composed of 8734 instances, reporting
great results. Most of these forecasting techniques use the results obtained by a clustering technique as
a previous step. However, none of the clustering methods used for the prediction algorithms were
used in a parallel and distributed way using a very large set of input data, to the best of our knowledge.
Therefore, this work intends to provide a reliable, fast, and accurate clustering method as the basis for
these forecasting algorithms dealing with big data time series, and in addition develop a methodology
to detect patterns of energy consumption from big data time series collected by sensors in buildings of
a smart city.

3. Methodology

This section describes the methodology proposed with the aim of finding patterns of electricity
consumption in big data time series. In particular, this methodology obtains electricity consumption
patterns by studying the resulting clusters provided by the k-means included in the Machine Learning
Library of Apache Spark.

The key steps of the proposed methodology for obtaining consumption patterns are shown
in Figure 1.

Figure 1. Proposed methodology. RDD: Resilient Distributed Dataset; MLlib: Machine Learning
Library; WSSSE: Within Set Sum of Square Errors.

3.1. First Phase: Data Preprocessing

The first phase consists in data preprocessing. The objective of this phase is to clean and perform
transformations in the original dataset to create a RDD variable, which can be distributed in a cluster
and processed by Spark. The original dataset was obtained from the processing of several CSV files.
These files contained records in the form of time series of power consumption data from six buildings
of a public university. Data were extracted from the smart meters installed in the buildings. The smart
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meters collected electricity consumption records every 15 min from 2011 to 2016. Each row of the
starting RDD variable is composed of five values: the name of the building, the date and time
(separated into five values), and the energy consumption data at that time. In the data cleansing phase,
our application pre-processed the rows containing missing records and accumulated consumption
data so that correct learning models could be created in the next phases. This cleaning phase will be
discussed extensively in the results section.

Before creating the model, it is necessary to perform a transformation in the original dataset by
grouping the energy consumption series into rows of 96 records corresponding to a day. As each hour
of the day contains four measurements, the original dataset has a total of 823,776 records, which are
grouped per day generating a set with a total of 8581 instances.

In order to be able to identify which day a given result belongs to after applying clustering
techniques, we will enter a unique identifier for each instance. This identifier is defined by combining
the name of the building with the numerical date on which the measurements were taken.

Thus, each row of the RDD will finally contain a unique identifier and the 96 electric consumption
records, in order to obtain conclusions associated with a particular day and building.

3.2. Second Phase: Obtaining the Optimal Number of Clusters

The second phase of the methodology consists in obtaining the optimal number of clusters for
the dataset by analysing and interpreting various CVIs. However, some CVIs have limitations to be
applied to large datasets due to the computational costs of quadratic complexity. This cost could take
much longer to apply than the clustering algorithm used in this study. For this reason, we have applied
big data clustering validity indices (BD-CVIs) [11].

In this paper we analyze the results of four BD-CVIs. Three of them are based on traditional
CVIs—the BD-Silhouette, BD-Dunn and Davies-Bouldin indices—and the other is based on the Within
Set Sum of Square Error (WSSSE) index offered by the MLlib. These BD-CVIs will be defined below.
Let Ω be the space of the objects with a given distance d. Let {Ak}k=1..N be a set of clusters so that⋃

k Ak = Ω and Ai ∩ Aj = ∅ ∀i 6= j. Let Ck be the centroid of Ak and C0 the centroid of Ω.

BD-Silhouette: This index [11] is defined as the difference between inter-cluster and intra-cluster
distances, divided by the maximum of them. The inter-cluster distance is the average of distances
between each cluster centroid and global centroid C0. It is defined by:

inter-cluster =
1
N

N

∑
k=1

d(Ck, C0) (1)

The intra-cluster distance is defined as the average of the sum of the distances between each point
and the centroid of the cluster to which it belongs. It is defined by the following equations:

rk =
1
|Ak| ∑

xi∈Ak

d(xi, Ck) (2)

intra-cluster =
1
|N|

N

∑
k=1

rk (3)

Therefore, the BD-Silhouette index is defined as follows:

BD-Silhouette =
inter-cluster− intra-cluster

max{inter-cluster, intra-cluster} (4)

This value can range from −1 to 1 depending on the separation and consistency of the clusters.
At the negative end, it will take the value −1 when there is only one cluster, and at the positive end,
it will take the value 1 when there is a cluster for each of the dataset elements. In order to find an
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optimal value, it is necessary to look for the lowest possible K that maximizes the coherence and
consistency of the cluster, being this the first maximum of the BD-Silhouette index.

BD-Dunn: This index [11] relates the maximum distance between all the points belonging to the same
cluster and its corresponding centroid, and the minimum distance between these centroids and the
global centroid.

BD-Dunn =
min

k=1..N
{d(Ck, C0)}

max
k=1..N

max
xi∈Ak

{d(xi, Ck)}
(5)

This value is 0 if there is only one cluster and tends to zero when the number of clusters increases.
Therefore, a maximum value in the BD-Dunn graph implies a higher quality of the clusters.

Davies-Bouldin: This index [31] assesses how distant clusters can be in order to make them of
higher quality. Therefore, we will choose the first minimum of the Davies-Bouldin value chart to create
a better model. The index is defined as follows:

Davies-Bouldin =
1
N

N

∑
i

N

∑
j

max
i 6=j

ri + rj

d(Ci, Cj)
(6)

where ri and rj are represented in Equation (2), and d(Ci, Cj) is the distance between the centroids Ci
and Cj.

Within Set Sum of Square Errors (WSSSE): This index [32] is implemented in the MLlib. It is
a measure of cluster cohesiveness and it calculates the sum of the distances from each point to
the centroid of its cluster.

WSSSE = ∑
xi∈Ak

d(xi, Ck)
2 (7)

The optimal k is generally the one with a global minimum or the result after applying the “elbow
method” to the WSSSE graph [33].

Majority Voting Methodology

The aim is to apply this group of indices to the complete set of data so that we can validate
them and also obtain the optimal number of clusters K, which will be used as an input parameter
of the parallelized k-means algorithm. In this sense, this work proposes a methodology of majority
voting [34], which combines the results obtained of the application of the four indices above as
a single result.

The voting strategy is now explained. The application of each of the indices separately to the
complete dataset generates a graph that will show maxima or minima indicating the optimal number
of clusters according to each case. Therefore, each of the graphs will have a first best value, a second
best value, a third best value, and so on.

The voting system will evaluate the best results of all indices so that we extract as a result of the
optimal k number of clusters to group our dataset.

There is a favourable and ideal situation: that all indices coincide with the best value or that most
(i.e., at least three) coincide. In this case, we will take this value as the optimum k.

However, a second situation may arise: there are no coincidences or these are the minority (that is,
fewer than three). When this case occurs, in addition to the first best values, the second best results
of the four indices will be also considered. If a majority is not reached, we will study the third best
results, and so on until we find a majority that matches. The selected k will then be the one that is
repeated most times until the majority is found.
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An example of the application of this system is shown in Table 1. In this case, the second situation
occurs: only the BD-Dunn (six clusters) and Davies-Bouldin (six clusters) indices offer the same result
(i.e., the minority of the first best results), resulting in the application of BD-Silhouette (four clusters)
and WSSSE (seven clusters) indices in a manner different from the first two. At this point, we will have
to look at the second best results to obtain the optimal number of clusters. If we look at the second best
values, BD-Silhouette index coincides with BD-Dunn and Davies-Bouldin indices, since it offers six
clusters as the second best result. Therefore, we will have found a majority (i.e., at least three matches),
observing the first and second best results of the validity indices.

Table 1. Majority voting methodology.

Values BD-Silhouette BD-Dunn Davies-Bouldin WSSSE

First 4 6 6 7
Second 6 8 9 15
Third 9 13 15 21

3.3. Third Fase: MLlib

Once the optimal number of clusters k for the dataset has been obtained, the clustering algorithm
can be applied. The algorithm used for discovering patterns from the dataset is the k-means [9].
This algorithm is a parallelized version of the k-means included in the MLlib of Apache Spark.
This clustering algorithm is based on the classic k-means algorithm and has been developed to extract
patterns in parallel and distributed systems.

Figure 2 shows how a run of the k-means works. First, the RDD object containing the complete
dataset is distributed in several slave nodes for the execution of k-means, obtaining initial centroids n.
Second, the Apache Spark engine shuffles the resulting n centroids for each run. Finally, the k-means
algorithm computes the WSSSE index in each partition for each centroid, returning the one that
minimizes the WSSSE as the best. It is worth remembering that there are as many centroids as there
are concurrent executions. Figure 2 is representative of one execution.

Data: 1

Data: n

S

H

U

F

F

L

E
Centroids Dn

Centroids D1

Centroids #1. . . . . .

Concurrent run #1

RDD: dataSet

Figure 2. One concurrent execution of the k-means algorithm.

3.4. Fourth Phase: Evaluation

The last phase corresponds to interpret and evaluate the results obtained after the application of
k-means with the optimal number of clusters to the dataset.

We will obtain and analyze different types of results to obtain electric consumption patterns in
big data time series. We will obtain the distribution of instances in each cluster and the centroids of the
daily electricity consumption clusters.

Although clustering is considered an unsupervised learning technique, a clustering validity
analysis has been carried out in this study, using features of the instances such as a type of day, season,
or building as labels. Clustering results are merged with the features that each instance could have.
Table 2 shows an example of the data that will be analysed Each row represents an instance of the
dataset, i.e., the electricity consumption of a day, and the column cluster indicates the cluster assigned
to that consumption. Also, each instance includes the features to be analysed as the building in which
electricity was consumed, the season of the year, and the day of the week or non-working day.
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Table 2. Example of a dataset along with assigned cluster and features.

ID Cluster Building Season Day

1 1 Build_1 Summer Day off
2 1 Build_1 Winter Day off
3 2 Build_20 Summer Thursday
4 1 Build_42 Summer Friday
5 3 Build_1 Autumn Monday

With this information, we can see how the clusters are built regarding the features. Following
our example, we can observe how the buildings are distributed by clusters, check out in which cluster
there are more days off, or determine if the clusters are influenced by the season of the year. Based on
this reasoning, we will draw the general conclusions using percentages of the distribution of buildings
in the k clusters.

We will also conduct a study of several synthetic big datasets. Starting from the base of the
original set, we will multiply its original size with the objective of checking the efficiency in computing
time of the proposed methodology.

All the experiments were executed in Amazon Web Services (AWS) Elastic Map Reduce using
two different hardware scenarios:

• Five instances of m3.xlarge with Intel Xeon E5-2670 v2 (Ivy Bridge) processors with 8 CPUs, 15 GB
RAM, and 2 SSDs of 40 GB each.

• Five instances of m3.2xlarge with Intel Xeon E5-2670 v2 (Ivy Bridge) processors with 16 CPUs,
30 GB RAM, and 2 SSDs of 80 GB each.

4. Results

This section is organized as follows. Section 4.1 describes the dataset and the preprocessing carried
to be out. Section 4.2 shows the results obtained when applying the four clustering validity indices.
Finally, Section 4.3 presents the results of the clustering analysis obtained by the k-means.

4.1. Description of the Dataset

As described in the previous section, the first phase is a previous treatment of the raw data.
The initial dataset is made up of measurements of electricity consumption with a 15-min frequency
taken over six consecutive years. However, these measurements present missing values, which were
treated as follows.

Being a time series of 96 elements corresponding to one-day measurements, we find certain empty
measurements with zero value. These empty measurements occurred due to point-based errors in
the smart meters. In these cases, these zero values precede a very high measurement, well above
the average of measurements in that daily interval, corresponding to the accumulation of missing
measurements in the previous intervals.

For this reason, these empty values were modified with the mean corresponding to the division
of this high value by the number of empty values.

As a result of this cleaning, a RDD variable composed of 8581 rows and 97 columns (the first one
with the unique identifier and the remaining ones with electrical consumption measurements) will be
analyzed in this work.

The RDD object contains electricity consumption measurements of sensors from the following
buildings of Pablo de Olavide University of Sevilla in Spain:

• Building 1—Backup data processing centre (DPC).
• Building 11—Office for professors and classrooms on the ground floor.
• Building 12—Administration services.
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• Building 20—Research centre of developmental biology.
• Building 21—Experimental research services.
• Building 42—Old kindergarten (closed since 2010).
• Building 44—Administration services.
• Cafeteria—Cafeteria.

4.2. Cluster Validity Indices Analysis

In this section, the BD-CVIs have been applied to determine the optimal number of clusters to
discover useful patterns of electricity consumption in the different buildings of the university.

Figure 3 shows the results of the clustering validity indices described in Section 3.2. The results
for the BD-Silhouette index are shown in Figure 3a. It can be observed that its curve reaches two
local maxima at four and eight. Figure 3b is the BD-Dunn graph and shows local maximum values at
four and eight also. The Davies-Bouldin index (Figure 3c) does not show any clear results. However,
the curve draws some changes of tendency at 10, 12, and 14, which could be valid results. Figure 3d
corresponds to the WSSSE index and draws a stabilization of its values at four and eight. Note that M
means millions.

(a) BD-Silhouette. (b) BD-Dunn.

(c) Davies-Bouldin. (d) WSSSE.

Figure 3. BD-Silhouette, BD-Dunn, Davies-Bouldin, and WSSSE clustering validity indices for k values
from 2 to 15.

Table 3 shows the results of the BD-CVIs. According to the majority voting method, BD-CVIs
suggest that four and eight could be optimal numbers of clusters for the dataset.
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Table 3. Majority voting from cluster validation indices (CVIs).

Values BD-Silhouette BD-Dunn Davies-Bouldin WSSSE

First 4 4 10 4
Second 8 8 12 8
Third - - 14 -

4.3. Clustering Results

Clustering results are presented in this Section. As two possible values for the number of clusters
have been obtained, this section is divided into two subsections. Sections 4.3.1 and 4.3.2 describe the
results when considering four and eight clusters as the optimal number of clusters, respectively.

4.3.1. Analysis of Results: Four Clusters

Table 4 shows the percentage of instances belonging to each cluster. It shows that cluster 1 is
the densest, containing 72% of the instances. On the other hand, the consumption centroids for each
cluster are displayed in Figure 4. It can be concluded that there are two groups of clusters depending
on the consumption level:

• Clusters 2 and 3 with the highest consumptions but with few instances (7% and 4%, respectively).
• Clusters 1 and 4 with the lowest consumptions and the largest percentage of instances (72% and

18%, respectively).

Table 4. Instances along the clusters.

Cluster Total Rate

1 6161 72%
2 605 7%
3 311 4%
4 1504 18%

Figure 4. Centroids of the electricity consumption clusters.

Figure 5 shows an analysis of the clusters according to the features buildings, seasons of the year
and days of the week. There are two kinds of graphs: Figure 5a,c and e (left side) represent how the
clusters are composed of the features, where the bars symbolize the clusters and the colours are the
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different features. Figure 5b,d and f (right side) represent the presence of the different features in the
clusters, where the different features are the columns and the clusters are represented by colours.

(a) Cluster composition according to buildings. (b) Building composition along the clusters.

(c) Cluster composition according to season of the year. (d) Season of the year composition along the clusters.

(e) Cluster composition according to days of the week. (f) Day of the week composition along the clusters.

Figure 5. Cluster analysis depending on buildings, seasons of the year and days of the week.

Figure 5a,b presents the composition of the clusters according to the buildings. Figure 5a shows
how the clusters are composed of the different buildings. It can be noticed that clusters 2 and 3 consist
of the building 20. Cluster 4 is mainly formed by building 21 -71.41%- and the cluster 1 is equally
distributed among all the buildings except buildings 20 and 21. Figure 5b shows the composition of
the buildings depending on the clusters. It should be noted that all the buildings, except buildings 20
and 21, have instances in cluster 1, and buildings 1, 12, 42, 44 and cafeteria are just in it.
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Figure 5c,d depict a characterization of the clusters according to the feature of the seasons of
the year. It is worth noting that cluster 3 is a mainly summer cluster with no instances from winter,
and cluster 2 is be the opposite, with few instances of summer and a 31.40% of winter.

Figure 5e,f present the patterns related to the days of the week. It should be highlighted that
the percentage of instances is similar during the weekdays. Mainly, the differences exist between the
working days and non-working days. Cluster 3 may be considered a working day cluster because the
non-working days’ instances are just 5.79%. Besides, clusters 1 and 4 have a high rate of instances of
non-working days (31.85% and 32.7%, respectively). This fact is consistent with the fact that clusters 1
and 4 were characterized as low-consumption clusters.

Table 5 present the patterns discovered when using four clusters. The characterization of the
clusters related to the selected features is summarized as follows:

• Clusters 1 has low consumption and a significant number of instances corresponding to
non-working days.

• Cluster 4 has low consumption, and consists of buildings 11 (offices), 20, and 21 (research centres)
and instances with a greater presence in non-working days.

• Cluster 2 and 3 have high consumption and both contain building 20, but they are opposites
in terms of seasons and days of the week. On the one hand, cluster 2 may be considered
a non-summer cluster with a larger number of instances corresponding to non-working days.
Although the cluster 2 has a large number of non-working days, the electricity consumption is
high because building 20 is dedicated to experimental research. On the other hand, cluster 3 is
considered a non-winter cluster, defined by weekdays mainly.

Table 5. Cluster analysis for four clusters.

Consumption Buildings Days Seasons
Cluster High Low 11 20 21 Non-Working Days Non-Summer Non-Winter

1 X X
2 X X X X
3 X X X
4 X X X X X

4.3.2. Analysis of Results: Eight Clusters

Table 6 shows the number of instances belonging to each cluster after applying k-means with
eight clusters. The results show that there are two major clusters, as 39% of the instances belong to
clusters 1, 32% to cluster 7 and the rest of the clusters do not reach percentages of 10% each.

Table 6. Instances along the clusters.

Cluster Total Rate

1 3333 39%
2 472 6%
3 171 2%
4 274 3%
5 684 8%
6 198 2%
7 2715 32%
8 734 9%

Figures 6 and 7 display the centroids of the clusters representing the average consumptions
(in MW), which belong to each cluster within a full day. Figure 6 shows the centroids of all the clusters
while Figure 7 shows the centroids with lower consumptions in more detail. Figure 6 reveals that
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clusters 2, 3, and 6 have a very high consumption compared to the rest of the clusters. These three
clusters have higher consumptions during daylight hours, although the night hours still have a high
consumption. Cluster 4 also has a very high consumption, and it remains constant during the day.
Clusters 5, 7, and 8 have lower consumptions, which are higher during the daylight hours and much
lower during the night. Cluster 1, that contains the largest number of instances, has a consumption
close to zero during the entire day.

Figure 6. Centroids of the electricity consumption clusters.

Figure 7. Centroids of the clusters with lower consumptions.

Figure 8 shows an analysis of the clusters obtained when using eight clusters depending on
features such as buildings, seasons of the year, and days of the week.

Figure 8a illustrates how the clusters are composed of the buildings in percent. Clusters 2, 3, 4
and 6 are mainly composed of building 20. Besides, cluster 1 is made up of all the buildings except
buildings 20 and 21. Cluster 5 consists of the building 21 mainly. The building 21 is also present in
cluster 8, that shares half of the instances with building 11. Cluster 7 is formed by instances from all
the buildings except buildings 20, 21, and 42. Figure 8b presents the composition of the buildings
according to the clusters. It may be highlighted that buildings 1, 11, 12, 44 and the cafeteria belong
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to clusters 1 and 7. Moreover, the buildings 20 and 21 are just the opposite because they belong to
different clusters. It is also worth mentioning that the building 42 has all the instances in cluster 1.
This is due to building 42 being the old kindergarten closed since 2010, and therefore, this building has
no electricity consumption.

(a) Cluster composition according to buildings. (b) Building composition along the clusters.

(c) Cluster composition according to seasons of the year. (d) Season of the year composition along the clusters.

(e) Cluster composition according to days of the week. (f) Day of the week composition along the clusters.

Figure 8. Cluster analysis depending on buildings, seasons of the year, and days of the week.

Figure 8c presents how the clusters are composed of seasons of the year. It can be appreciated
that clusters generally have instances equally distributed over the seasons with some exceptions.
For instance, cluster 2 has instances during all the seasons but summer, and the opposite situation is
found in cluster 3, which has more instances corresponding to summer days. Furthermore, clusters 2, 4,
and 5 have a percentage of instances slightly higher in winter: 36.02%, 34.31%, and 32.46%, respectively.
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It worth mentioning that cluster 6 is composed of non-winter instances as just a 0.51% of instances
correspond to winter and 41.92% to summer.

Figure 8e shows the distribution of the days of the week depending on the clusters. It is worth
noting that clusters 1 and 4 are mainly composed of non-working days, just the opposite to clusters
3 and 7 that only have 3.51% and 5.82% of day-off instances, respectively. Figure 8f presents the
percentage of instances of each cluster composing each type of day. It can be emphasized that days off
are mainly composed of cluster 1 instances, while the rest of days are mostly formed by cluster 7.

Table 7 provides a characterization of the clusters obtained when using 8 clusters by means of the
features analysed A summary is described below:

• Cluster 1 contains the instances with the lowest consumption and that are constant throughout the
day. It is composed of all the buildings except buildings 20 and 21 (research centres). The instances
are mostly non-working days and they are distributed uniformly over all seasons of the year.

• Clusters 2, 3, 4, and 6 are composed of building 20. These clusters contain the highest consumption
during daylight hours. Clusters 2 and 6 include instances from all the days of the week, while
clusters 3 and 4 just have instances from working days and non-working days, respectively. Most
of the instances of the cluster 2 are non-summer instances, and cluster 3 is just the opposite
because it includes summer instances mainly.

• Cluster 5 is composed of building 21. It is characterized by a low consumption which is higher
during daylight hours. In addition, it contains instances of all the days of the week but slightly
more for non-working days.

• Cluster 7 consists of all the buildings, except 20, 21, and 42. It represents a low consumption
higher during daylight hours and working days.

• Cluster 8 is formed by the buildings 11 (offices) and 21. It represents low consumption but higher
during daylight hours and non-working days.

Table 7. Cluster analysis for eight clusters.

Consumption Days Seasons Buildings
Cluster High Low Diurnal Working Days Non-Working Days Non-Summer Summer Non-Winter 11 20 21

1 X X X
2 X X X X
3 X X X X X
4 X X X
5 X X X
6 X X X X
7 X X X X
8 X X X X X

5. Execution Times

This section provides the computing times using different synthetic big data to evaluate the
scalability of the proposed methodology. To this end, the set of the electricity consumptions from the
eight buildings located on the university campus has been exponentially increased, with the aim of
simulating a neighbourhood, a town, a city or a metropolis.

Let us remember that the data comes from smart meters every 15 min for six years for eight
buildings. Mathematical operations defined in set theory such as union, distinct, or join, which are
supported by Spark technology, were used in order to transform datasets into exponentially bigger ones.
In particular, the input datasets were generated by means of union operations from the original ones.

Table 8 shows computing times obtained by the proposed methodology using synthetic datasets
for two different hardware configurations. Each row describes information about each of the generated
datasets such as the number of buildings, total number of instances, size of the file and runtimes
measured in hours. Time1 shows runtimes using a five-node cluster with 8 CPUs and 15 GB RAM,
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and the Time2 column is the second hardware scenario where there is a five-node cluster composed of
16 CPUs and 30 GB RAM.

Table 8. Computing times (in hours) using synthetic big data for two different hardware configurations.

Buildings Instances File Size Time1 Time2

16 17,162 10.3 MB 0.0015 0.0015
32 34,324 20.5 MB 0.0015 0.0016
64 68,648 41.2 MB 0.0015 0.0014

128 137,296 82.4 MB 0.0014 0.0015
256 274,592 190.1 MB 0.0018 0.0017
512 549,184 380.9 MB 0.0021 0.0015
1024 1,098,368 744.1 MB 0.0023 0.0022
2048 2,196,736 1.45 GB 0.0037 0.0020
4096 4,393,472 2.91 GB 0.0067 0.0023
8192 8,786,944 5.81 GB 0.0094 0.0054

16,384 17,573,888 11.63 GB 0.0156 0.0091
32,768 35,147,776 23.26 GB 0.7078 0.0162
65,536 70,295,552 46.52 GB 3.8555 0.0995
131,072 140,591,104 93.03 GB 5.2325 1.1985

On the one hand, in the first hardware scenario, execution times are negligible up until the dataset
of 11.63 GB composed of 16,384 buildings. The largest dataset with 131,072 buildings, big data that
could represent a big metropolis, had a time of 5.2325 h. On the other hand, the second hardware
configuration keeps slight runtimes, at 0.0995 h, up until the dataset with 65,536 buildings, with
1.1985 h for the largest dataset. It should be highlighted that the first configuration obtained reasonable
times, but using a more powerful hardware configuration, times are reduced considerably. For the
largest dataset, execution time has been reduced up to 5 times and about 40 times for the dataset with
65,536 buildings.

Computational times of the different processes in the methodology are proportional in the two
hardware configurations. Taking into account all the phases of the methodology, obtaining the optimum
number of clusters is the process that takes the longest, occupying 72% of the total time. This is because
it is an iterative process in which k-means is launched along the indices n times, where n is the maximum
number of clusters we could assume. Within this process, k-means takes 85%, and the rest of the time
is used to calculate the values of the clustering validity indices. The next phases that take longer are
clustering and preprocessing analysis, lasting 13% and 11%, respectively. Finally, the calculation of the
k-means takes the shortest time, since it simply launches the algorithm with already preprocessed data
and an optimal number of clusters.

Figure 9 graphically shows runtimes in hours when increasing the number of buildings for the
two different hardware configurations. As it can be noticed, both runtimes are similar using datasets
with less than 20,000 buildings, but the difference between both configurations is quite remarkable
for 60,000 buildings. In particular, Time1 was 40 times larger than Time2. As it can be seen, results
show that techniques described in this paper can be applied to optimize the electricity consumption of
a smart city within a reasonable time.
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Figure 9. A runtime comparison between the two different hardware configurations.

6. Conclusions

A detailed understanding of energy consumption patterns of buildings is essential for smart cities.
On the one hand, electricity companies can improve the pricing policies and offer customized packages
for certain types of communities. On the other hand, public administrations can optimize resources
by contracting certain hourly rates of discrimination offered by the main electricity companies in
the countries. A joint application of the methodology proposed in this work by energy companies
and public administrations can bring benefits to the community as a whole since energy saving is
essential to reduce the impact on climate change and promote sustainable development. In this context,
we propose a work methodology to detect patterns from big data time series, as this type of data is
generated by modern smart cities through the increasingly common smart meters.

In this paper, a model based on the k-means algorithm was designed for this purpose using
the distributed computing advantages of Apache Spark. Firstly, a study of four CVIs optimized for
parallelization—the DB-Dunn, DB-Silhouette, Davies-Bouldin and WSSSE indices—was carried out.
From these indices, a majority voting strategy was applied in order to choose the optimal number of
clusters. This study returned two possible values for the number of clusters and an in-depth analysis
of the patterns for both cases was performed.

Next, patterns were characterized according to the building, type of consumption (high, low,
daytime or constant), the season of the year, and day of the week (including days off). A valuable
interpretation of the patterns obtained has been provided. Namely, the consumption behaviour
of buildings depends mainly on their characteristics (administration buildings, research centres,
classrooms or leisure facilities) and the hours during the day which they are used. In addition, it has
been shown that there is a strong relationship between temperature and consumption, and a high
impact of holiday periods in the academic calendar.

Finally, several synthetic datasets were generated from the original dataset. These datasets were
used to measure computing times required to discover patterns using the proposed methodology.
Results showed a linear relationship between runtimes and size of datasets. In fact, the execution time
for the largest dataset considering big data is less than 4 h. Thus, in the hypothetical case of obtaining
a dataset with six-year measurements for 65,536 buildings, the runtime is computationally suitable.
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Future work will focus on two aspects: firstly, to discover consumption patterns in big data
using other additional variables (such as price or type of consumer), and secondly, the prediction of
electricity consumption from big data using distributed technology such as Apache Spark. The complete
methodology proposed in this paper allows us to lay the foundations for the use of different prediction
algorithms, once the original data set has been clustered. In this sense, algorithms in distributed
technology are being developed to obtain predictions with high accuracy.

These two approaches will support the economic and political decision making of different public
administrations, as well as the personalization of products by private organizations (energy companies,
for example), increasingly involved in tracking their resources to obtain valuable information in the
context of smart cities.
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