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Abstract: Recent electricity price forecasting (EPF) studies suggest that the least absolute shrinkage
and selection operator (LASSO) leads to well performing models that are generally better than those
obtained from other variable selection schemes. By conducting an empirical study involving datasets
from two major power markets (Nord Pool and PJM Interconnection), three expert models, two
multi-parameter regression (called baseline) models and four variance stabilizing transformations
combined with the seasonal component approach, we discuss the optimal way of implementing the
LASSO. We show that using a complex baseline model with nearly 400 explanatory variables, a well
chosen variance stabilizing transformation (asinh or N-PIT), and a procedure that recalibrates the
LASSO regularization parameter once or twice a day indeed leads to significant accuracy gains
compared to the typically considered EPF models. Moreover, by analyzing the structures of the best
LASSO-estimated models, we identify the most important explanatory variables and thus provide
guidelines to structuring better performing models.

Keywords: electricity spot price; day-ahead market; long-term seasonal component; LASSO;
automated variable selection; variance stabilizing transformation

1. Introduction

One of the challenges of short-term electricity price forecasting (EPF) is variable (or feature) selection.
However, there is no standard approach when the number of potential explanatory variables is large.
So far, the typical approach has been to select predictors in an ad-hoc fashion or by using expert
knowledge [1]. Rarely has a formal validation procedure been carried out, and hardly ever has an
automated selection or shrinkage algorithm been utilized.

The earliest known examples of statistically sound variable selection in EPF include Karakatsani
and Bunn [2] and Misiorek [3] who used stepwise regression to eliminate statistically insignificant
variables in parsimonious autoregression (AR) and regime-switching models in a multivariate
setting, i.e., separately for the individual load periods; see [4] for a discussion of the uni- and
multivariate frameworks in EPF. In the machine learning literature, Amjady and Keynia [5] proposed
a feature selection algorithm based on mutual information that was later utilized in [6,7], among others.
On the other hand, Gianfreda and Grossi [8] used a very simple technique—single-step elimination of
insignificant predictors in a regression setting.

To our best knowledge, Barnes and Balda [9] were the first to apply regularization in EPF. Namely,
in a study concerning the profitability of battery storage, they utilized ridge regression to compute
forecasts of New York Independent System Operator (NYISO) electricity prices for a model with more
than 50 regressors. By ‘putting big data analytics to work’—as they referred to it—Ludwig et al. [10]
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used random forests and the least absolute shrinkage and selection operator (LASSO or Lasso) as a feature
selection algorithm to choose which of the 77 available weather stations were relevant. In parallel,
in the machine learning literature, Gonzalez et al. [11] utilized random forests, while Keles et al. [7]
combined the k-Nearest-Neighbor algorithm with backward elimination to select the most appropriate
inputs out of more than 50 fundamental parameters or lagged versions of these parameters.

The next qualitative change came with the papers by Ziel et al. [12,13], who used LASSO
to sparsify very large (100+) sets of model parameters, either utilizing B-splines in a univariate
setting or, more efficiently, within a multivariate framework. In the first thorough comparative
study, Uniejewski et al. [14] evaluated six automated selection and shrinkage procedures (single-step
elimination, forward and backward stepwise regression, ridge regression, LASSO, and elastic nets)
applied to a baseline model with 100+ regressors. They concluded that using LASSO and elastic nets
can bring significant accuracy gains compared to commonly used EPF models. Finally, in a study on the
optimal model structure for short-term EPF, i.e., uni- vs. multivariate, Ziel and Weron [4] considered
autoregressive models with 200+ potential explanatory variables (but not exogenous) and concluded
that both uni- and multivariate LASSO-implied structures significantly outperform autoregressive
benchmarks and that combining their forecasts can bring further improvements in predictive accuracy.

Yet, despite these very recent advances in the use of regularization techniques for EPF—and
particularly the LASSO—a few issues remain open:

e Optimal structure of the baseline model. Which of the available regressors should we
consider? Should the pool of regressors be parsimonious, limited mostly to lagged prices as in
references [4,12-14]? Or the contrary, should we include as many regressors as possible,
in particular, lagged exogenous variables?

e The choice of the LASSO tuning (or regularization) parameter A. So far, two schemes have
been proposed in the EPF literature. Ziel et al. [4,12,13] selected one A for each day and hour
in the test period by maximizing an information criterion in the 730-day in-sample calibration
window, while Uniejewski et al. [14] used one 91-day cross-validation window to select one A for
all days and hours in the test period. Which approach leads to more accurate forecasts—frequent
recalibration (every day and hour), one A for all days and hours, or something in between? What
is the optimal window length for selecting A?

e  The use of variance stabilizing transformations (VSTs). Recent studies advocate utilizing the
seasonal component approach of Nowotarski and Weron [15] to eliminate long-term trend-seasonal
effects and applying a VST to ‘normalize’ the marginal price distributions prior to fitting a
forecasting model. So far, only parsimonious regression and neural net structures have been
tested. However, is this approach also beneficial in case of parameter-rich and LASSO-estimated
models? If yes, which of the VSTs discussed and evaluated in Uniejewski et al. [16] are to
be recommended?

To this end, we conduct a comprehensive empirical study involving nearly 5-year long datasets
from two major power markets (Nord Pool and PJM Interconnection), multiple model structures
(including three expert models, two multi-parameter regression baseline models and LASSO-estimated
models based on the latter two structures), a range of alternative procedures for estimating A, four
variance stabilizing transformations combined with the seasonal component approach, and an evaluation
in terms of the classical error measure for point forecasts (i.e., the mean absolute error, MAE) and the
Diebold-Mariano (DM) test [17] to determine significant differences in forecasting accuracy.

For the benchmarks, we consider a naive similar-day scheme and three parsimonious
autoregressive models with exogenous variables (ARX). Two of them are built on popular structures,
originally proposed by Misiorek et al. [18] and Ziel and Weron [4], and the third one is a new
specification that was motivated by the results presented in Table 2 of Uniejewski et al. [14]. Following
the later paper and Ziel [13], we refer to all three ARX benchmarks as expert models, since they are
built on some prior knowledge of experts. As the baseline structures that are ‘shrunk’ via LASSO,
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we use two multi-parameter ARX models—one has been already considered in the EPF context [14],
and the other is a newly proposed specification. Furthermore, we propose a new two-step procedure
that merges automated variable selection via LASSO with ordinary least squares (OLS) estimation of
its weights and compare the obtained point forecasts across four variance stabilizing transformations
(VSTs) and 39 schemes of selecting the tuning parameter (A).

The remainder of the paper is structured as follows. In Section 2, we first introduce the two
datasets and the rolling window scheme, and then discuss seasonal decomposition and the four VSTs
used in this study. In Section 3, we introduce the considered model structures. Then, in Section 4,
we compare the predictive performance in terms of MAE and the DM test across models, VSTs, and
A-selection schemes. We also analyze the structures of the best LASSO-estimated models to identify
the most important explanatory variables and thus provide guidelines to structuring better performing
models. Finally, in Section 5, we wrap up the results and conclude.

2. Methodology

2.1. The Test Ground

For the test ground we chose two major power markets—Nord Pool (Europe) and PJM (United
States). The first dataset comprises system prices, day-ahead consumption prognosis for four Nordic
countries (Denmark, Finland, Norway, and Sweden), and day-ahead wind power generation prognosis
for the period 1 January 2013 to 19 September 2017, all at hourly resolution. The time series
plotted in Figure 1 were constructed using data published by the Nordic power exchange Nord
Pool (www.nordpoolspot.com) and preprocessed to account for missing values and changes to/from
daylight saving time, analogously as in [19]. The missing data values (corresponding to the changes to
the daylight saving/summer time and eight hourly consumption figures for Norway) were substituted
by the arithmetic average of the neighboring values. The ‘doubled” values (corresponding to the
changes from the daylight saving/summer time) were substituted by the arithmetic average of the
two values for the ‘doubled” hour.

The second dataset comprises hourly prices for the Commonwealth Edison (COMED) zone in
the PJM market and day-ahead system (RTO) and zonal (COMED) load forecasts for the same period,
i.e., 1 January 2013 to 19 September 2017 (see Figure 2). The time series were constructed using data
published by the PJM (www.pjm.com) and preprocessed to account for missing values and changes
to or from the daylight saving time, analogously, as for the Nord Pool dataset. Note, that although
the electricity price units are similar in Figures 1 and 2 (EUR/MWh vs. USD/MWh), the scales on the
y-axis are different because of the much more volatile behavior of the PJM market, particularly in 2014.

Like the majority of EPF studies, we considered a rolling window scheme. To avoid seasonal
artifacts, we let the calibration window length be a multiple of the weekly and annual periodicities.
On the other hand, due to a large number of variables considered (as many as 386 in one of the models),
we needed a window of more than 386 days to avoid an underdetermined system with fewer equations
than unknowns. Hence, the choice of a circa two-year calibration window of 728 days or 104 full weeks
which is the shortest window that satisfies the these criteria.

Each day, the 728-day long calibration window was rolled forward by 24 h and price forecasts
for the 24 h of the next day were computed. Initially, all considered models (their short-term and
long-term components) were calibrated with data from 1 January 2013 to 19 September 2017 and
forecasts for all 24 h of 30 December 2014 were determined. Then, the window was rolled forward
by one day and forecasts for all 24 h of the next day are computed. This procedure is repeated until
predictions for the last day in the sample (i.e., 19 September 2017) were made.


www.nordpoolspot.com
www.pjm.com
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Figure 1. Nord Pool hourly system prices (top), hourly consumption prognosis (middle) and hourly
wind power prognosis for Denmark (bottom) for the period 1 January 2013 to 19 September 2017.
The vertical dashed lines mark the beginning of the 364-day period for selecting As for LASSO and the
beginning of the 631-day long out-of-sample test period.
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Figure 2. Hourly prices for the Commonwealth Edison (COMED) zone in the PJM market (top), hourly
system load forecasts (middle) and hourly zonal load forecasts for the COMED zone (bottom) for the
period 1 January 2013 to 19 September 2017. The dashed lines have the same meaning as in Figure 1.
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2.2. Seasonal Decomposition

Recent published research leaves no doubt that seasonal decomposition of the price series leads to
significant improvement in forecasting accuracy [15,20,21]. Here, we followed the Seasonal Component
AutoRegressive (SCAR) modeling framework of Nowotarski and Weron [15], i.e., the series of electricity
spot prices is decomposed in an additive manner into a long-term seasonal component (LTSC) and the
remaining stochastic component with short-term periodicities. Then, the two were modeled separately
and their day-ahead forecasts are added up to yield the final price forecast. Note that following
Uniejewski et al. [21], we added an additional step to the original SCAR algorithm, in which we
decomposed the exogenous series (consumption prognosis and wind power generation prognosis;
see Section 2.1).

Moreover, in contrast to other papers built around the seasonal component concept, (i) we did
not limit the analysis to log-transformed data but considered more general variance stabilizing
transformations (see Section 2.3) and (ii) worked only with the Sg wavelet-based LTSC [19,22] which has
been found to be robust and well performing across a range of datasets and forecasting models [20,21].

2.3. Variance Stabilizing Transformations

The basic idea behind a variance stabilizing transformation (VST) is to reduce the variation in price
data. Lower variation and/or less spiky behavior of the input data usually allows the forecasting
model to yield more accurate predictions [22]. In our models, we let Y; ;, denote the deseasonalized
electricity price in the day-ahead market for day d and hour i, with X, being transformed data,
ie, X = f(Yan), where f(-) is a given VST. After computing the forecasts, we applied the inverse
transformation to obtain the deseasonalized electricity spot price forecasts: ?d,h =f -1 ()A(d,h). We used
four VST classes that have been found to perform well in an EPF context [16]. Three of them work
on ‘normalized” values, y; ), = %(Yd/h — a), where 7 is the median of Y, j, in the 728-day calibration
window and b is the sample median absolute deviation (MAD) around the median. The last class builds
on the probability integral transform (PIT) and does not require normalization. In Figure 3, we illustrate
all four VSTs on a sample dataset.

The area hyperbolic sine transformation is nothing else but the inverse of the hyperbolic sine,

X4y = asinh(y, ;) = log (yd,h + \/m) , (€))

with inverse y;, = sinh(X;;). It has been used in the context of electricity prices, e.g.,
by Schneider [23] and Ziel and Weron [4]. The mirror-log and polynomial transformations were
introduced by Uniejewski et al. [16] as generalizations of the robust Box-Cox transformation for
A =0and A # 0, respectively. The former is a straightforward generalization of the log-transformation
with a mirror image of the logarithm for negative values:

Xgy = mlog(yap, ) = sgn(yau) {1055 (\J/d,h| + %) + log(c)] , ©)
with inverse y;;, = sgn(X;) [e'Xd/h %} It is a one parameter family. Here, we used ¢ = %,
as suggested by Uniejewski et al. [16]. Similarly to the standard log-transformation and asinh, the mlog
exhibits a log-damping effect. The used polynomial transformation was

|—loge _

A
H(HT

A
Xan = poly(yapn c,A) = sgn(yan) U|yd,h - (K)“] , 3)

A 1
with inverse vy, = sgn(Xy ) [{|Xan| + (%)ﬁ}% — (£)*7]. Itis a two parameter family. Here,

we used A = 0.125 and ¢ = 0.05, as suggested by Uniejewski et al. [16]. Both the mlog and poly had
slopes of ¢ at the origin.
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The last class we considered is based on the so-called probability integral transform: PIT(Z) = Fz(Z),
where F7 is the cumulative distribution function (cdf) of Z. The N-PIT is defined as

Xgp = N-PIT(Yy),) = @1 (PIT(Y ) = @71 (By(Yap)), )

with the inverse Y, = £y L(®(X,,)), where @ is the standard normal cdf. The N-PIT, misleadingly
called the Nataf transformation, was used by Diaz and Planas [24] to normalize Spanish electricity
prices. It was also used together with the t-PIT (a Student-t transformed PIT) in a recent extensive EPF
study [16]. In Figure 3, we can clearly see that the histogram of N-PIT-transformed prices looks like

the standard normal density.
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Figure 3. Time series plots of the original (in EUR/MWHh), asinh-transformed, mlog-transformed,
poly-transformed and N-PIT-transformed Nord Pool spot prices (from top to bottom). All series were
deseasonalized with respect to the Sg wavelet-based long-term seasonal component (LTSC) beforehand.

The resulting marginal densities are depicted in the right panels.

2.4. The Forecasting Framework

Let us now summarize the forecasting framework. For each autoregressive model discussed in
Section 3, i.e., all models except the naive benchmark, this consisted of five steps:

1. (a) Decompose the series of prices in the calibration window of 728 x 24 = 17,472 h using Sg
wavelet smoothing, i.e., utilizing nine decomposition levels [19,22], into a trend-seasonal
and a stochastic component (with short-term periodicities): Py, = Ty, + Yy .

(b) Compute persistent forecasts of the LTSC independently for each of the 24 h of the next day,
ie., Ty t1p = Ty for h =1,...,24, where d* is the last day in the calibration window.

(c) Decompose the exogenous series in the calibration window of (728 +1) x 24 = 17,496 h
using the same type of wavelet smoothing as in Step 1(a). Note that we can start one day
earlier since the load and wind power forecasts are known one day in advance.

2. Normalize y;; = (Y4 — a) and transform X, = f(y4), the stochastic component, where

f is one of the VSTs defined in Section 2.3 and (a,b) = (median, MAD) of Y;; in the
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calibration window. Analogously normalize and transform the stochastic component(s) of the
exogenous series.

3.  Calibrate one of the autoregressive models discussed in Section 3 to X;; , and compute forecasts
for each hour of the next day: )A(d*+1lh, h=1,..,24

4. Back-transform the obtained forecasts: Y- s1p =bf _1()?(1* +10) +a.

5. Add the persistent LTSC forecasts to yield the final price forecasts: ﬁd*+1,h =Ty 41h T+ Y- 1

Note that compared to recent EPF papers utilizing the seasonal component approach [15,20,21],
we introduced important changes. Firstly, instead of the logarithm we used one of four VSTs defined in
Section 2.3, which can also be applied to price series with negative values, like those from the German
European Energy Exchange (EEX) [25]. Secondly, the order of data transformation and decomposition
was swapped. We first seasonally decomposed the data, and then transformed the stochastic part;
the same applied for the exogenous series (consumption and wind power generation prognosis).

3. Models

3.1. Benchmarks

The first benchmark, the so-called naive method, belongs to the class of similar-day techniques.
It is defined by ﬁd,h = P;_7) for Monday, Saturday and Sunday, and ﬁd,h = Py, otherwise.
As Contreras et al. [26] argued, forecasting procedures that are not calibrated carefully fail to
outperform this extremely simple method surprisingly often.

The second benchmark, denoted by ARX1, is a simple autoregressive structure originally proposed
by Misiorek et al. [18] and later used in a number of EPF studies [13,14,19,20,27-30]:

Xan = BnaXa—1n + BnaXa—on + BuaXa—7n + BuaXy™ + BnsCan
+ :Bh,6DSat + .Bh,7DSun + ﬁh,SDMon + Ed hr (5)

where X;_1 j,, X4_2 and X;;_7 ), refer to the transformed and deseasonalized price series. They account
for the autoregressive effects of the previous days (the same hour yesterday, two days ago, and one
week ago), while X" is the minimum of the previous day’s 24 hourly preprocessed prices.
The exogenous variable C; ), refers to the prognosis of consumption for day d and hour & (actually, to a
transformed and deseasonalized series). The three dummy variables Dg,;, Ds,;,;, and Dy, account for
the weekly seasonality, and are defined as D; = 1 for d = i and zero otherwise. Finally, the ¢, s are
assumed to be independent and identically distributed normal variables.

The third benchmark was the expertp,w ,; model of Ziel and Weron [4], only expanded to include
one exogenous variable (consumption prognosis). The model, denoted by ARX2, is given by the
following formula:

Xan = BuaXa—1n + BnoXa—on + BrnzXa—7n + BraXi—1.24

) 7
+ Bis XM + BreXi Y + BuzCan + Y BnsiDi + € (6)
i

The price for the last load period of the previous day, i.e., X;_1 4, is included to take advantage of
the fact that prices for early morning hours depend more on the previous day’s price at midnight than
on the price for the same hour [13,31]. Compared to ARX1, the maximum of the previous day’s prices,
ie., X7, and dummies for the remaining days of the week (D4 = Drye, Ds = Dwed, D¢ = Drju,
D7 = Dgpy;) are also included. As there are seven dummies in Equation (6), one of them plays the role
of the intercept. Note, that there is no intercept in Equation (5); this is not a major shortcoming since
the prices are deseasonalized (i.e., centered) beforehand.
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The last benchmark, denoted by ARX3, is based on the results of Uniejewski et al. [14]. The authors
used shrinkage methods (particularly, LASSO and elastic nets) to find the most commonly selected
regressors of a multi-variable ARX model. We analyzed these results and used them to construct a
benchmark model that combines the knowledge of experts and the outcome of automated variable
selection. The model is defined by

Xan = BrnaXa—1n + Bu2Xa—7n + BnzXa—1,n—1+ BnaXi—1,h41
+ Brs5Xa—121 + BreXa—1,22 + Bn7Xa-1,24 + BrsXi—224

7
+ BnoCan + Bi10Ca—7 + BuaitWan + Y Pnjz,iDi + €qp- (7)
i=1

i=

Compared to ARX2, this benchmark includes more autoregressive terms and two additional
exogenous variables: consumption prognosis for the previous week, i.e., C;_y}, and wind power
generation prognosis (for Nord Pool) or zonal load forecast (for PJM) of the forecasted day and hour,
i.e., Wy . Actually, the latter two refer to transformed and deseasonalized values.

3.2. Baseline Autoregressive Models

An indisputable advantage of using automatic variable selection is an almost unlimited number
of initially considered explanatory variables. As a result, the knowledge of experts becomes less
important. However, the human factor is not completely eliminated. The forecaster still has to choose
an appropriate baseline model that includes all variables of (potential) interest. To see how much
this choice impacts the forecasting accuracy, we considered two different baseline models. The first
one, denoted by bARX1, is essentially the fARX model of Uniejewski et al. [14] with consumption
prognosis C; , as the first exogenous variable and wind power generation prognosis (for Nord Pool) or
zonal load forecast (for PJM) W, ;, as the second, both after decomposition and transformation:

3 24

Xan =YY Buij1Xaij+ BuzniXa—7n
i=1j=1

3 .
+ Y (BrinaXi™ + Buin s X
i=1
+ BronaCan + BuanaCa—1,n + BnzpnaCa—7n + BnonsWaj

7 7 7
+ Y BnineDi+ Z Bh,in7DiXa—1n + Z Bh,i1,8DiCan + €apn- 8)

i=1 i=1 i=1

Note that in contrast to the benchmark autoregressive models discussed in Section 3.1, we treated
holidays as the eighth day of the week, i.e., D; = ... = D7 = 0 for national holidays in Norway (for
Nord Pool) or in the United States (for PJM); they were identified using the Time and Date AS web
page: www.timeanddate.com/holidays. Consequently, like the ARX1 model, but unlike ARX2 and
ARX3, the regression in Equation (8) has no intercept.

The second baseline model, denoted by bARX2, is much richer (386 vs. 104 variables). It uses
information about prices from all hours of the whole previous week, the exogenous variables play
much more important roles (175 vs. 4 variables) and the part accounting for weekly seasonality is more
complex (the dummies are additionally multiplied by the average price from the previous day and the
last known spot price, transformed, and deseasonalized). The model is given by
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7 24 7

Xan =Y Buij1Xaij+ (ﬁh,i,l,zxﬁni'} + ﬁh,i,1,3XZ1ff)
i=1/3 =

24 24
+ Y Y BuijaCasijt Y Y BnijsWaij

i={01,2,7} j=1 i={0,1,7} j=1

8 7 7
+ Y BnineDi+ Y Bri1zDiXa—1h+ Y BnitsDiXa—1.24
i=1 i=1 i-1
7 - 7

BinoDiX5" + Y Buin10DiCan + €ap- ©)
i=1 i-1

+

Note that for h = 24, B, ;1§ = 0 for all i. Moreover, compared to bARX1, the model includes an
explicit holiday dummy variable (Dg); hence, the regression in Equation (9) includes an intercept.

3.3. LASSO-Estimated Models
Let us write the structure of both baseline models in a more compact form:

n

Xap =Y BniVip (10)
i-1

where the V! s are the regressors, and the By, ;s are the corresponding coefficients. Shrinkage
(also known as reqularization) fits the full model with all predictors using an algorithm that shrinks the
coefficients of the less important explanatory variables towards zero [32]. The least absolute shrinkage
and selection operator (LASSO or Lasso) of Tibshirani [33] may actually shrink some of the coefficients to
zero and hence perform variable selection.

The LASSO can be treated as a generalization of linear regression, where instead of minimizing
only the residual sum of squares (RSS), the sum of RSS and a linear penalty function of the Bs is minimized:

n
:mgn{Rss+/\||ﬁh||1} = min {RSS+)‘Z|5h,i|}/ (11)
i=1

where A > 0 is a tuning (or regularization) parameter. Note that for A = 0, we get the standard least
squares estimator, for A — oo, all B ;s tend to zero, while for intermediate values of A, there is a
balance between minimizing the RSS and shrinking the coefficients towards zero (and each other).
Selecting a ‘good” value for A is critical. However, to our best knowledge, the optimal choice of A has
not been discussed in the EPF context so far. We compared alternative A-selection schemes for a grid of
25 exponentially decreasing As ranging from 10° to 1079, and selected the tuning parameter for which
the mean absolute (prediction) error in the D-day validation period was the smallest.

Models for which the LASSO operator is used to estimate parameters are denoted by *Lasso”,
where i = 1,2 refers to one of two baseline models (respectively bARX1 and bARX2); D is the length
of the validation window; and the asterisk represents the A-selection scheme. We considered eight
window lengths—D = 1 (one day), 7 (one week), 28 (one ‘month’), 60 (two months), 91 (one quarter),
182 (half a year), 273 (three quarters) and 364 (one year)—and six A-selection schemes:

° 24xNLassoiD , where for each day and each hour in the test period, one A is selected,

e 2xNLasso?, where for each day in the test period, two As are selected—one for the on-peak and
one for the off-peak hours,

° 1xNLassolD , where for each day in the test period, one A is selected,

° 24Lassofj , where for each hour, one A is selected for the whole test period,
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. 2LassolD , where two As are selected (on-peak and off-peak) for the whole test period,

e 1LassoP, where one A is selected for the whole test period.

3.4. LassOLS-Type Models

To answer the question of how important the shrinkage property is for reducing the prediction
errors, we introduced a modification of the *LassolD class of models, where the LASSO operator is
used to select the explanatory variables but not to estimate the §,s; instead, we used OLS to obtain
parameter estimates for the LASSO-selected variables. In this way, we automatically created 24
different ‘expert’, LASSO-implied models for each day. Since these model structures are dependent on
the choice of A, like in Section 3.3, we considered six model schemes: 1xNLassOLSP and nLassOLSP,
with n =1, 2,24, which correspond to anLassolD and nLassolD models, respectively.

4. Empirical Results

4.1. Evaluation in Terms of MAE and the DM Test

As the main evaluation criterion, we considered the mean absolute error (MAE) for the full
out-of-sample test period of D = 631 days, i.e., 29 December 2015 to 19 September 2017:

.
Ean
24D =0

MAE = [|Egp]l1 =

, (12)

where £, = Py — ﬁd,h is the prediction error for a given day d and hour /. Additionally, we used the
Diebold-Mariano (DM) test [17] to draw statistically significant conclusions on the outperformance of
the forecasts of one model by those of another. In the EPF literature, the DM test is usually performed
separately for each hour of the day [1]. However, Ziel and Weron [4] recently introduced a different
approach, where only one statistic for each pair of models is computed based on the 24-dimensional
vector of errors for each day:

—[|Eyq

where ||E2 4] = Y24, |E4,| for model Z. For each model pair and each dataset, we computed the
p-value of two one-sided DM tests: (i) a test with the null hypothesis Hy : E(Axyq) < 0, ie,
the outperformance of the forecasts of Y by those of X, and (ii) the complementary test with the reverse
null H(If tE(Axyq) > 0,i.e., the outperformance of the forecasts of X by those of Y. As in the standard
DM test, we assumed that the loss differential series was covariance stationary.

Axya=lExa , (13)

4.2. Performance across Model Classes and VST

In Table 1, we report the MAEs in the 631-day test period for 30 considered models and five
VSTs (Id denotes the identity ‘transformation’). The models include four benchmarks, two baseline
models, 12 ¥LassOLS;! models and 12 xLasso;! models, i.e., LASSO-type models with a 91-day
validation window to select A. In Figure 4 and 5, the results of the ‘multivariate” DM-test for the same
30 models and the N-PIT transformation (i.e., for both datasets corresponding to the last column in
Table 1) are summarized, while Figure 6 shows the two best performers in Table 1 across the VSTs
(i.e., corresponding to rows 26-27 in Table 1). The ‘chessboards’ present the p-values of the conducted
pairwise comparisons in graphical form. The green and yellow squares indicate statistical significance
at the 5% level, with the darkest green corresponding to close to zero p-values. The red squares indicate
weak significance with p-values between 5% and 10%, while black squares denote no significance,
i.e., p-values of 10% or more. Several interesting conclusions can be drawn.
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Table 1. Mean absolute errors (MAE) in the 631-day test period for 30 considered models (in rows),
five variance stabilizing transformations (VSTs; in columns; the first ‘transformation’ is identity, Id)
and two markets (Nord Pool and PJM). The models include four benchmarks, two baseline models, 12
>(<LassOLS?1 models and 12 *Lasso?1 models. Note that all LASSO-type models use a 91-day validation
window for selecting A. A heat map is used to indicate better (—green) and worse (—red) results.

Nord Pool PJM
MAE Id asinh mlog poly NPIT Id asinh mlog poly NPIT

naive 2.3338 3.8531

ARX1 1.9254 1.8491 1.8467 1.8482 1.8143| 2.9246 2.8172 2.8270 2.8303 2.7847
ARX2 1.7506 1.6422 1.6263 1.6272 1.6363| 2.9032 2.6986 2.7174 2.7240 2.6668
ARX3 1.6713 1.4831 1.4773 1.4805 1.4910| 2.8457 2.6369 2.6609 2.6681 2.6110
bARX1 1.8020 1.5447 1.5413 1.5518 1.5519| 2.8327 2.4504 2.4968 2.5119 2.4241
bARX2 2.5270 2.1671 2.1400 2.1362 2.0143| 3.8500 3.1544 3.2424 3.2665 3.2476

24xNLassOLS; | 1.6368 1.4486 1.4570 1.4602 1.4563| 2.6868 2.3976 2.4319 2.4489 2.3453
2xNLassOLS; 1.6609 1.4536 1.4561 1.4635 1.4484( 2.7209 2.4172 2.4477 2.4616 2.3654
1xNLassOLS; 1.6709 1.4480 1.4611 1.4720 1.4525( 2.7345 2.4324 2.4525 2.4643 2.3770

24LassOLS; 1.6719 1.4530 1.4603 1.4698 1.4569| 3.3577 2.5241 2.6683 2.8116 2.4075
2LassOLS, 1.6847 1.4540 1.4623 1.4771 1.4551| 3.4289 2.4473 2.6712 2.5928 2.4130
1lassOLS; 1.6855 1.4540 1.4578 1.4706 1.4551| 4.1461 2.4422 2.6712 2.5440 2.4341
24xNLasso; 15786 1.4356 1.4321 1.4363 1.4522| 2.5974 2.3589 2.3838 2.4024 2.3281
2xNLasso; 1.5976 1.4334 14338 1.4379 1.4516( 2.6092 2.3638 2.3924 2.4082 2.3421
1xNLasso, 1.6187 1.4337 1.4315 1.4415 1.4519| 2.6258 2.3717 2.4039 2.4174 2.3391
24Lasso; 1.6178 1.4377 1.4331 1.4419 1.4558| 3.3907 2.4495 2.5710 2.6056 2.3820
2Lasso; 1.6179 1.4349 14299 1.4470 1.4524( 3.1617 2.4096 2.5423 2.5735 2.3680
1lasso; 1.6207 1.4416 1.4378 1.4436 1.4524| 3.1617 2.4096 2.5423 2.6335 2.3508

24xNLassOLS, | 1.6641 1.3799 1.3800 1.3936 1.3640| 2.6875 2.4027 2.4275 2.4570 2.3627
2xNLassOLS, 1.7021 1.3801 1.3821 1.3954 1.3656| 2.7116 2.4089 2.4411 2.4581 2.3676
1xNLassOLS, 1.6778 13749 1.3818 1.3942 1.3604| 2.7465 2.3985 2.4607 2.4676 2.3864

24lassOLS, 1.6802 1.3829 1.3906 1.4056 1.3852( 3.4260 2.4477 2.6310 2.9983 2.4850
2LassOLS, 1.6759 13713 1.3846 1.4084 1.3715| 3.0317 2.3888 2.9658 2.7753 2.3662
1LassOLS, 1.6818 1.3725 1.3794 1.4084 1.3715| 3.4588 2.3877 2.6618 2.8809 2.3686
24xNLasso, 15766 1.3483 1.3800 1.3936 1.3454| 2.5703 2.3239 2.3487 2.3648 2.3211
2xNLasso, 1.5849 1.3401 1.3821 1.3954 1.3404| 2.5712| 2.3144 2.3393 2.3598 2.3070
1xNLasso, 15917 1.3391 1.3818 1.3942 1.3427| 2.5873 2.3332 2.3530 2.3698 2.3053
24Lasso, 1.5996/ 1.3459 1.3906 1.4056 1.3587| 3.3100 2.3607 2.5252 2.5524 2.3704
2lasso, 1.6031 1.3419 1.3846 1.4084 1.3565| 2.9388/ 2.3245 2.4429 2.5294| 2.3060
1lasso, 1.5999| 1.3419 13794 1.4084 1.3565| 2.9388 2.3139 2.4890 2.4646| 2.3060

e All considered models (except bARX2 with the identity transform, i.e., without applying a
VST) beat the naive benchmark by a large margin, see Table 1 and Figure 4. This indicates that
they all are highly efficient forecasting tools. The poor performance of bARX2 may be due to
identification issues of a model with nearly 400 explanatory variables calibrated with as few as
728 daily observations.

e  On the other hand, the smaller baseline model (bARX1) performed reasonably well, especially
for PJM data, where it significantly outperformed other benchmarks. This is in contrast to the
results reported in Uniejewski et al. [14] for the Nord Pool market. The reason may be that for a
regression model with 104 variables, the increased length of the calibration window (from one to
two years) leads to a much better performance.

o LASSO-type models based on bARX2 significantly outperformed all others (the lower left
‘quadrant’ of the chessboards in Figures 4 and 5 is black and the upper right ‘quadrant’ is
green). The latter is more visible in Figure 4 for the Nord Pool market. In particular, for Nord Pool
data, LASSO-type models improved the accuracy by ca. 7% in comparison to the same models
based on the smaller bARX1 baseline model.
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The LASSO operator treated as a shrinkage technique (i.e., a forecasting tool on its own; *Lasso”

models) significantly outperformed the two-step procedure where LASSO is only used for variable
selection and OLS is used for estimation (*LassOLS? models).

The ARX3 model strongly outperformed the more parsimonious benchmarks, obtaining for Nord
Pool data results that are almost as good as those from LASSO-based models built on bARX1( see
Table 1 and the relatively black row in Figure 4 corresponding to the ARX3 model).

The choice of the best performing transformation depends on the complexity of the model,
e.g., for LASSO models based on bARX2, the asinh and N-PIT transformations led to the most
accurate forecasts (see Table 1), and the benefit from using a VST increased with the complexity
of the model. Moreover, for the two best performing models, a significant difference between
using the asinh and N-PIT appeared only once (for PJM data) and it was in favor of the N-PIT
transformation. Note, that both VSTs led to significantly better predictions than the remaining
ones (see Figure 6).

For almost all cases, models that re-estimate (reselect) A on a daily basis, i.e., anLassOLSlD and
nxNLasso?, outperformed models with a fixed tuning parameter, i.e., nLassOLSP and nLasso?,
see Table 1 and Figure 4. On the other hand, re-estimating A is ca. 25 times slower (assuming
that we have a grid of 25 As as we do here). The computational time can be reduced, however,
by utilizing the results presented in Figure 7, i.e., by limiting the grid to 3-6 values of A for
D > 60 days.

Nord Pool
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Figure 4. Results of the ‘multivariate” variance stabilizing transformations (VSTs) multi-parameter
Diebold-Mariano (DM) test for Nord Pool for the same 30 models as in Table 1 and the N-PIT
transformation. A heat map is used to indicate the range of the p-values—the closer they are to
zero (—dark green), the more significant the difference is between the forecasts of a model on the
X-axis (better) and the forecasts of a model on the Y-axis (worse).
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Figure 5. Results of the ‘multivariate’ DM test for PJM for the same 30 models as in Table 1 and
N-PIT transformation. A heat map is used to indicate the range of the p-values—the closer they
to zero (— dark green), the more significant the difference is between the forecasts of a model on
X-axis (better) and the forecasts of a model on the Y-axis (worse).
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Figure 6. Results of the ‘multivariate’ DM test for the best performers in Table 1 (i.e., 1xXNLasso5' and
2xNLassogl) for Nord Pool (two left panels) and PIM (two right panels) across the VSTs. Like in Figures 4

and 5, a heat map is used to indicate the range of obtained p-values for the pairwise comparisons.

To better understand the impact of applying a VST, it is necessary to refer to the article
of Uniejewski et al. [16], where 16 transformations were tested across 12 datasets. Importantly,

only models without exogenous variables were used in the cited study—an AR counterpart of our

ARX2 and its neural network equivalent—and the price series were not decomposed into the LTSC
and the stochastic component. The N-PIT turned out to be the best performing VST overall, at least

in terms of MAE. However, for Nord Pool system prices covering a similar time period a

s in our
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study (30 July 2010 to 28 July 2016), the N-PIT was worse than asinh, mlog, and poly. Note that the
same conclusion holds here for the autoregressive benchmarks (including ARX2). This suggests that
the conclusions of Uniejewski et al. [16] are likely to remain unchanged when using a model with
exogenous variables and/or a model that is fitted to deseasonalized series. From this perspective,
the N-PIT gains the most from model complexity and even for more complex models, the N-PIT
would probably outperform other VSTs.

D=1 D=7 D=28 D=60 D=91 D=182 D=273 D=364
10000
«» 8000
5
o
<
%5 6000
o]
Qo
g 4000
=z
2000 I
0 L‘

64206 -4-20-6-4-206-4-206-4-20 6420642206420
Iogm)\

Figure 7. Histograms displaying the number of hours for which a given value of A was selected in the
whole Nord Pool test period (24 x 631 = 15,144 h) across different Ds and for the N-PIT-transformed
2xNLasso)’ model. Recall, that we considered 25 exponentially decreasing As ranging from 10° to 10~6;
they are plotted on a logarithmic scale on the X-axis. The histograms for PJM data look very similar
(not plotted).

4.3. Performance across A-Selection Schemes

Up to this point, all LASSO-type models have used a 91-day validation window for selecting
A. A pertinent question arises as to whether this is the optimal choice for D. To address this,
we considered eight validation window lengths: D = 1 (one day), 7 (one week), 28 (one ‘month’),
60 (two months), 91 (one quarter), 182 (half a year), 273 (three quarters) and 364 (one year; this window
is illustrated in Figure 1). On the other hand, the results discussed in Section 4.2 clearly show that (i) the
bARX2 baseline model leads to significantly better performing LASSO-type models than the smaller
bARX1 model, and (ii) xLasso;! models significantly outperform *LassOLS?". Hence, to simplify the
comparison, in this section, we limit the analysis to *Lasso? models.

In Table 2, we report the MAEs in the 631-day test period for 39 different A-selection schemes and
five VSTs (including the identity ‘transformation’). Note that, as opposed to Table 1, now, the coloring
is independent for each column to better emphasize the differences between the Ds. For both markets
we can see the following:

e Asobserved in Section 4.2, models that re-estimate (reselect) A on a daily basis, i.e., anLassoiD ,

outperform models with a fixed tuning parameter, i.e., nLassolD . Yet, considering the significantly
lower computational requirements, it is still reasonable to take the latter models as benchmarks.

o  As the length of the A-selection window increases, the extreme values of the tuning parameter are
less often selected and finally, for D = 364 days, only a few intermediate As are used (for a sample
illustration see Figure 7).

e Selecting validation windows of less than 60 days is not advisable. In the case of re-estimating
(reselecting) As on a daily basis, i.e., in the anLassoP models, it is recommended to use much
longer validation windows.

e  We cannot definitely reject or accept the hypothesis that choosing A for each hour separately leads
to an improvement in the accuracy of the forecasts. Overall, the best results in terms of MAE were
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obtained for the 2xNLasso, and 1xNLasso, models and D > 273 days, but the differences between
them and other well performing models were insignificant (DM test values are not reported here).

Table 2. Mean absolute errors (MAE) in the 631-day test period for 39 different A-selection schemes
(in rows), five VSTs (in columns; the first ‘transformation’ is identity, Id) and two markets (Nord Pool
and PJM). A heat map is used to indicate better (—green) and worse (—red) results. Note that this
time, the coloring is independent for each column to better emphasize the differences between the Ds.

Nord Pool PJM

D Id asinh mlog poly N-PIT Id asinh mlog poly N-PIT

1.8297 1.6629 1.6563 1.5979 1.5849( 29111 2.7536 2.7666 2.7244 2.7232
1.6757 1.4358 1.4713 1.4652 1.4169| 2.6990 2.4784 2.4942 2.4953 2.4705
28| 1.5878 1.3752 1.4027 1.4130 1.3752| 2.6036 2.3567 2.3853 2.4077 2.3717
60 1.5750 1.3598 1.3844 1.3979 1.3666| 2.5743 2.3231 2.3578 2.3668 2.3401
91| 1.5850 1.3571 1.3808 1.3935 1.3670| 2.5703 2.3239 2.3487 2.3648 2.3211
182] 1.5777 13533 1.3831 1.3984 1.3490( 2.5867 2.3238 2.3616 2.3733 2.3104
273| 1.5822 13536 1.3811 1.3932 1.3450| 2.5941 2.3209 2.3603 2.3787 2.3032
364| 1.5766 1.3483 1.3800 1.3936 1.3454| 2.6013 2.3250 2.3659 2.3868 2.3041
1| 1.7506 1.5411 1.5339 1.5359 1.5230| 2.8190 2.5898 2.6115 2.6072 2.5754

7| 1.6539 1.4058 1.4437 1.4547 1.3795( 2.6646 2.4235 2.4277 2.4309 2.4111
28| 1.6013 1.3641 1.3874 1.4081 1.3549| 2.5956 2.3292 2.3632 2.3729 2.3367
60 1.5787 1.3499 1.3776 1.3846 1.3452| 2.5653 2.3053 2.3381 2.3563 2.3056
91 1.5932 1.3425 1.3801 1.3849 1.3450 2.5712 2.3144 2.3393 2.3598 2.3070
182 1.5881 1.3460 1.3801 1.3938 1.3413| 2.5814 2.3239 2.3616 2.3798 2.2992
273| 1.5878 1.3483 1.3790 1.3954 1.3424| 2.5806 2.3224 2.3716 2.3839 2.2998
364| 1.5849 1.3401 1.3821 1.3954 1.3404| 2.5875 2.3143 2.3695 2.3806 2.2945
1| 1.7390 1.4898 1.5333 1.4965 1.5102| 2.7737 2.5476 2.5714 2.5554 2.5427

7| 1.6579 1.3908 1.4203 1.4315 1.3835| 2.6689 2.4078 2.4174 2.4318 2.4090
28| 1.6015 1.3489 1.3929 1.4078 1.3506( 2.6153 2.3413 23793 2.3936 2.3315
60| 1.5943 1.3474 1.3836 1.3885 1.3441| 2.5922 2.3252 23591 2.3771 2.3054
91 1.5919 1.3470 1.3809 1.3904 1.3434| 2.5873 2.3332 2.3530 2.3698 2.3053
182 1.5914 1.3456 1.3798 1.3939 1.3408| 2.5761 2.3169 2.3555 2.3734 2.2965
273| 1.5923 1.3387 1.3838 1.3935 1.3411| 2.5853 2.3151 2.3486 2.3733 2.2952
364| 1.5917 1.3391 1.3818 1.3942 1.3427| 2.5890 2.3163 2.3535 2.3751 2.2944
60( 1.6070 1.3492 1.3946 1.4016 1.3629| 3.4300 2.3831 2.6272 2.6881 2.3966
91 1.6119 1.3542 1.3955 1.4065 1.3624| 3.3100 2.3607 2.5252 2.5524 2.3704
24Lasso, 182 1.6104 1.3612 1.3954 1.4080 1.3645( 2.9197 2.3433 2.4188 25131 2.3387
273| 1.6047 13514 1.3929 1.4024 1.3592| 3.0088 2.3555 2.4240 2.5478 2.3352
364| 1.5996 1.3459 1.3906 1.4056 1.3587| 3.0071 2.3829 2.4442 2.5258 2.3608
60 1.6122 1.3419 1.3846 1.4165 1.3565| 3.3539 2.4136| 2.8478 2.5294 2.3567
91| 1.6122 1.3541 1.3846 1.4165 1.3565| 2.9388 2.3245 2.4429 2.5294 2.3060
2lasso, 182] 1.6122 1.3541 1.3846 1.4165 1.3565( 2.8792 2.3245 23760 2.4312 2.3060
273| 1.6122 1.3419 1.3846 1.4084 1.3565| 2.7906 2.3347 2.3916 2.4646 2.3060
364| 1.6031 1.3419 1.3846 1.4084 1.3565| 2.6686 2.3347 2.3760 2.4245 2.3246
60 1.5999 1.3419 1.4087 1.4084 1.3565| 3.5375 2.3139 2.4890 2.4646 2.3473
91 1.5999 1.3419 1.4087 1.4084 1.3565| 2.9388 2.3139 2.4890 2.4646 2.3060
1lasso, 182 1.6353 1.3419 1.4087 1.4084 1.3565| 2.7906 2.3139 2.3916 2.4646 2.3060
273| 1.5999 1.3419 1.4087 1.4084 1.3565| 2.7906 2.3347 2.3916 2.4646 2.3060
364| 1.5999 1.3419 1.3794 1.4084 1.3565| 2.6686 2.3347 2.3526 2.3915 2.3060

[uny

~

24xNLasso,

2xNLasso,

1xNLasso,

4.4. Variable Selection

Let us now comment on variable selection by looking at the 1xNLassoi? model calibrated to
N-PIT-transformed data (the results for other xLasso), D > 60 models were qualitatively similar).
In Table 3 (for Nord Pool) and Table 4 (for PJM), we present the mean occurrence (in %) of model
parameters across the 631-day test periods. A heat map is used to indicate more (—green) and less
(—red) commonly selected variables. Several interesting conclusions can be drawn.
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Table 3. Mean occurrence (in %) of model parameters across the 631-day test period. The columns

182

represent the hours and the rows represent the parameters of the 1xNLass0,°” model calibrated to
N-PIT-transformed Nord Pool data. A heat map is used to indicate more (— green) and less (— red)
commonly-selected variables.
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Table 4. Mean occurrence (in %) of model parameters across the 631-day test period. The columns
represent the hours and the rows represent the parameters of the 1xNLasso3%? model calibrated
to N-PIT-transformed PJM data. A heat map is used to indicate more (—green) and less (—red)

commonly-selected variables.
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e Asreported in Uniejewski et al. [14] and Ziel and Weron [4], the price 24 h ago as well as the
prices for the neighboring hours are important predictors (see the diagonals in rows 1-24 for
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day d — 1 in Tables 3 and 4). The diagonal was less visible around midday and for Nord Pool,
it almost disappeared. The latter may be attributed to the explanatory power of the day-ahead
wind prognosis for this market.

e Lagged prices for the more distant days (d —2 to d — 7) were much less often selected,
see Tables 3 and 4. Although they cannot be ignored completely, particularly for days d — 2
and d — 7 for Nord Pool and day d — 7 for PJM, it is hard to find any regular patterns that could be
rationally (economically) justified.

e Asobserved by Maciejowska and Nowotarski [31] and Ziel [13], the price for hour 24 (i.e., X;;_1 24)
is an important predictor. For on-peak hours, however, the evening prices (i.e., X;_1) for
h = 19,20,21,22) seem to have more explanatory power. What is also surprising is that the
morning prices (5 a.m. to 9 a.m.) on day d — 7 provided more information than the evening prices
on that day.

e The maximum prices on the previous seven days included more information than the minimum
prices and for the Nord Pool dataset they were selected quite often (see the green cells in the
bottom of Table 3). On the other hand, the minimum prices for day d — 1 had high explanatory
power for the early morning hours (1 am. to 7 a.m.; this effect was less pronounced for the
PJM market).

o The exogenous variables (load and wind generation forecasts) for the past days were seldom
selected. Only the forecasts for day d had high explanatory power and generally, only around the
diagonal, i.e., for the same or neighboring hours.

e Finally, the dummies and the dummy-linked prices for the same hour and for midnight were
important predictors (see Tables 3 and 4). On the other hand, the dummy-linked load forecasts
were of mixed importance, and the dummy-linked price averages for the previous day were
usually removed by the LASSO (except for Tuesdays and Wednesdays for Nord Pool).

5. Conclusions

In this paper we presented a comprehensive empirical study on the optimal way of implementing
the LASSO in electricity price forecasting that addresses the three open issues outlined in the
Introduction. Concerning variable (or feature) selection, i.e., the optimal structure of the baseline
model, we identified the most important variables and thus provided guidelines to structure better
performing expert models. In particular, we found that large sets of potential regressors are not
a problem for the LASSO procedure. Although the LASSO typically uses only a small fraction of
the initial set of explanatory variables, providing additional information in the underlying model
significantly improves the accuracy of the obtained forecasts. Nevertheless, lagged exogenous variables
(i.e., load and wind generation forecasts for the past days) are seldom selected and can be ignored
when building models. Only the day-ahead predictions for the target day have high explanatory power
and generally, only for the same or neighboring hours. On the other hand, although lagged prices for
the more distant days are much less often selected, they cannot be ignored completely (particularly
days d — 2 and d — 7). We also confirmed the importance of dummies and the dummy-linked prices
for the same hour and for midnight. At the same time, the dummy-linked load forecasts turned out to
be of mixed explanatory power, while the dummy-linked price averages for the previous day were
shown to be redundant.

Secondly, regarding the choice of the LASSO tuning parameter, we found one A for all days and
hours in the test period (as in Uniejewski et al. [14]) to be an acceptable option, but this is recommended
only if the computational time needs to be significantly reduced. To increase the forecast accuracy; it is
better to reselect A on a daily basis. However, too frequent reselection (i.e., on an hourly basis, as in
references [4,12,13]) is significantly outperformed by schemes that select only one or two (on-peak,
off-peak) As per day, i.e., models 1xNLasso, and 2xNLasso,, respectively. We also observed that
despite a higher computational burden, it is extremely important to select A over periods of at least
60 days; however, cross-validation windows of half a year or more are recommended.
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Thirdly, concerning the novel concept of variance stabilizing transformations (VSTs), we confirmed
and reinforced the conclusions of Uniejewski et al. [16]. Namely, we showed that the VSTs not only
increase the forecasting accuracy of LASSO-estimated models—like in the case of parsimonious
regression and neural net models — but that the gains from using an appropriate VST increase with
the complexity of the model. Lastly, using the Diebold—Mariano test, we found that for more complex
models, it is advisable to use the asinh or the N-PIT transformation.
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