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Abstract: This paper proposes a novel methodology to estimate equivalent inertia of an area, observed
from its boundary buses where Phasor Measurement Units (PMUs) are assumed to be installed.
The areas are divided according to the measurement points, and the methodology proposed can
obtain the equivalent dynamic response of the area dependent of or independent of coherency of the
generators inside, which is the first contribution of this paper. The methodology is divided in three
parts: estimating the frequency response, estimating the power imbalance and estimating inertia
through the solution of the swing equation by Least-Squares Method (LSM). The estimation of the
power imbalance is the second contribution of this paper, enabling the study of areas that contain
perturbations and attending the limitation of methods of the literature that rely on assumptions of
slow mechanical power. It can be further divided in three steps: accounting the total power injected,
estimating an equivalent load behavior and estimating an equivalent mechanical power. The quality
of results is proved with test systems of different sizes, simulating different types of perturbations.

Keywords: power system stability; inertia estimation; PMU

1. Introduction

The increasing penetration of Renewable Energy Sources (RES) in power systems is
bringing new challenges to Transmission System Operators (TSOs) worldwide. RES-based
generators are connected to the grid by means of converters that electrically decouple their
inertial response, if any, from the system. Hence, equivalent inertia is decreasing, causing
higher and faster frequency excursions following power imbalances, which may result in
frequency instability. To mitigate this impact, a requirement of synthetic compensation
of inertia is being adopted by many TSOs [1,2]. However, RES are intermittent, such that
assessing equivalent inertia is a rising need [3,4].

A possibility to estimate equivalent inertia is provided by the recently deployed and
disseminated PMUs, devices capable of providing measurements of frequency, current and
voltage (magnitude and phase angles) in real time in a precise and synchronized way, with
a resolution of 10-60 samples per second [5]. Due to the easiness of working with phasors,
PMUs have been used in many different applications, such as analysis of perturbations and
oscillations [6-8], topology monitoring and parameter estimation [9]. Regarding inertia
estimation, literature normally divides the topic in small perturbation studies [8,10,11],
large perturbation studies [12-14] and studies under ambient conditions [15,16].

In the field of large perturbation studies, a particular effort has been devoted in recent
years to characterize areas including multiple loads and generators. However, most papers
assume either monitoring generating units individually or monitoring coherent groups of
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generators. In [17], a robust Kalman Filter is proposed to estimate the mean frequency, but
full dynamical observability is required. In [18], an approach that accommodates frequency
and voltage variations through curve-fitting is proposed, but accuracy highly depend on
the percentage of generating units monitored. In [19], the inertia of an area as perceived
by a particular bus of the system is evaluated through an autoregressive moving average
exogenous input model, but in all testes, generators are assumed as monitored.

However, monitoring generating units individually may be hard to ensure in real
systems. Despite recent efforts on developing low-cost solutions [20-22], most commercial
PMUs are still expensive [23,24], such that most countries still count with a limited number
of PMUs installed. Hence, difficulties for TSOs are many: not all generators individually
monitored, coherent groups always changing due to the impact of intermittent RES-based
generation, lack of observability of medium-voltage and low-voltage grids, and limited or
slow communication.

Taking these practical aspects into consideration, this paper proposes a novel way
of looking at the problem: instead of defining an area through the traditional criteria of
coherency adopted in the literature, an area may be defined according to the location of
available PMUs in the network. Whether considering units already installed or planning
the placement of new PMUs, the proposed requirements to define an area based on phasor
measurements are just two: to monitor the total power injected by the area in the system,
and to monitor the dynamics of the Center of Inertia (COI) of the area. Whenever these
requirements are met, an area can be defined, and a dynamic equivalent can be obtained.

The methodology proposed can build a dynamic equivalent of an area in three major
steps: estimating the frequency response, estimating the power imbalance and estimating
inertia. To estimate the frequency response, the methodology reduces the system around
the measurement points available and adapts part of the method proposed in [25] to obtain
equivalents at the retained points. The many equivalents are then combined in one, which
represents the dynamics of the COI of the area. To estimate power imbalance of the area,
the methodology proposes estimating the behavior of the total load, total losses and total
mechanical power of the area, seen from its boundary buses. Finally, inertia is estimated
solving the swing equation related to the dynamic equivalent of the area through LSM.

Results are obtained with data provided by simulations with the well-known 11-bus
Kundur’s test system [26] and with the benchmark test system proposed in [27]. The
first part of the results section presents a study validating the methodology, with details
about its steps and insights on the behavior of the dynamic equivalents. A switch of a
synchronous generator by a Wind Power (WP) generator is simulated, and the reduction of
inertia following the event is estimated with the methodology proposed. The second part
of the results section presents different study cases evaluating the performance of each step
and its impact on the final inertia estimated.

Thus, the main contribution of this paper is the innovative manner of defining areas
based on practical assumptions. Second, the methodology derived is capable of estimat-
ing inertia regardless the coherency of generators inside the area of study. Finally, the
methodology can deal with perturbations inside or outside the area considered.

The remaining of this paper is organized as follows: Section 2 presents a brief intro-
duction on the dynamic behavior of an area, Section 3 presents the methodology, Section 4
presents the results and Section 5 presents the conclusions.

2. The Dynamic Behavior of an Area
The dynamics of a synchronous machine i following a perturbation is ruled by the
Swing Equation,
2H; d?6;(t)
27tf0  dt?

= Api<t) = Pmi(t) - Pgi(t)’ [pu] (1)
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where H; is the constant of inertia, ¢; is the rotor angle, AP;(t) is the total power imbal-
ance, Py, is the mechanical power and P, is the electrical power produced by machine .

Additionally, the term d2;5;»2(t) may be changed to %gt) since
o 1 d5,‘(f)
fi= =" 4 fo H] @

where fj is the nominal frequency of the system.

To evaluate the dynamic behavior of a multi-machine system, it is possible to write
Equation (1) for every machine that is connected to the grid. Alternatively, it is also possible
to study the behavior of the system with an equivalent, based on the concept of the COI,
a rotational analogy of the center of mass of an object. The dynamic behavior of every
synchronous generator tends to follow the behavior of the COI of the system [26]. This
concept may be particularized to any group of generators, restricted to a regional area
of interest, for example. The restriction of the area of study is a matter of deciding the
extension of the data set [10].

The frequency associated with the COI (also called mean frequency), is a weighted
average of the frequencies of every machine of the area, determined by

_ Xity HiSeg fa, (#)
feon (t) = Y Hicsbci )

where H; is the inertia, Sy, is the nominal power and fg, is the electrical frequency of each
generator G; in Area a.
The constant of inertia at the COI of Area a is

n
Heor, = Y HiSp, 4
i—1

Furthermore, the dynamic behavior of an area may be studied from the point of
view of its boundary bus (or boundary buses). Consider the left part of Figure 1 as a
generic representation of an area of a power system. An equivalent of Area a seen from its
boundary bus (BB) is represented in the right part of the figure, where M, represents the
moving masses of the area, Py,oy, is the moving power, Gy, is an equivalent generator and
P, is the power exiting the area. To represent G,,, the second-order model is assumed in
Figure 1, where x is the transient reactance and E; is the internal voltage of the machine.

BB

Area a

Figure 1. Equivalent system of an area seen from its boundary bus.

The moving power of Area a is defined here as:

n ny 1y
Pmovu(t) = Pma<t) - Ph;(t) - Plossesa (t) = mei(t) - Z Pl, - Z Plossesm (5)
i=1 I=1 m=1

where Py, denotes the total mechanical power, P;, denotes the total load power and Pjyg,
denotes the total losses of area a; P, denotes the mechanical power of each of thei = 1,...,n
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generators, P, denotes the active power consumed at each of the I = 1,...,n; load buses
and Pjyss,, are the losses in each of the m = 1,..., n; branches inside the area a.
The Swing Equation that rules the dynamics of the equivalent system can be written as

Hcoj, d%5,(t)
nf0  dt?

= APy(t) = Puoo, () — P, (1), poi. )

where H, is the overall inertia of the dynamic equivalent, J, is the phase angle of the
internal voltage E;, AP,(t) is the total power imbalance of Area 4 and P, (t) is the total
power injection at BB. The phase angle 4, may be considered to be an approximation of the
mean rotor angle ¢, according to

- Z?:] Hisbciqui (t)

) = e )

where ¢, (t) is the rotor angle of each generator i = 1...7 of area a, and the other variables
have been previously defined following Equation (3).

3. Methodology

In the technical literature, the definition of equivalent circuit of areas takes place
according to coherency criteria, such that generators behaving similarly may be easily
grouped together. This proposition has been widely adopted because it facilitates system
reduction, diminishing computational effort in dynamic simulations. Here, instead, the
aim is not system reduction for simulations, but system reduction for parameter estimation
and system dynamic assessment. Therefore, a new way of defining an area is here adopted,
based on the location of PMUs in the grid.

To define an area for the study, two requirements need to be fulfilled: the total power
injected by the area and the dynamics of its COI must be monitored/estimated. If this
is true, it is possible study the dynamics of the area with an equivalent, following the
theory in Section 2. Therefore, a methodology is derived in this paper with the aim of
modelling the dynamic behavior of an area through the equivalent Equation (6). To do so,
0a(t), Pmov, (t) and P, (t) have to be monitored or estimated, and Hcpj, is obtained as an
outcome of the procedure.

Consider an Area a monitored by PMUs installed at its BBs (PMU-1 and PMU-2) and
at possible buses inside (PMU-N), as represented in Stage 1 of Figure 2, where dotted lines
represent the many connections inside the area. The first step of the methodology consists
of reducing the system around the n measurement points, as shown in Stage 2 of Figure 2.
Assuming that the interconnections of the system do not change during the period of study,
the power exported by Area a through its boundary buses (measured) may be assumed as
P,,(t) in Equation (6).

The dynamics of the hidden machines inside the reduced area are approximated
through the estimation of equivalent generators at the points retained (Stage 3 of Figure 2).
After the equivalent generators are obtained, it is possible to calculate their mean dy-
namic behavior (i.e., d,;(t)) to feed Equation (6). This procedure is described in detail in
Section 3.1.

The dynamic behavior of the n equivalent generators above mentioned may be repre-
sented together by the COI of the area, as represented in Stage 4. Most methods available
in the literature for inertia estimation following perturbations require monitoring the
terminal buses where generators are connected, and rely on the assumption that the me-
chanical power changes slowly in comparison to the electrical power generated by the
machine [25,28,29]. However, when monitoring an area through its boundaries, this as-
sumption becomes too strict: due to load behavior and possible perturbations inside the
area, the moving power may not behave slow in comparison to the electrical power injected.
In this condition, the equivalent moving power of Area a must also be estimated to estimate
Hcoj, accurately. This procedure is described in Section 3.2.
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After 0,4(t), Ppoo,(t) and P, (t) are obtained, Equation (6) can be used to estimate
Hcor,. This is approached in Section 3.3.
At the end of the section, Section 3.4 presents a flowchart summarizing the full method-

ology.
Stage 1 Stage 2 Stage 3 Stage 4
PMU-1 T _"_>
....... . . M PMU-1 M PMU-1
PMU-N , @ PMU-N -
PMU-N PMU-2 SEanbEEE RN I FEEREE -
. . - > M PMU-2 M PMU-2
Area a ﬁ Area a ? ? Area a
Area a

Legend: = - PMU = = = -Connections - = = - Eq. Tie-lines

Figure 2. PMU-based system reduction.

3.1. Determination of the COI Dynamics

Starting from Stage 1 of Figure 2, the first step is to reduce the system around the
measurement points available. System reduction methods were first developed in the
literature for speeding up calculations and simulators [30]. Consequently, some of the
criteria to reduce the system may not be reasonable for the goal of this paper, as they
were tailored for model simulation, but some techniques may be adopted. The Ward
Equivalent method is a generalization of the Thévenin equivalent, widely used with
phasorial representation in steady-state studies, that can be extended to represent part of
grid in quasi-static conditions.

Assuming the loads modelled as constant impedance, the steady-state operation point
and the network topology in this context as known, it is possible to retain the buses where
PMUs are available, eliminating the others, as in Stage 2 of Figure 2. At this point, the
dynamic of the hidden generators is not yet represented (they will be represented together
in the equivalents obtained in Stage 3).

The system reduction starts from the full algebraic equations, which are valid for
each time step t = 1,..., M when considering the transient evolving under quasi-static
conditions and small frequency variations. By Ohm’s law,

YgusVp: = Ip; 8)

where Ypys is the admittance matrix of the system (built not including generator and load
admittances), with dimensions Nt x N7, where Nt is the total number of buses in the
system. The vectors Vp; and Ip; are respectively the bus voltages and current injections
vectors at time step ¢, with dimensions Nt x 1.

(b)

The current injection at a generic bus b I3 * can be written as:

b b b
1y =10 -1 )
where Ig? is the generator current of bus b, I(LIZ) is the load current and Igz) is the injected

current in the grid and the superscript denote bus b.
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Defining the buses where PMUs are installed as the set of buses to be retained
(R=1{1,2,...,N}), then (Ny — N) buses must be eliminated (E = b ¢ R).
Equation (8) can be reorganized as:

YRR YRE] [VR} {IR]
= 10
[YER Yee| [ VE Ip {10
where the subscripts R and E are related to the retained and eliminated buses, respectively.

For the sake of simplicity, the subscript t is neglected here.
Equation (10) may be manipulated to obtain

(YRR — YReYp2YER)VR = Ik — YRe YA IE (11)
Making
Yro = Yrr — YReY;; YER (12)
and
Iy = —YRreYzrlE (13)

it is possible to rewrite Equation (11) as
YeQVR = I, (14)

It is important to observe that I, in Equation (14) can be obtained with the volt-
age phasors at the retained buses Vy and the reduced admittance matrix Ygg, therefore
practical conditions.

With Igg and Vg, it is possible to apply a model estimation method at each retained
bus to obtain the equivalent generators represented in Stage 3 of Figure 2. The method
proposed in [25] requires current and voltage measurements at the terminals of a generator
to estimate its second-order model. Here, the method is applied in another context: building
dynamic equivalents from the voltages and currents obtained at the retained buses (Igg
and Vy), which may be generation buses (originally) or not.

At each retained bus, one equivalent generator will be obtained. In general terms, this
is done relating the assumptions of a second-order model and the power injected in the
grid at the connection point, as shown in Figure 3. In the figure, Bus k is a retained bus, P,
is the power injected and Gegy, is the equivalent generator, whose parameters are estimated
from Vi (t) and Ij(t), the terms of the matrices Vg and I related to Bus k, respectively. As
fast as Gegy concerned, it is needed to estimate the transient reactance x,’( and the internal
voltage Ey; My is the moving mass and Py, () is the moving power.

Geq, Busk
Pek(t)

—
M, I=RL NN

L(t)

]?movk (t)

Legend: ™ - PMU V. (t)

Figure 3. Equivalent generator estimated from the retained bus k.

Assuming that the magnitude of Ey is constant (which is an intrinsic assumption of the
second-order model), the method fits Kirchhoff’s equations with input signals to estimate
first an equivalent transient reactance x{c ; in fact, the following equation holds,

Eye(£) L0 (t) = (jox) L (1) Ly (£) + Vie(£) L0k () (15)



Energies 2021, 14, 8477

7 0of 23

Since Ej is constant, it is possible to assume the variance Var equal to zero

Var(Ey) ~ 0 (16)
From Equation (15),
[Ex(t)] = \/x]/(2|1k(t)|2+ [Vie(£)]2 +2x3.Qx(t) (17)
and
Ex(H)? = 2 I(t) + Vic(t)? + 2x{Qk(1) (18)

where Qy(t) is the reactive power injection at Bus k that can be calculated from Vi (t) and

I.(t).

Based on Equation (16), it is possible to write
Var(E2) =0 — (E2 — E2)2 ~ 0 (19)

where E = mean(E).
Fitting (18) into (19) results in

2 275 sy —
(X" I2 + V2 +2x,Qx) — (¥} I2 + V2 +2x,0Q%) ~ 0 (20)

Rearranging Equation (20) and assuming measurements at every time step ¢, holds:
) — . S
(2 — 1)+ x.(2(Qp, — Qi) = (V2 = VP) (21)

Expression (21) can be solved for x; using a nonlinear LSM. In the present work, the
trust-region-reflective method is chosen [31].

After x; is calculated, it is possible to come back to Equation (15) and calculate
Ep 2o (t).

At this point, it is possible to obtain an estimation of ¢, (t) based on J;(t), adapting
Equation (7). As Spg; and H; are unknown, it is possible to assume weights for the
equivalent generators obtained in the previous passages of the methodology. These weights
may be adjusted to privilege the equivalents obtained from data collected close to big
generation centers or close to the possible physical location of the COI, for example.

Therefore, in this context,

11 Wké

e (1) = H=1 G (22)

Zkzl Wi
where the superscript est denotes estimation and W is the weight adopted to each equiva-
lent k = 1...n. Please note that Equation (22) provides an approximation of the mean rotor
angle of Area a based on the rotor angles of the N equivalent generators obtained at the
buses where PMUs are installed (which might be generation buses or not). Equation (22),
instead, is based on the n generators inside Area a.

3.2. Determination of the Equivalent Moving Power

As defined in Equation (5), Py, (t) is composed by the contributions of the mechan-
ical power (Py) of the machines inside the area, the contributions of loads (P;) and the
contributions of losses (Pjyss05). The methodology approaches P, first, assuming a model
for the loads and estimating the total contribution according to measurements available.
This step is described in Section 3.2.1. With P; and the power injected into the area (P,), it is
possible to estimate the total power generated Pq, assuming a typical rate for Pjygses during
the procedure. This step is described in Section 3.2.2. Finally, P, is estimated through
model identification, in the procedure described in Section 3.2.3.
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3.2.1. Estimation of the Dynamic Behavior of the Loads

Many different papers discuss the use of PMUs for monitoring, studying or estimating
load behavior. In [32] the use of a PMU to monitor and estimate the behavior of induction
motors is addressed, detailing practical limitations. Papers [33,34] propose different ap-
proaches for dynamic load modelling in distribution grids. In [35], a practical approach
based on modelling the load as constant current is presented. The methodology assumes
the total load pre-disturbance as known, and by weighting voltage measurements at differ-
ent buses it can estimate the equivalent load behavior of an area. Papers [36,37], instead, are
model-identification-based. They make use of optimization for estimating the parameters
of the ZIP model [37] or exponential voltage/frequency dependence model [36].

The fields of load estimation and load characterization is wide and have their own
challenges. According to the model chosen to characterize the load, different methods
are available. A complex method is both requiring in terms of observability and time
consuming. In this work, load estimation is only an auxiliary method necessary for a
further goal that is inertia estimation: hence, a simple approach that keeps practical
conditions is used. According to [38], the voltage dependence of the loads has a more
significant impact on the power imbalance and on inertia estimation studies than frequency
dependence. Therefore, a static load model was chosen in this work.

In the constant impedance model, the total power consumed by all loads of an area

can be expressed by
nl V2 )

(23)

10

where P,r is a reference value of the total load of the area; V},  is the initial voltage
magnitude at bus i; V) (4 is the magnitude of voltage at bus i at time t and n! is the number
of load buses.

When applying Equation (23), P;(t) varies according to the variations in Vf(t) if the
perturbation is not directly on the loads of the system. If the perturbation is a load step or
disconnection, P,, f should change to reflect that, but the problem is that in general, that
perturbation is neither known nor measured directly. Here, such change in P,.f is estimated
as follows

Ppos(t) = z’;ltl fort <t,
Prf(t) = Pi% , fort>t,

where Pp, ,  is the average value of the total load of the area at the steady-state before (st1)
and after the perturbation (st2), and t, is the time of occurrence of the event. In this paper,
P, is assumed as known and f, is determined looking at power and voltage measure-
ments. Alternatively, techniques based on the Normalized Wavelet Energy (NWE) [6,39]
or score functions [40] may be applied to determine the exact time of occurrence and the
duration of the event.

However, it is not practical to monitor all load buses on a system, as in general, V),
for i = 1...n; is unknown. Therefore, an approximation of the equivalent behavior of the
voltage at the load buses is proposed in terms of the measurements available

Pl,,(t) ~ Pref(t))\(t) (25)

where A(t) is a weighted sum of the voltage measurements at a selected group of buses
monitored by PMUs:

(24)

1 8 WiVA(t)
At) = ;S]; W (26)

where V; denotes the magnitude of voltage and W; denotes the weight related to the
measurement at the j = 1...7; buses selected. As the accuracy of the approximation
depends on which buses are considered in the set, assigning higher weights for load buses
and transition buses instead of generation buses enables a better approximation of the
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equivalent behavior at the area. The impacts of this approximations are discussed in the
sections of results. Although in this paper the constant impedance model is described, the
same principles can be used for any dependence on the voltage.

3.2.2. Estimation of the Equivalent Power Generated

Considering the power injected at the boundaries (P, (f)) it is possible to write

n ] p
Pfu (t) = Pga(t) - Pla(t) - plossesa(t) = Zpgi(t) - Z Pll(t) - Z Plossesm(t) (27)
i=1 =1 m=1

where Pg, is the total power generated in the area a and Pg, is the power generated by
generator i.

As presented in Section 3.2.1, the total load behavior P;, can be estimated with
Equation (25), and P, (f) can be measured, from the PMUs installed at the boundary
buses. Therefore, Pjyss,s, (t) and Py, (t), are missing in Equation (27).

Assuming that Py, (f) may be approximated by a share of Py, (t):

Plosses, (£) = aPg, (1) (28)
where « is a typical rate adopted, and rewriting Equation (27), it is possible to estimate
Pg, (t) according to

P . t) + Plg t
Pga(t):i"(fw 2 (29)

The estimated Pg, (t) is used in the further estimation of Py, (t) in the next subsection.

3.2.3. Estimation of the Equivalent Mechanical Power

Substituting Equations (5) and (27) in Equation (6), and assuming quasi-steady-state
conditions, it is possible to write
Py = Py (30)

where the superscript st denotes the steady-state.

Following a perturbation, Py, (t) changes, and Py, (t) is adjusted by speed governors,
through primary frequency control. The response of the speed governors can typically be
modelled by a first order transfer function, such that Py, (t) follows Py, (t) slowly according
to a time constant.

The block diagram that models a generic primary frequency control scheme of an
Area a is represented in Figure 4, where Afc(, is the change in the mean frequency of the
area, K is the gain, H(s) = % is the delay function, R is the frequency regulation of the area
and APy, is the change in the mechanical power.

A fa K

Y

H(s) > APma

Droop

1/R

A

Figure 4. Block diagram of the primary frequency control of Area a.

Alternatively, the equivalent transfer function can be written as

_ Afcor, Ty

Gls) = APy,  1+sTy (1)

T,
oty

where T, = % and Ty =
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From Figure 4, the main interest is on AP, but it is neither possible to measure it
directly nor estimate all the parameters in the diagram.

To solve this problem, a three-step strategy is adopted: first, a rough estimation of Py,
(denoted by Pj, (t)) is obtained through data-fitting, second T, = % and Tj are obtained
through model identification (based on P}, (t)), and third the estimation of Py, is updated
through the integration of Equation (31) in the time domain.

In the first step, the data-fitting procedure is applied on Pg,(t), in an attempt to
approximate typical mechanical power responses (obtaining Pj, (t)). However, before
applying the data-fitting, there are two typical patterns of Py, (t) (from the point of view of
this methodology) that must be treated differently to determine the procedure to be used.
The first pattern is a step change, caused by connection/disconnection of generation. The
second pattern includes all the other types of perturbations that do not see a fast change
on Py, (t). These patterns interfere in the number of reference points needed to apply
the data-fitting.

In the case of the first pattern, three reference points are needed to guarantee that the
data-fitting is applied only after the step, without smoothing it. The reference points are
the last point of Py, (t) in steady-state before the perturbation (Point I), the first point of
Py, (t) in steady-state after the perturbation (Point II) and the first point after the generation
step (Point III). The data-fitting is applied between Point III and Point II, in the procedure
denominated Strategy 1. In the case of the second pattern, only Point I and Point II are
needed, and the data-fitting is applied between them (Strategy 2).

In details, consider the cases simulated with a generic test system and presented in
Figure 5. The behavior of the actual P, and the actual Py, of an area that experienced a
loss of generation is presented in Figure 5a, while the behavior of an area that suffered a
load loss is presented in Figure 5b; both responses are obtained considering the response of
a first order generic governor. Please note that the reference points can be fixed also in the
P, curve.

In this paper, the proposed methodology is tested using computer generated dynamic
simulations and, thus, the nature of perturbation and the instant of occurrence of the event
are known; such information is used in the selection of the strategy and in the determination
of the reference points, according to the procedure previously described. For an automatic
real-time procedure, one may make use of event identification methods [6,39,40]. First,
a detection of an event triggers the full inertia estimation methodology. Second, the
identification of the event as a connection/disconnection of generation triggers the use
of Strategy 1, whether the identification of any other event triggers the use of Strategy 2.
The automatic determination of the reference points can be done analyzing the second
derivative of Py, (estimated) and adopting a threshold to identify when the signal is in
steady state and when it is in transient period. The last sample of the steady-state before
and after the perturbation are taken as points I and I, and the first sample of the transient
period is taken as Point III (in the case of Strategy 1). Alternatively, one may obtain Point
III making use of a technique to estimate the size of a generation loss [41].

After the reference points are selected, the fast frequency transients may be smoothed
to allow the electromechanical response to be dominant. To do so, these transients are
detected by evaluating the sign of the second derivative of the signal, obtained applying the
finite difference method. Then, the fast transients are smoothed with the use of a moving
average filter. After a smoother signal is obtained, the responses between points III and
II in Strategy 1 and between points I and II in Strategy 2 are approximated with a fifth
order polynom

Py, (t) = p1Py, () + paPy, () + paPg, (t) + paPy, (t) + psPy, () + pe; (32)

where p;, i = 1,...,6 are the coefficients of the polynomial, obtainable using the LSM. In
this paper, this procedure is performed with the function fittype in MATLAB.
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Figure 5. Strategies for the polynomial fitting step.

With the obtained P}, (t), it is possible to calculate APy, () = Pj, — P}, where the
subscript st denotes the steady-state before the perturbation. After that, Equation (31) is
used to obtain the parameters of G(s), T, and Tj, through a transfer function identification
method. In this paper, this is done through the function tfest in MATLAB, which applies a
nonlinear LSM.

After T, and Ty are obtained, the system of differential equations that describes the
primary frequency control in time domain can be integrated to obtain the refined estimation
of Py,, denoted here as Pg;!. The system can be written as follows:

dP rens ! (t) 1 ref 1
L = —(Py) + —Afcor, — Pt (t
dt Tk ( Mg + Tr fCOIa mg ( )) (33)
Summarizing, at this point the estimations of the total load power, losses and mechan-
ical power were already obtained. Therefore, it is possible to obtain the equivalent moving

power of the Area a:

Priov, (£) = Py (1) = P () = Pl (1) (34)

losses,

3.3. Estimation of Inertia
With P, (t) measured, 65 (t) and Pgsy,, (t) estimated, Equation (6) can be solved for

Hcog, through LSM,
Hco, = (ATA)71ATB (35)

A28t (1)
dt?

where A is the vector composed by each sample of and B is the vector composed

by each sample of AP, () = P, () — Pe, (1)

3.4. Summary of the Methodology

A flowchart summarizing the methodology is presented in Figure 6.
The steps of the procedure are described below:

I —Ward Equivalent method to reduce the system around the n buses where PMUs
are installed (described in Section 3.1).
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Figure 6. Summary of the methodology.

I -Estimation of the n equivalent generators using the “Variance method” (described
in Section 3.1).

1 —Calculation of 6% through Equation (22).

v —-Obtainment of the power injected P, (t) from the PMUs at the boundaries.

A% -Estimation of the equivalent load Pl‘ft (t) through Equation (25).

VI —Estimation of Py, (t) through Equation (29).

VII  -Estimation of the equivalent moving power

(a) —Estimation of P}, (t) through data-fitting (described in Section 3.2.3).
(b) —Estimation of T, and T through model identification (Section 3.2.3).
() -Estimation of P¢!(t) through Equation (33).

VI  -Estimation of Pgiy, (t) through Equation (34).
IX —Estimation of Hcpj, through Equation (35).

4. Results

This section is divided in two main subsections. First, tests have been performed to
validate the methodology and present details of the procedure; results are presented in
Section 4.1. At second, new tests were performed to evaluate the impact of the main steps
of the methodology summarized in Figure 6 in the inertia estimation; results are shown in
Section 4.2.

4.1. Validation Study
4.1.1. Test System

To validate the methodology, the test system from [26] represented in Figure 7 was
simulated in PowerFactory2018, with the two-axis 5th-order IEEE standard detailed Model
2.2 [42] for synchronous machines. Loads were simulated using the constant impedance
model, and governors, PSS and AVRs were implemented with generic first order models.

In the simulations, G1 and G2 oscillate against G3 and G4. However, as it can be
seen in Figure 7, the areas will be defined around bus 5 (Area 1) and around bus 6 (Area
2), such that Area 2 is composed by three non-coherent generating units (G, G3, Gy).
Accordingly, PMUs are assumed as installed at buses 5 and 6, therefore monitoring these
two areas. This division aims at testing the methodology proposed with areas containing
non-coherent generators. The constants of the primary frequency control simulated are
Ty,, = 0.0324, Ty ,, = 0.0108 and T;,, = T;,, = 4, where Al and A2 denote Area 1 and
Area 2, respectively.
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Figure 7. 11-bus test system [26] with areas defined by the proposed methodology.

4.1.2. Estimation of the Mean Frequency

A step increase of 10% in the load of bus 9 (see Figure 7) was simulated at f = 5 s, and
two tests were performed. In Test 1, PMUs were considered at the boundary buses 5 and 6,
measuring voltages and the injected current at the transmission line 5-6, from both ends.
In Test 2, a third PMU was considered installed at bus 9.

In Test 1, the “Variance method” was applied with a selected time window of 2 s
around the time the perturbation occurred, considering 0.5 s before and 1.5 s after. The
initial guesses for the internal reactances were x; = 0.1 p.u. for both areas, and the
estimations obtained were x41 = 0.0312 p.u. and x4, = 0.0644 p.u, for Area 1 and Area 2,
respectively. With the equivalent reactances estimated, the internal voltages Ea1(t) £ 1 (t)
and E4p(t)Zé4x(t) are calculated. The electrical frequencies related to each equivalent
generator are determined according to Equation (2), making use of the obtained J;(t) and
applying a median filter. In Test 2, Equation (22) is applied to obtain an equivalent behavior
for Area 2, taking into account the data acquired at both buses 6 and 9. The weights W
are assumed equal to one. In other words, the difference between tests 1 and 2 is the
consideration in Test 2 of the measurements acquired at bus 9.

To evaluate the dynamic equivalents obtained in both tests, the estimated electrical
frequencies of each equivalent machine (denoted by f,.s;) are compared with the true mean
frequency of each area (fcor), computed on the simulation results. Both fes; and fco; can
be seen in Figure 8 for Area 1 and Figure 9 for Area 2, respectively. In Figure 9, fs», fg3
and fg4 denote the frequencies simulated of each of the generators of Area 2, fest,, denotes
the mean frequency of Area 2 estimated in Test 1 and f,s,, denotes the mean frequency of
Area 2 estimated in Test 2.

It can be observed in Figure 8 that the estimated frequency of Area 1 is very close to
the mean frequency of that area; this is expected, since this area has only one generator.
Regarding the simulation, the frequency does not come back to nominal values because
secondary frequency control is not implemented.

Regarding the estimations of Area 2 in Figure 9, instead, the behavior of f.,, is sig-
nificantly different from fco;. This happens because the measurement point is electrically
closer to G2 in relation to the geographical COI of the system, such that the influence of the
frequency of G2 (fs;) brings the estimated fes; closer to its own behavior and far from the
COI. Considering a second measurement point (at bus 9) improves the estimation of the
mean frequency, as it can be seen with f,,, which is very close to the COI behavior.

This last result show that one may take advantage of PMUs installed inside the area
of study. In this case, bus 9 is located closer to the theoretical COI of Area 2; this can
be inferred from Figure 7, taking into consideration the radiality of the system and the
size of the generators. Therefore, the frequency at bus 9 is a good approximation of the
mean frequency of that area, showing that coherent groups does not necessarily have to be
individually monitored to provide accurate approximations to the dynamics of the COL
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Figure 9. Validation studies—Frequency of Area 2.

4.1.3. Estimation of the Moving Power

According to the procedure proposed and summarized in Figure 6, steps IV to VIII are
needed to estimate the moving power of each area. In Step IV, the measured voltages and
currents at boundary buses 5 and 6 are used to determine P, ,, () and P, (t), respectively.
In Step V, the voltage behavior of Area 2 is approximated by the voltage behavior of bus 9,
where a PMU was already assumed to be installed. In this case, bus 9 is a natural choice
not because it is located closer to the COI of the area, but because it is a load bus. How
available PMUs might provide measurements that are good approximations to the voltage
profile of load buses of the area is system-dependent. The interested reader may refer
to [32,43,44].

After the load behavior is estimated, Py, (t) is estimated considering a as 5% in
Equation (29) (Step VI). Then, P;, is obtained according to Step VII described in Figure 6.
During step VIla, P}, (t) was obtained with p; = —825x 1077, p, = 3.62 x 107,
p3 = —5.80 x 1074, py = 4.03 x 1073, ps = —9.89 x 1073 and ps = 3.17 x 10~2. These
parameters provided an index of 0.84 in the R? test and 2.9 x 102 in the RMSE test. During
step VIIb, Ty and T, were obtained with an error smaller than 5% in comparison to the
values simulated.
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Results are presented in Figure 10, where Py, stands for the mechanical power
coming from the dynamic simulation, P}, stands for the estimated mechanical power
after the data-fitting step and P& stands for the definitive estimation of the mechanical
power after the system identification and the integration processes. As it can be seen, the
methodology was able to obtain an accurate approximation of Py, for both areas, with a
significant improvement moving from P}, to P,

Area 1 Area 2
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Figure 10. Mechanical Power.

Additionally, results of the estimated P; and Py, of Area 2 can be seen in Figure 11.
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Figure 11. Load power and moving power of Area 2.

4.1.4. Inertia Estimation

A sliding window of 200 samples, with displacement of 20 ms (1 sample per slide) is
used to estimate inertia continuously over time. The methodology proposed in this paper is
compared with the method proposed in [25] applied at the boundaries of both areas. Results
are shown in Figure 12, where ‘A1l expected’ and ‘A2 expected” denote the input inertia of
Area 1 and Area 2 in the simulations, ‘Al Prop. Method” and ‘A2 Prop. Method” denote the
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estimations obtained with the proposed method and ‘A1 Comp. Method” and ‘A2 Comp.
Method’ denote the results obtained applying the method proposed in [25] directly.

40 1
— — —A1 Expected — — — A2 Expected
— A1 Prop. method =—— A2 Prop. method
30 | A1 Comp. Method A2 Comp. Method
» 20
]
)
£ 10+
65— . N R
0
_1 0 | | | |
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Time(s)

Figure 12. Inertia estimated.

Regarding Area 1, it can be seen that both methods obtain accurate estimations in
the first seconds following the perturbation, not surprisingly, as the area is made of a
single generator. Regarding Area 2, instead, the proposed method performs well, while the
method chosen for comparison obtain wrong results. These results happen because the
method proposed in [25] is tailored for estimating machine parameters from measurements
obtained at its terminal buses, and it relies on the assumption that the mechanical power
has slower behavior in comparison to the electromagnetic power. To apply [25] directly
with measurements at boundary buses, it was necessary to assume that the moving power
of the area is constant, what does not stand for areas with voltage-dependent loads or
perturbations inside, such as Area 2.

Looking at Figure 12, it can also be seen that the estimations obtained with the
proposed method lose some accuracy after 5 s. This happens because of two main reasons.
First, the moving power estimated also degrades due to the transition of the inertial
response to the frequency control (see Figure 10 for Area 2). Moreover, the substantial
variations of power and frequency have already faded, and remaining variations are small,
impacting on the numerical sensitivity of the method.

4.1.5. Inertia Variation

In this subsection, the simulation has been extended to investigate the behavior of the
proposed methodology with the inclusion of RES. At t = 20 s, a WP generator is connected
to bus 10 (Figure 7) injecting the same amount of power of Generator 4 (approximately
720 MW), that is simultaneously disconnected. The WP generator is not contributing to
the inertia of the system, such that a decrease on the equivalent inertia of Area 2 happens.
Although the events simulated do not generate a power imbalance at the boundaries of the
monitored areas, the reactive power imbalance that follows the substitution of G4 by G5
impacts the voltages at the buses of the system and alters the internal flows in Area 2.

The proposed methodology is applied considering PMUs at bus 5, 6 and 9 (as in the
previous subsections). In Step VII of Figure 7, the data-fitting method has been applied
using the strategy for generation disconnection presented in Section 3.2.3.
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The moving power of Area 2 is shown in Figure 13, where Pypp,, is the simulated
moving power and Pyov,, is the estimated moving power. As it can be seen, the moving
power suffers a perturbation at t = 20 s, but of a much smaller magnitude in comparison to
the perturbation att =5s.
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Figure 13. Moving powerestimated (Area 2).

The estimations of inertia can be seen in Figure 14. Please note that the expected value
of inertia for Area 2 changes when G4 is disconnected. After the simultaneous events
at t = 20 s, the estimations obtained with the proposed method for both areas present a
higher standard deviation in comparison to the results obtained following the perturbation
att = 5s. Less accurate results (following ¢ = 20 s) are natural, since the simultaneous
perturbations simulated impose much smaller power imbalance and Rate of Change of
Frequency (RoCoF).

At t =20 s, it can be seen that notwithstanding the fact that the measured P, is slightly
affected by the switching of generators, the proposed method was able to react to the
event and to identify the change of inertia in Area 2. After 25 s the estimation degrades
in consequence of the frequency control, as explained. Please note that the comparison
method, assuming slow moving power variation, failed to estimate the inertia of Area 2
through the whole study.
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Figure 14. Inertia estimated (inertia variation case).
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4.2. Performance Evaluation Studies
4.2.1. Test System and Study Cases

To evaluate the performance of the methodology and its critical aspects, new simula-
tions were performed in PowerFactory2018 with the PST 16 Benchmark Test System [27].
The system is composed of 66-bus, 16-synchronous-generator, with total generation in-
stalled of 17.9 GW, and total load demand of 15.6 GW. The two-axis 5th-order model for
generators (Model 2.2 [42]) was used in the simulations, loads were modelled as constant
impedance and the models for controllers can be found in [27].

The test system is represented in a synthetic way in Figure 15, emphasizing the
interconnections between the three Areas (A, B, C) and their boundary buses: Al, A2, Bl,
B2, C1 and C2, where PMUs are assumed to be installed. Main loads are concentrated in
area C and power flows from area A and B through the tie-lines. Regarding coherency, the
areas divided are large enough to have internal dynamics, depending on the perturbation.
Primary frequency control was implemented considering an equivalent Ty = 8 s and
T, = 0.02 p.u. for each area.

Area A Area B
A2 B1
O+ O+ | | +o +0
O+ O+ | | +0O
—— Al B2 ——

15535

Figure 15. PST 16 Benchmark test system.

Two perturbations have been simulated separately. First, a loss of a generator produc-
ing 240 MW and 56Mvar inside Area B (represents about 3% of the demand of this area
and around 1.3% of the total demand). At second, a load shedding of 400 MW and 50 Mvar
inside Area B. Random noise signals with normal distribution have been added to the sim-
ulated data at the terminals were PMUs were assumed to be installed. The papers [12,45]
were taken as reference, and the standard deviations adopted were )y = 10~* for voltage
and current magnitudes and 4 = 107° for phase angles. A median filter is applied
considering 5 points for phase angles and 10 points for voltage magnitudes.

Each study has been divided in six different cases to assess the sensitivity of the
estimation of inertia in relation to the estimations of mean frequency (fcor), load behavior
(P;) and mechanical power behavior (P;,), according to Table 1.
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Table 1. Description of the study cases.

feor P Py
Case 1 Estimated Simulated Simulated
Case 2 Simulated Estimated Simulated
Case 3 Simulated Simulated Estimated
Case 4 Simulated Estimated Estimated
Case 5 Estimated Estimated Estimated
Case 6 Estimated Estimated Estimated

In Case 1, the mean frequency is estimated while loads and mechanical power behav-
iors are assumed as monitored. In Case 2, the load behavior is estimated while others are
assumed as monitored, and so on in other cases. In Case 5 practical conditions are consid-
ered, performing the full methodology with measured data from PMUs at the boundaries
and at two internal PMUs in each area (buses A6a, A3a, B3a, B8a, C10a and C2a, referring
to [27]). Case 6 assumes full observability.

The selection of the internal buses in Case 5 has been done empirically, aiming at
achieving an accurate estimation of the mean frequency with the minimum number of
PMUs possible. As one may suppose, the more PMUs the better (Case 6), but the harder to
have in practice.

4.2.2. Results

A sliding window of 200 samples (with displacement of 1 sample per slide) is used
to estimate inertia continuously over time. To illustrate, the results of Area B in Study 1
are presented in Figure 16. In the legend, Hp_ 1 to Hp_ ¢ denote the equivalent inertias
of Area B in each of the 6 cases simulated and Hg_pypectes denote the expected inertia
value. As it can be seen, naturally the most practical case (Hp_c5) deviated most from the
expected value. Still, the absolute error was smaller than 10% during most of the time
window.

To evaluate the results and discard deviations, a practical criterion is defined: when-
ever the inertia estimated does not vary more than 1% for 50 consecutive samples (sampling
time of 20 ms), a mean average of the estimations is calculated, and the result is considered
to be a representative estimation of the constant of inertia of the area. Results can be seen
in Table 2, where e(H;)[%] denotes the error on the representative inertia estimated of area
i = A, B,C in %, with respect to the constant of inertia at the COI of each area.
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Figure 16. Inertia estimated-Study 1-Area B.
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Table 2. Representative inertia estimation results.

Study 1: Loss of Generation Study 2: Load Shedding
e(Ha)[%] e(Hp)[%] e(Hc)[%] e(Ha)[%] e(Hp)[%] e(Hc)[%]

Case 1l —0.54 —-1.07 —3.38 —4.81 —3.20 —-8.11
Case 2 4.86 2.05 10.79 2.54 4.88 —-8.29
Case 3 4.59 4.64 8.51 7.31 4.16 —2.15
Case 4 9.41 1.85 11.14 8.79 4.86 —7.07
Case 5 12.44 —4.47 9.35 6.06 -1.97 —2.90
Case 6 6.87 1.59 0.95 3.71 —-3.30 —-1.22

Regarding Case 1, it can be seen that it is possible to achieve accurate estimations of
the mean frequency with few PMUs, such that the representative inertia obtained presents
errors smaller than 10%.

The investigation of the results of Case 2 shows that Area C presented the highest
errors. This happens because Area C is the largest area, with larger loads in comparison
to the other areas, and therefore estimating the total load behavior based on only 4 PMUs
(2 at the boundaries and 2 internal) implies larger approximations. It is worth observing,
however, the compensation of this error during the estimation of the moving power in
Study 2—Case 4. The same does not happen in Study 1-Case 4.

The results of Case 5 show that the methodology can estimate inertia in practical
conditions depending on few PMUs (4 for each area of the test system [27]). The same PMUs
have been used to provide data for the mean frequency estimation and to provide data for
an approximation of the voltage profile of the area (in the step of load behavior estimation).

The minimum number of PMUs necessary to achieve accurate results depend mainly
on the system, the degree of accuracy pretended, and the location where the PMUs will be
installed, therefore constituting an optimization problem that may be faced as a topic for
future studies. The results of Case 6 show the maximum improvement that can be achieved
for this system increasing the number of PMUs.

5. Conclusions

This paper presents a new way of defining areas for dynamic studies, based on
synchrophasor measurements. A multi-step methodology is proposed to estimate inertia
following perturbations by monitoring an area through its boundaries and possibly a few
internal PMUs. First, a measurement-based dynamic equivalent is obtained. At second,
an equivalent moving power is estimated, making it possible to study areas that contain
perturbations and voltage-dependent loads. At third, equivalent inertia is estimated by the
solution of the Swing Equation through LSM.

The determination of the dynamic equivalent brings the first main advantage of the
methodology proposed: machines inside the monitored area do not need to be coherent,
and in this case the behavior of the COI is estimated. This enables the possibility of
delimiting any area by PMUs available on the grid. The methodology also counts with a
system-reducing strategy to take into consideration multiple-measurement points. Results
show that having spread measurements inside the area provides a better picture of the COL

Another contribution of the methodology proposed is the estimation of the equivalent
moving power of an area. This proposition attends the limitation of methods on the
literature that rely on measurements at the terminal of generator groups and on the
assumption of slow mechanical power. In the methodology proposed, the estimation of the
moving power is done through the estimation of the total load behavior and the estimation
of the equivalent mechanical power, which in turn is done through a rough estimation step
and an improvement step.

The results obtained with the presented methodology show that accurate estimations
of inertia could be obtained considering different types of perturbations with the use of
a limited number of PMUs. Future studies include tests with real data, with possible
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adaptations on Step V of the methodology to estimate the load behavior according to
the system.

Author Contributions: Conceptualization: G.R.M., A.B., G.G. and R.Z.; Methodology: G.RM., V.I
and A.B.; Software: G.R.M.; Validation: G.R.M.; Formal analysis and investigation: G.R.M., V.I. and
A.B.; Writing—original draft preparation: G.R.M. Writing—review and editing: V.I., A.B., C.P, G.G.
and R.Z. Supervision: A.B., C.P, G.G. and R.Z. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was supported in part by Terna SpA, part by the Brazilian National Council
for Scientific and Technological Development (CNPq) and part by the INESC P&D Brasil through
MedFasee Project.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations have been used in the paper:

PMU  Phasor Measurement Unit
LSM Least-Squares Method

RES Renewable Energy Sources
TSO Transmission System Operator
COI Center of Inertia

WP Wind Power

BB Boundary Bus

RoCoF  Rate of Change of Frequency
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