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Abstract: Developing precise and robust algorithms that can help in obtaining maximum power
yield in a variable speed wind turbine is an important area of research in wind engineering. The
present manuscript proposes a technique that utilizes a second-generation CRONE controller for
the maximum power tracking technique (MPPT) to maximize power generation in a wind energy
conversion system (WECS) based on a double-fed induction generator (DFIG). The authors propose
this novel method because the classical controllers cannot provide adequate performance in terms of
extracting the maximum energy from variable speed wind turbines when applying a real wind profile
and they cannot guarantee the high stability of the WECS. Moreover, this novel controller sufficiently
handles problems related to the control effort level. The performance of the second-generation
CRONE method was mathematically modeled using MATLAB/Simulink and compared with four
other types of MPPT control techniques, which include a proportional-integral linear controller (PI),
nonlinear sliding mode controller (SMC), backstepping controller (BS), and fuzzy logic controller
(FLC). Two different wind profiles, a step wind profile and a real wind profile, were considered for the
comparative study. The response time, dynamic error percentage, and static error percentage were
the quantitative parameters compared, and the qualitative parameters included set-point tracking
and precision. This test demonstrated the superiority of the second-generation CRONE controller in
terms of all of the compared parameters.

Keywords: second-generation CRONE controller; DFIG; MPPT; sliding mode controller (SMC);
backstepping controller (BS); fuzzy logic controller (FLC); WECS

1. Introduction

Since the topic of global warming and the global concern for environmental protection
have become more prominent, sustainable development has become a concept that con-
sistently accompanies all industrial and economic sectors and influences all new projects.
In the context of the electrical energy production sector, governments seek to significantly
restrict their dependence on fossil fuel resources, which are known for both their unsta-
ble prices and very high greenhouse gas emissions. Electric power operators have been
pushed to diversify their energy resources mix, especially with clean and renewable energy
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from biomass, geothermal energy, solar energy, and wind power sources, which are a
consequence of solar energy [1,2].

Recently, this trend has been reinforced by ecological considerations. Indeed, the
huge consumption of traditional fossil energy sources leads to serious environmental
damage. Therefore, the majority of countries in the world are now involved in the fight
against climate change. As far as renewable energies are concerned, there are three main
families: thermal (geothermal, solar thermal, etc.), electromagnetic (photovoltaic modules),
or mechanical (wind and swell waves) [3]. In particular, wind energy can be used for
pumping water after its conversion into mechanical energy or it can be converted into
electrical energy through appropriate generators [4]. This second type of conversion
has developed considerably all over the world, both through industrial and domestic
installations in connection with the electrical power distribution grid [4,5].

Four zones dominate the operation of a wind energy system (Figure 1). The first zone
(Zone I) is marked by a low wind velocity that cannot turn the wind turbine to deliver
electrical energy. In the second zone (Zone II), the wind turbine system must be controlled
to raise the supplied power adequately with changes in wind velocity (by way of MPPT
algorithms), and the pitch angle of the blades is maintained at its minimal value. In the
third zone (Zone III), while the wind velocity exceeds the nominal optimal value, the
blades’ pitch angle must be controlled to ensure the provided power is kept at its desired
value. Finally, in Zone IV, the speed of the wind is higher and not suitable, as it can destroy
the wind turbine system. Hence, emergency installation devices stop the wind turbine
immediately to protect it against eventual damages [5,6].

Figure 1. Different operation zones of a wind turbine.

There are two types of wind energy generators (WEGs): fixed speed WEGs and
variable speed WEGs [7,8]. However, the second type offers a wide range operation in
terms of wind speed, improved overall efficiency, and higher power-capturing capabilities.
Therefore, variable speed WEGs are more advantageous than WEGs with fixed speeds [4].

Nowadays, DFIGs based on variable speed wind turbine systems are the most widely
used technology in onshore and offshore wind farms [9,10]. Their key advantage, which is
not the only one, is their possession of three-phase static converters, which are dimensioned
for a part of the nominal energy of the DFIG [11]. This effect makes DFIGs economical
profitable compared to other existing electromechanical conversion solutions (permanent
magnet synchronous machines (PMSGs), for example) [12]. Indeed, DFIGs operate at a
speed range of ±30% of the speed of synchronization, thus ensuring the minimization of
the dimensioning of static converters, as they are linked between the DFIG rotor winding
and the electric distribution grid [3].

A wind energy system is considered highly non-linear and characterized by huge
and sudden wind speed variations, so the utilization of an MPPT controller is important
to order to optimize the generator speed and output power measurements to maximize
output power regardless of wind speed [5,6]. The controller allows the maximum MPPT
power point to be reached and tracked at all wind speeds [7,8].

There are several maximum power point tracking (MPPT) controls for extracting the
maximum amount of energy from wind turbine systems in the literature. In addition, the
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efficiency and performance of wind turbine systems depend on the efficiency of the used
maximum power point tracking (MPPT) control technique [7]. Each MPPT technique can
be characterized according to the following criteria: speed of convergence, required sensors,
complexity, cost, simplicity of implementation, and other criteria. Therefore, in several
research papers [13,14], researchers have sufficiently discussed various MPPT algorithms.
Generally, there are two types of MPPT methods. The first category is designated as the
direct method and includes the optimum relation-based MPPT (ORB), the hill-climbing
search (HCS) (or perturb and observe) and incremental conductance (INC). The second cate-
gory, on the other hand, is known as indirect control and refers to techniques such as power
signal feedback (PSF), optimal torque control (OTC), and tip speed ratio (TSR) [15,16].

The ORB-based MPPT method requires a perfect relationship between speed, wind
turbine power output, converter DC voltage, current, and power. The lack of a sensor
and fast tracking are the key advantages of this algorithm [17]. However, this technique
demands characteristic curves in order to understand the turbine power and converter
DC current at different wind speed values. Therefore, the maximum power point can be
tracked by observing the optimum current curve [18].

The HCS is an unreliable and a resilient technique which requires previous wind
turbine characteristics. For a given function, this algorithm provides the local maximum
point. The main drawback of this technique is the likelihood of identifying the wrong
direction to reach the most significant power point under a sudden change of the wind
direction [19].

INC requires sensors and wind turbine and generator parameters. Therefore, the
main advantages of this technique are cost reductions and improvements in terms of
reliability [20]. The power-speed slope allows for the determination of the operating point
of the MPPT. However, the drawback of this algorithm is its instability with respect to
variations in turbine inertia under a variable speed wind profile [21].

The PSF approach uses a power control loop which integrates inputs regarding the
wind turbine maximum power curve [22]. While the TSR controller is characterized by
its simplicity of design, the drawback of this method is its need for an optimal power
coefficient and an optimal tip-speed ratio [23].

The OTC-based MPPT method implies changing the generator torque according
to the relevant power reference torque at all wind speed values [24]. This technique
is characterized by its simplicity, fast response, and efficiency. Moreover, wind speed
changes are not reflected in the reference signal because of the absence of direct wind speed
measurements [13].

Another intelligent method for determining the maximum power point is called the
artificial neural network (ANN). This technique involves taking different input variables
and handling them to obtain the maximum power [25]. For this controller, there is no
condition with respect to the assigned nodes numbers and all neural networks include an
input layer, an output layer, and a hidden layer. This controller is a reliable alternative
to conventional MPPT controllers. However, the disadvantages of ANNs include the
empirical nature of the development of the model, increased computing loads, their black
box structure, and over-fitting issues. In addition, this method demands the use of a
look-up table containing predefined data [26].

In [6], the researchers proposed a fuzzy regulator to enhance the performance of the
predictive torque control model. Indeed, the variable-weight model known as predictive
torque control was applied to a real wind turbine to extract the maximum power. On the
other hand, in [27], a stochastic model predictive yaw control (SMPYC) strategy based on
intelligent scenarios generation (ISG) was proposed to improve in the energy capture effi-
ciency of a wind turbine. The ISG technique is used to generate scenarios that characterize
its application, then the yaw action is optimized via the proposed scenario-based SMPYC
and can be performed to enhance the power capture efficiency of wind turbines.

Likewise, several research works have focused on linear control methods such as
H∞ [28], and other researchers have compared linear and non-linear controllers. The
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researchers in [29] used the CRONE (French abbreviation: “Commande Robuste d’Ordre
Non Entier”) controller for the MPPT technique in the context of a WECS-based on hybrid
excitation synchronous generator (HESG). But this strategy is used only for linear systems,
hence non-linear systems must be linearized. The CRONE controller is widely used
in the field of vehicles, as it demonstrates a high level of robustness for this type of
application [30,31].

According to what exists in the literature, this research work can be considered the
first work that uses the CRONE controller for the MPPT technique for a WECS based on a
DFIG. It is also the first work that validates and compares the results of this controller with
four other MPPT techniques applied to the same system. Generally, few works based on
the CRONE technique are used in the field of wind energy conversion systems to extract
the maximum wind power [29].

The objective of this paper was to elaborate on MPPT-based control via the controlling
of the mechanical speed of a wind turbine. Indeed, the second-generation CRONE controller
is proposed to ensure the follow up of the set-point, which is a function of the wind velocity,
and to ensure system stability. This new control strategy for a DFIG-based WECS is
compared to four other existing controllers, which are, respectively, a proportional-integral
(PI) linear controller, a nonlinear sliding mode controller (SMC), a backstepping (BS)
controller, and a fuzzy logic controller. Hence, the results of the analysis show that the
CRONE controller designed in this study provides great precision, good reference tracking,
and a high level of efficiency enhancement compared to the other controllers used in this
paper. Moreover, this method allowed the wind turbine aerodynamic system to work with
good stability. This controller significantly reduced the response time of the system.

This research paper will be organized as follows: the second section, following the
introduction, is reserved for the mathematical modeling of the wind turbine and its mechan-
ical parts; the third section details the proposed control method and four other strategies; a
discussion of the obtained results and a comparative study are provided in Section 4; and,
finally, the conclusion and some additional perspectives are summarized in Section 5.

2. Mathematical Model of the Wind Energy Conversion System

The wind power that passes through a surface S can be expressed as [1]:

PV =
ρSV3

2
(1)

where V is the wind velocity (m/s), ρ is equal to 1.225 kg/m3, which is the air density and
R is the radius of the turbine blade.

The wind turbine can capture only a fraction of the wind energy and the captured
aerodynamic power of the turbine can be formulated as [1,2]:

Pt = CpPV =
1
2

ρπR2V3Cp(λ, β) (2)

Cp is the power coefficient representing the wind turbine’s aerodynamic efficiency.
The blade pitch angle β and the tip speed ratio λ are involved in the expression of Cp.
The tip-speed ratio is defined as [13]:

λ =
ΩtR

V
(3)

with Ωt (rad/s) being the turbine angular speed on the low-speed side of the turbine gear-
box.

In this paper, Cp is written in the following form [13]:

Cp(λ, β) = 0.5
(

116
λi
− 0.4β− 5

)
exp
(
−21
λi

)
+ 0.0068λ (4)
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with 1
λi =

1
λ+0.08β −

0.035
β3+1 .

The aerodynamic torque of the turbine is defined as [1]:

Ct =
Pt

Ωt
=

1
2

ρπR3V3Cc(λ, β) (5)

where Cc represents the torque coefficient [1]:

Cc =
Cp

λ
(6)

Figure 2 reflects the evolution of the power coefficient Cp in its relationship with the
tip-speed ratio and blade pitch angles β.

Figure 2. Power coefficient as a function of λ and β.

From Figure 2, it can be noted that for every blade pitch angle β there is a specific
optimal tip-speed ratio λ that ensures the maximum value of the coefficient Cp. In addition,
the power coefficient achieves its highest value (Cpmax = 0.48) when β = 0, then the tip-speed
ratio becomes constant at its optimal specific value (λopt = 8.1). Therefore, it is possible to
elaborate a control law that allows for the capturing of the maximum wind power whatever
the wind speed until the maximum generator power is reached. This target can be achieved
by using the MPPT. By other means, to set λ at its specific optimum desired value and to
maximize the generated wind turbine power, the speed Ωt must be linearly varied with the
wind speed V changes. In this case, the optimal rotational speed Ωt

opt can be given for the
maximum mechanical transmission of the wind turbine by the following expression [18]:

Ωopt
t =

λopt

R
(7)

Equation (2) can be written as [16]:

Popt
t =

1
2

ρπR2V3Cmax
p
(
λopt, βopt

)
(8)

Equation (8) shows that a small variation in the wind speed results in a large variation
in the generated power Pt.

The gearbox adapts the turbine speed (slow shaft) to the generator speed (fast shaft).
The elasticity and friction of the gearbox are neglected. Thus, the energy losses are consid-
ered to be zero. The mathematical model of the gearbox is presented as [3,16]:

Ωt =
Ωg

G
(9)

where Ωt is the turbine speed, Ωg is the generator speed, and G is gearbox gain.
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The proposed mechanical model, in this work, considers the total inertia J as the sum
of the transferred turbine inertia Jt and the inertia of the generator Jg [16]:

J =
Jt

G2 + Jg (10)

The equations of both the electromagnetic and mechanical torques are written as
follows [15]:

dΩg

dt
= Cmec = Cg − Cem − C f (11)

Therefore, the mechanical speed evolution Ωg depends on the mechanical torque
applied to the rotor Cg, the electromagnetic torque Cem, and the viscous friction torque C f
given by the relation [32]:

C f = FvΩg (12)

where Fv is the friction coefficient.
Figure 3 presents the aerodynamic model of the studied wind turbine system. This

scheme indicates that the rotation speed of the generator Ωg and the turbine speed can be
controlled by acting on the electromagnetic torque Cem of the generator.

Figure 3. Aerodynamic model of the wind turbine.

3. MPPT Strategy with Speed Control

The control algorithms strategy consists of adjusting the generator’s electromagnetic
torque to push the mechanical speed to pursue a reference value. The latter will maximize
the extracted power of the turbine [13]. Consequently, the speed of the generator must be
controlled. For a given operating point (fixed wind speed), the maximum aerodynamic
mechanical power can be reached if the wind system is operating at its maximum value of
the power coefficient Cp [18]. Moreover, this can be realized when the tip-speed ratio (λ)
achieves its desired optimum value λopt. Therefore, the desired speed of the generator Ω∗g
is obtained by using Equations (3), (7) and (9) as follows:

Ω∗g = G
λopt

R
V (13)

The overall scheme of the proposed MPPT strategy is shown in Figure 4, where the
electromagnetic torque reference C∗g , which is used to control the speed of the DFIG rotor,
is obtained at the output of the speed controller.
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Figure 4. MPPT Strategy with speed control.

3.1. CRONE Controller

The CRONE strategy is a frequency-domain method for robust control. Indeed, the
corrected open loop’s transfer function for this approach is characterized by a non-integer
order, namely a fractional order [33].

The CRONE control system design (CSD) approach was presented and designed
in the 1980s [33–38] (see Figure 5). It was designed based on common unity feedback
configuration systems.

Figure 5. CRONE Control System Design diagram.

This control strategy has three generations:
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3.1.1. The First-Generation CRONE Method

The first CRONE CSD generation strategy is based on a constant-phase controller and
centers on the specific desired open-loop gain crossover frequency ωcg, calculated via a
band-limited real fractional differentiator [39–41].

C(s) = C0

( s
ωl

+ 1
s

ωh
+ 1

)n

(14)

with C0, ωl, ωh, and n being real parameters.
The constant-phase controller guarantees the robustness of the phase margin when the

phase plant remains constant around the frequency ωcg in the case of plant perturbations
leading to gain variations around ωcg only.

The CRONE controller has to embed an order-nF low-pass filter and an order-nI band-
limited integrator to manipulate the steady-state error and the effort level of the control.
Hence, the 1st generation CRONE controller is presented as follows [38,41]:

CF(s) = C0
1(

1 + s
ωF

)nF ′

( s
ωl

+ 1
s

ωh
+ 1

)n(
1 +

ωI
s

)nI
(15)

with ωI, ωF being positive reals and nI, nF being positive integers.
This controller can be defined as a PInI DnFnF controller. Hence, with a rational approx-

imation of the fractional element of (15) an implementable version of this controller can be
defined. It is achieved using the recursive distribution of real-valued poles and zeros [41]:

N

∏
i=1

( s
ω′i

+ 1
s

ωi
+ 1

)
(16)

where ω′i and ω are reals and N is a positive integer.
Moreover [39,41]:

η =
ω′i+1

ω′i
; α = ωi

ω′i
; log(α) = n log(αη); αη =

(
ωh
ωl

)
(17)

To ensure the robustness of the phase margin, the ωcg must be located in the frequency
range where the phase of the plant remains constant. However, only the variation of the
gain-like plant may happen [37–41].

When the previous condition is not verified, the second-generation CRONE CSD
strategy should be used [41].

3.1.2. The Second-Generation CRONE Method

For some systems, and due to problems related to controlling the effort-level, it is very
difficult, or even impossible, to take an ωcg from the frequency range where the phase of
the plant remains constant. However, Bode [42] indicated that a robust controller can allow
the open-loop transfer function to be determined by a fixed phase in a practical and useful
band. The achievement of Bode was “The design of single loop stable amplifiers” which
have variable tube gains [40–42].

Consequently, the second-generation CRONE method considers the open-loop transfer
function in the vicinity of ωcg as a transfer function of a fractional integrator [41].

β(s) =
(ωcg

s

)n
(18)

With n being a positive integer.
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Depending on gain variations, the vertical template, which is the vertical sliding of
the vertical Nichols locus, is permitted to have [35,41]:

• A constant phase margin,
• A resonant peak Mr,
• A modulus margin, which is the minimal distance between the critical point and the

open-loop Nyquist locus,
• The damping ratio of the closed-loop system.

By using integer orders nl and nh, and to enable the controller to process robustness,
accuracy, and control effort problems, the nominal open-loop transfer function is given as
follows [38–41]:

β0(s) = K
(

1 +
s

ωh

)−nh
(

1 + s
ωh

s
ωl

)n(1 + s
ωl

s
ωl

)nl

(19)

where:
nl is an integer order and it must be set to adjust the accuracy supplied by the control

system;
nh is an integer order and it must be set to have a proper or bi-proper controller.
The ratio of the nominal open-loop and the plant transfer function presents the frac-

tional controller CF(s) [41]:

CF(s) =
β0(s)
G0(s)

(20)

In summary, the rational transfer function CR(s) (i.e., with integer orders) can be pre-
sented by substituting the fractional element of (20) using the rational approximation (16).

3.1.3. The Third Generation CRONE Method

There are cases where the vertical Nichols locus does not slide on itself. These cases
are more delicate and general than the problem of gain-like plant variations [33].

It is more suitable to take a Nichols locus, which is always determined as a straight-line
segment around the specific frequency ωcg, for the plant nominal parametric state, but with
any space direction. Hence, the open-loop transfer function in this case is determined by
the real element with regard to the imaginary “i” of a fractional-order complex integrator
transfer function [33,41]:

β(s) = Re/i

(ωcg

s

)n
(21)

with s = σ + jω ∈ Cj and n = a + ib ∈ Cj.
Where:

“a” is the real order which determines the Nichols locus phase placement is called the
generalized template.
“b” is the imaginary order which determines the Nichols locus angle with respect to the
vertical.

The concept of the third generation CRONE method is to try to optimize the parameters
of the nominal open-loop transfer function β0(s), which embeds a band-limited complex
fractional-order integration [41].

β0(s) = βm(s).βl(s).βh(s) (22)

where [39]:

βl(s) = Cl

(ω−N−

s
+ 1
)nl

(23)

βh(s) = Ch

(
s

ωN+
+ 1
)−nh

(24)
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βm(s) =
N+

∏
k=−N−

Csign(bk)
k

(
αk

s
ωk+1

+ 1
s

ωk
+ 1

)ak
Re/i

{
αk

s
ωk+1

+ 1
s

ωk
+ 1

}ibk
−qksign(bk)

(25)

with ak, bk, ωk, ωk+1, ωr, αk, Ck, Ch and Cl ∈R and N+, N− and qk ∈N.
The gains, “C”, were taken in such a way that ωr has to be the nominal closed-loop

resonant frequency. Then, the optimization is simplified considerably by the open-loop
transfer function parameterization of complex fractional orders [39–41].

In the process of optimization, a complex order can be considered as a large set of
parameters that are included in common rational controllers. Consequently, the fractional
controller CF(s) is presented by its frequency response as follows [41]:

CF(jω) =
β0(jω)

G0(jω)
(26)

The rational transfer function CR(s) parameters with a predefined low-order structure
are adjusted to accommodate the desired frequency response CF(jω). This goal can be
achieved by using any frequency domain system identification approach [41].

The advantages of this approach include the fact that despite the complexity of the
control system problem, a controller order reduced value, which is usually around 6, can
be used [35,41].

3.1.4. CRONE Method Design for Wind Turbine MPPT

Depending on the CRONE generation, the non-integer, real, or complex order will
be obtained to allow the definition of the open-loop transfer function, which is optimal in
terms of speed, overshoot, and accuracy with some parameters [35]. Based on the WECS
model specifications, the second CRONE generation was used in this research work [41].

The CRONE control approach is based on the determination of the open loop’s transfer
function β(s) (27) for the nominal state of the plant G(s). This function β(s) must guarantee,
around the desired bandwidth ω0 = 8 rad/s, a very good phase margin, i.e., greater than
80◦ [39].

The angular velocity’s closed-loop’s settling is fixed at 8 s, which is technically logic
for the WECS based on a DFIG. Furthermore, the rotor current settling is set at 0.01 s to
guarantee that the inner current’s loop must be at least ten times faster than the outer veloc-
ity loop. To ensure a ratio of 10, which is usual, between the two loops, the velocity loop’s
bandwidth is set at 8 rad/s, taking into account that the rotor current loop’s bandwidth is
about 310 rad/s [41].

Thus, the open loop’s transfer function β(s) (see Figure 5) is determinate by the
following equations [41]:

β(s) = KCRONE(s).G(s) (27)

where G(s) is the uncertain plant model [3,18]:

G(s) =
Ω

Cm − Cem
=

1
J.s− FV

(28)

where J is the moment of the inertia and Fv is the coefficient of the viscous friction.
The open-loop transfer function can be written as follows [29,41]:

β(s) = Ku

(
1 +

s
ωh

)−nh
(

1 + s
ωh

s
ωl

)n(1 + s
ωl

s
ωl

)nl

(29)

Ku =

(
ω0

ωl

)nl

.

(
1 +

(
ω0

ωl

)2
)(

n−nl
2 )

.

(
1 +

(
ω0

ωh

)2
)(

nh−nl
2 )

(30)

with:
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ωl =
ω0

10
√

a ; ωh = ω010
√

a; a = ∆β
1
n and n = 180−Mφ

90
Where:
KCRONE(s): the CRONE controller
Ku: the constant which ensures the unity gain at the specific desired frequency ω0.
ωh, ωl: the high and low transitional frequencies.
nh, nl,, and n: The order at high frequency, the order at the low frequency, and the

order around the crossover frequency, respectively.
∆β: The variation of the gain in the open-loop.
Mφ: The desired phase margin in degrees.
In this work, Mφ was set to 85◦. nh and nl were taken to be equal to 1.5 and 2,

respectively, for the purpose of limiting the input sensitivity and guaranteeing a zero
steady-state error, respectively.

The CRONE toolbox [43] is used to synthesize the CRONE controller as follows:

KCRONE =
2.67s2 + 0.517s + 0.08

s3 + 25.2s2 (31)

Figure 6 proves that a good phase margin of 87.2◦ is reached at around 8 rad/s, which
is the crossover frequency.

Figure 6. Bode plot of the controlled open-loop.

3.2. PI Controller

The loop of speed control described in Figure 7 is designed from the equation of the
dynamics of the rotating bodies [14,44].

Figure 7. Typical regulator PI structure.

The closed-loop transfer function is written as follows [44]:

Ωg(s)

Ωg∗(s)
=

2ξ.ωn.s + ω2
n

s2 + 2ξ.ωn.s + ω2
n
=

Ki+Kp .S
J

s2 +
Kp+Fv

J .s + Ki
J

(32)
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Both of the parameters Kp and Ki, of the proportional-integral controller, are given by
the following expressions [44]: {

Kp = 2ξ.ωn.J − FV
Ki = J.ω2

n
(33)

3.3. Nonlinear Backstepping (BS) Controller

The backstepping methodology can be presented as a technique for organizing a
studied system into several cascading sub-systems. The execution of the design method-
ology on a general level results in the establishment of a control law via feedback which
is systematically associated with a Lyapunov function or the equivalent. A control law
method stabilizing the studied system is derived from a Lyapunov function to prove the sta-
bility [45]. The important properties of the overall stability of each subsystem are obtained
by defining a stabilizing function at each stage of the representation of the model in cascade
subsystems. One of the greatest advantages engendered by the backstepping algorithm
method is the of maintaining of the features of the initial system in the obtained control
laws [46]. This is the great asset of the backstepping control, especially when compared to
other control methods [47]. The backstepping control method is implemented to create a
control law using Equation (11) in order to force the system to follow the required trajectory.

The tracking error is defined as [45]:

e
(
Ωg
)
= Ω∗g −Ωg (34)

The derivative of Equation (34) is expressed as [46]:

.
e
(
Ωg
)
=

.
Ω∗g −

.
Ωg (35)

Considering the following Lyapunov function [45,46]:

v(e) =
1
2

e
(
Ωg
)2 (36)

The derivative of the Lyapunov function can be written as [45]:

.
v(e) = e

(
Ωg
)
.
.
e
(
Ωg
)
= e
(
Ωg
)
.
( .

Ω∗g +
1
J
(
Cem + fv.Ωg − Cg

))
(37)

The function of the stabilizing control of backstepping is defined by the following
equations [45]:

C∗em = −J.
.

Ω∗g − fv.Ωg + Cg − K1.e
(
Ωg
)

(38)

K1 is a specific positive constant [45].
Substituting (38) in (37), the derivative with respect to time can be reformulated as:

.
v(e) = −K1.e

(
Ωg
)2

< 0 (39)

3.4. Sliding Mode Controller (SMC)

The sliding mode control strategy is the combination of a non-linear control method
and a variable structure method. Furthermore, the several control structures are created in
such a way that the trajectories always converge to a defined adjacent region of the sliding
structure which presented the system’s normal behavior [48]. This will slide along the
boundaries of the control structures [49]. Moreover, the system motion, as it slides along
these boundaries, is named as a sliding mode and the sliding surface is the geometrical
locus consisting of the boundaries [48].
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To design the command C∗em, the surface relative degree is set to 1. On the other hand,
the sliding surface is determined in the following manner [50]:

S
(
Ωg
)
= Ω∗g −Ωg (40)

Choosing the following Lyapunov function [49]:

V
(
S
(
Ωg
))

=
1
2

S
(
Ωg
)2 (41)

Its time derivative is [49]:

.
V
(
S
(
Ωg
))

= S
(
Ωg
)
.

.
S
(
Ωg
)

(42)

with:
.
S
(
Ωg
)
=

.
Ω∗g −

.
Ωg.

Substituting Equation (11) in (42), the obtained equation is [49]:

.
S
(
Ωg
)
=

.
Ω∗g +

1
J
(
Cem + fv.Ωg − Cg

)
(43)

By replacing the expression of Cem by the equivalent commands
(
Cemeq + Cemn

)
in

Equation (43), we find:

.
S
(
Ωg
)
=

.
Ω∗g +

1
J
((

Cemeq + Cemn
)
+ fv.Ωg − Cg

)
(44)

In the steady-state and during the sliding mode and we obtain: Cemn = 0, S
(
Ωg
)
= 0,

and
.
S
(
Ωg
)
= 0. From the previous equations, we extract the expression of the equivalent

command Cemeq [49]:

Cemeq = −J.
.

Ω∗g − fv.Ωg + Cg (45)

Using Equations (45) in (44), the sliding surface derivative can be reformulated
as [49,50]:

.
S
(
Ωg
)
=

1
J

Cemn (46)

To guarantee the convergence of the Lyapunov function, we take [49]:

Cemn = −K2.sign
(
S
(
Ωg
))

(47)

where K2 is a positive constant.

3.5. Fuzzy Logic Controller (FLC)

The design of a fuzzy controller is described in Figure 8. Such a controller is considered
a robust and intelligent adaptive tool for complex non-linear systems. It requires the
selection of the linguistic variables, the membership functions, the defuzzification strategy,
and the method of inference [51]. This controller is employed to adjust the mechanical
velocity in order to pursue the reference value for maximizing the extracted power of the
turbine based on the rules presented in Table 1, where ‘e’ (error speed) and ‘de’ are used as
inputs, while Tem (electromagnetic torque) designates the output [52]. Consequently, the
variables, which are mentioned above, are represented by NB, N, Z, P, and PB, indicating
negative big, negative, zero, positive, and positive big, respectively [51,52].
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Figure 8. Fuzzy logic MPPT controller.

Table 1. Set of rules generated for FLC.

Output
de(t)

NB N Z P PB

e(t)

NB NB NB N N Z

N NB N N Z P

Z NB N Z P P

P N Z P P PB

PB Z P P PB PB

The input and output functions of the triangular membership are described in Figure 9.
They have seven fuzzy subsets. Furthermore, the fuzzy inference is performed based on
the Sugeno technique, and the defuzzification uses the gravity center to identify the output
of this FL control strategy [53].
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4. Results

In this part of the paper, the performance of the proposed CRONE strategy is investi-
gated and compared to others based on the following reference values: tracking, robustness,
the dynamic response, the static error, and the system stability. The overall energy conver-
sion system, considering a 1.5 MW wind turbine, was simulated using Matlab/Simulink
(see Figure 10), with the presented parameters in Table 2.

Table 2. Parameters of the turbine.

Parameters Value

Number of blades 3
Blade radius R 35.25 m
Gearbox gain G 90

Friction coefficient (Fv) 2.4·10−3 N.m.s/rad
Moment of inertia (J) 1000 kg.m2

To validate the static and dynamic performance of the studied wind system in this
paper, two different wind speed scenarios were applied for the simulation results.
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Figure 10. Matlab/Simulink architecture of the designed controllers.

4.1. Tracking Test with Speed Step Profile

To determine the best choice of MPPT algorithm for a proposed variable wind speed
turbine (VSWT), a tracking test must be performed for the control strategies to assess their
merit in terms of being robust against radical changes in the wind profile, as shown in
Figure 11. This wind profile is a standard profile used by the authors previously to compare
various algorithms.

Figure 11. Wind step speed profile (m/s).

Figures 12–15 show the static evolution of the five MPPT strategies with regard to
mechanical velocity control. The obtained results clearly show that the dynamic perfor-
mance of the system based on the CRONE controller is very efficient when compared to the
other controllers, SMC, PI, BS, and FLC, under a moderate wind speed disturbance. With
these variant conditions, it can be noted that the power coefficient Cp (Figure 12) takes a
maximum value of 0.480015 for a blade pitch angle which is maintained at its minimum
desired value (β = 0◦).

The error close to the starting time (time zero) is high because the damping at the start
of the turbine was very high at the beginning of the operation.

Based on these results and analysis, the second-generation CRONE controller was
found to be the fastest in achieving the steady-state. Hence, the recovery time upon wind
speed change was also faster for this algorithm. The PI controller, on the other hand, was
found to be the slowest and least efficient method, as the response time was 166 times
longer than the second-generation CRONE controller.
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Table 3, below, represents a qualitative and quantitative synthesis of the comparison
of all five proposed controllers (PI, SMC, BS, FLC, and CRONE) in terms of the static error,
response time, and set-point tracking precision.

Figure 12. Power coefficient for PI, BS, SMC, FLC, and CRONE controllers.

Figure 13. Tip speed ratio for PI, BS, SMC, FLC, and CRONE controllers.

Figure 14. Angular rotor speed for PI, BS, SMC, FLC, and CRONE controllers.
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Figure 15. Speed error for PI, BS, SMC, FLC, and CRONE controllers.

Table 3. Comparative study of the five MPPT controllers for a step wind profile.

Performance PI BS SMC FLC CRONE

Response time (ms) 200 5.2 3.5 4 1.2
Static errors (%) 4.3 2.1 3.5 0.9 0.3
Set-point tracking Good Good Good Very good Very good
Precision Medium Medium High Very high Very high

The above simulation tests were necessary, but they are not sufficient to realistically
validate the five controllers. Indeed, the test scenario does not represent a real wind profile
in a real meteorological context. To deal with this problem, the studied methods were
investigated with a real stochastic wind profile.

4.2. Tracking Test with Variable Real Wind Speed Profile

In this test, the simulated real wind profile of the city of Assilah in Morocco varies
between 0 m/s and 13 m/s, as shown in Figure 16.

To extract the maximum value of supplied power, the speed ratio was fixed at the
value λopt = 8.1 (Figure 13), which is in keeping with the maximum power coefficient
Cpmax = 0.48 (Figure 16) for any wind speed variation.

The MPPT simulation results concerning the five proposed control methods (PI, SMC,
BS, FLC, and CRONE) and a mechanical speed control law prove clearly that for each wind
speed value, the mechanical speed perfectly followed its desired references in the case of
all methods, but with disturbing significant static errors in the cases of the sliding mode
and PI controllers, as can be seen in Figures 17–20.

Moreover, it is noted that the CRONE controller and the fuzzy logic controller (FLC)
methods both reached the static regime with small response times and a negligible static
error. In contrast, the PI controller, the sliding mode controller (SMC), and the BS controller
are characterized by a slightly slow response time, with minimal fluctuations in the case of
the sliding mode controller (SMC) and a very important overshot in the cases of the PI and
sliding mode controllers in the dynamics regime.

The error close to the starting time (time zero) is high because the damping at the start
of the turbine was very high at the beginning of the operation.

Table 4 below represents a qualitative and quantitative synthesis of the comparison
of all five proposed controllers (PI, SMC, BS, FLC, and CRONE) in terms of the dynamic
error, response time, and setpoint tracking precision. This table highlights the remarkable
improvements obtained by the CRONE controller. In fact, among these improvements, the
optimization of the response time, set-point tracking, precision, and dynamic error can
be noted.
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Figure 16. Wind speed profile of Assilah, Morocco.

Figure 17. Power coefficient for PI, BS, SMC, FLC, and CRONE controllers.
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Figure 18. Tip speed ratio for PI, BS, SMC, FLC, and CRONE controllers.

Figure 19. Angular rotor speed for PI, BS, SMC, FLC, and CRONE controllers.

Figure 20. Speed error for PI, BS, SMC, FLC, and CRONE controllers.

Table 4. Comparative study for the real wind speed of Essaouira city, Morocco.

Performance PI BS SMC FLC CRONE

Response time (ms) 255 6.4 5.5 4 2.1
Dynamic errors (%) 8.3 4.1 6.1 0.9 0.45
Set-point tracking Good Good Good Very good Very good

Precision Medium Medium High Very high Very high
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In order to position the proposed method in the field of research on MPPT strategies,
a comparative study was realized between the proposed CRONE controller and two others
control methods existing in two separate research papers. This study is illustrated in Table 5.
The comparison was carried out using several performance indexes.

Table 5. Comparative study between the proposed CRONE strategy and other works.

Reference Paper MPPT
Technique

Response Time
(s) Static Errors (%) Set-Point

Tracking

[16] OTC 0.02488 – Good
[54] Backstepping 0.005 1.1 Good

Proposed
method CRONE 0.0012 0.3 Very good

It is clear that the CRONE controller provides the fastest response time compared to
the other algorithms, and it represents a static error that is negligible.

5. Conclusions

This work was motivated by the efficiency and performance of the CRONE controller
with respect to vehicles and HESG-based WECS systems. This motivation led the authors
to test and implement this controller for a DFIG-based WECS for power wind turbine
extraction.

In this study, the second-generation CRONE controller was designed and then tested
against four MPPT strategies under a real wind profile. These controllers were a PI con-
troller, a non-linear control based on sliding modes (SMC), a backstepping controller (BS),
and a fuzzy logic controller (FLC).

The simulation results demonstrate that the application of the CRONE controller
demonstrated the best performance and it proved to be the most suitable strategy for the
chosen wind conversion power system in comparison with the other controllers studied
in this work, whether in terms of the dynamic response, reference tracking, precision,
static and dynamic error, or robustness. So, the second-generation CRONE controller will
improve the performance of and overcome some of the obstacles found in current MPPT
methods. This novel controller perfectly handles the problems of control effort level, and it
significantly reduces the response time (0.0012 s).

Future work will address the validation of the best controller studied in this research
paper using a real-time implementation in the dSPACE card.
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