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Abstract: For the various climatic zones of India, machine learning (ML) models are created in the
current work to forecast monthly-average diffuse solar radiation (DSR). The long-term solar radiation
data are taken from Indian Meteorological Department (IMD), Pune, provided for 21 cities that span
all of India’s climatic zones. The diffusion coefficient and diffuse fraction are the two groups of ML
models with dual input parameters (sunshine ratio and clearness index) that are built and compared
(each category has seven models). To create ML models, two well-known ML techniques, random
forest (RF) and k-nearest neighbours (KNN), are used. The proposed ML models are compared with
well-known models that are found in the literature. The ML models are ranked according to their
overall and within predictive power using the Global Performance Indicator (GPI). It is discovered that
KNN models generally outperform RF models. The results reveal that in diffusion coefficient models
perform well than diffuse fraction models. Moreover, functional form 2 is the best followed by form 6.
The ML models created here can be effectively used to accurately forecast DSR in various climates.

Keywords: machine learning; diffuse fraction; sunshine ratio; clearness index; diffusion coefficient

1. Introduction

Proper exertion of energy resources is a major issue these days. It is essential to be
concerned about which energy source must be applied and why. Cleanliness, cost, stability,
efficiency and environmental effects are a few things that need to be considered. Moreover,
many industries worldwide still depend on fossil fuels for the generation of electricity. Of
course, these fuels are very effective as far as the power production quality is concerned,
but it is not easy to depend on them for a long period. One day, fossil fuels will be depleted.
Industries must rely on renewable resources to solve this problem. Additionally, fossil fuels
pose a serious threat to the environment’s balance and have numerous ecological issues [1].

Solar energy is widely accessible and abundant all year in India. There are 2776 h
of total daily sunshine in India, and the average annual global solar radiation (GSR) is
5.25 kWh/m2-day [2,3]. In some areas of North India, the greatest energy availability
during the summer is 7.5 kWh/m2/day [4].

For performance estimation, planning and execution, solar thermal systems require
precise data on the solar radiation potential [5–10]. A specific site’s solar radiation potential
can be assessed using the radiation data, modelling and forecasting methods that are now
available [11]. The only cities for which these data are available in a country such as India are
the metro areas [12]. Although smaller cities have a significant solar energy potential as well,
this information is typically unavailable due to the significant cost associated with establishing
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metrological facilities. Solar radiation models can be quite helpful in these circumstances. It is
possible to model horizontal diffuse solar radiation using a variety of methods.

Diffuse solar radiation modelling was the subject of early ground-breaking efforts by
Reindl et al. [13,14], Angström [15], Iqbal [16] and Liu and Jordan [17]. The researchers
have provided various empirical models with clearness index as an input (linear, polyno-
mial, exponential, log and power law). Models based on temperature, relative sunshine,
relative humidity and climatic variables were also suggested by researchers [18,19]. Al-
Mohamad [20], Noorian et al. [21], Diez-Mediavilla et al. [22], Tarhan and Sari [23], Aras
et al. [24] and many more researchers also applied these techniques. According to stud-
ies by Boland et al. [25], El-Sebaii et al. [26], Haydar et al. [24], Iqbal [27] and Boland
et al. [28], diffuse fraction and sunshine duration were related. Few researchers, according
to Gopinathan [29], El-Sebaii and Trabea [30] and Jiang [31], select both the clearness index
and the duration of sunshine.

Fourteen models were created and compared by Wattan and Janjai [32] at two different
tropical locations. Eight models were proposed by Ulgen and Hepbasli [33] for the DSR
forecast for Turkey. For Trabzon, Turkey, Kaygusuz [34] has found seven empirical rela-
tionships that can predict DSR. Bakirci [35] presented six models to forecast the monthly
average DSR for Erzurum, Turkey, using a similar methodology. Eight models were created
by Blaga [36] for the estimation of hourly DSR. In order to determine the solar energy
potential in the Azores, Maggareiro et al. [37] evaluated the performance of various DSR
models. New correlations were proposed by Li et al. [38] to anticipate China’s monthly
mean daily DSR. For Kerman (Iran), Safaripour and Mehrabian [39] created models to
predict horizontal DSR and GSR using linear regression analysis. In Rio de Janeiro, Filho
et al. [40] classified solar radiation and created models to forecast GSR, DSR and BSR.
Despotovic et al. [41] examined DSR models that were already in use from 267 sites around
the globe that covered different climatic zones.

Many researchers, including Soares et al. [42], Ozan and Tuncay [43], Khatib et al. [44],
Rehman and Mohanes [45], utilised the techniques of Artificial Neural Network (ANN) for
calculating DSR. Machine Learning (ML) approaches have recently proved to predict solar
radiation accurately by utilising different variables input that is accessible from weather
stations [46]. Some input variables that can be used are daily global radiation, latitude,
longitude, sunshine duration, temperature, wind velocity and wind direction [47]. Various
ML algorithms can use different input variables to extract data from them. Support Vector
Machines Regression [13,48,49], neural networks with different types [50,51], Gaussian
processes [52], hybrid methodologies and a mix of these and alternative procedures [53–58]
are a few of the ML techniques that researchers have reported. It has been noted in all
instances that ML approaches produced excellent results in solar radiation prediction.

DSR modelling has been performed by several researchers in the Indian context. Modi and
Sukhatme [59] showed that city-specific weather data, such as sunshine hours and precipitation,
are the best predictors of day-to-day DSR. They asserted that as compared to daily DSR models,
monthly average models provide better predictions. Muneer and Hawas [60] assessed the
relationships between the monthly averaging values of GSR and DSR. Veeran and Kumar [61]
observed a correlation between the daily mean DSR and monthly average clearness index.
Parishad et al. [62] determine the constants necessary for the hourly GSR, BSR and DSR
calculations in India. For various climatic zones in India, Jamil and Siddiqui [63] provided
generalised models for DSR as a function of clearness index and associated sunshine duration.
Jamil and Akhtar [64] conducted a comparison of hundred monthly average DSR models based
on solar radiation measurements for the Indian city of Aligarh.

The literature review shows that most of the empirical correlations to estimate DSR are
with a single input (clearness index or sunshine ratio). Though two-variable models have
better estimation capability, only a few researchers have developed two-variable empirical
models. Furthermore, the ML technique provides much better estimation in comparison to
empirical models. Thus, in the present work, we want to combine the ML technique with
two input predictors to obtain much better estimations of DSR. The different functional
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forms of the dual input (clearness index or sunshine ratio) are also compared. Development
and comparison of ML models for the forecasting of monthly average DSR with two input
predictors for various climate zones in India is the main goal of the current effort. In two
categories, fourteen models with two input predictors are created (diffusion coefficient and
diffuse fraction). Additionally, K-nearest neighbours (KNN) and Random Forest (RF), two
ML approaches, are used in each category as suggested by Husain et al. [65]. Consequently, a
total of 28 models are created. The data (obtained for IMD, Pune) are separated into training
and validation sets, with training sets being used for model development and validating
sets being used for model testing. Global Performance Index (GPI) is used to grade models
for assessment accuracy within each group as well as within the group of 28 models.

2. Methodology and Data Description
2.1. Data for Solar Radiation

The current analysis covers all of India’s climatic zones. According to the Koppen
classification [66], the six climatic regions of India are categorised as follows: montane,
humid subtropical, tropical wet and dry, tropical wet, semi-arid and arid. We have chosen
21 cities, depicted on the map of India [66] in Figure 1 that covers all the climatic zones.
Table 1 displays the latitudes and longitudes of each place. The long-term solar radiation
(1986–2000) data, which include monthly DSR, air temperature and sunshine hours, for
these places, were obtained by IMD, Pune [67].

The following calculation is used to compute the average daily extra-terrestrial radia-
tion (H0) for each month:

H0 =
24
π

Hsc

[
1 + 0.033cos

(
360
365

n
)][

cos∅cosδsinωs +
π

180
sin∅sinδ

]
(1)

where Hsc is the solar constant, n is the day of the year that may be determined from
Klien [68], ∅ is the latitude, ωs is the angle at which the sun sets on a given day, δ is solar
declination. The ensuing equations result in δ and ωs

δ = 23.45osin
[

360(284 + n
365

]
(2)

cosωs = −tan∅tanδ (3)

Table 1. Geographical coordinates of the designated cities.

S. No. Location Altitude (m) Latitude Longitude

1. Srinagar 1587 34′′08′ 74′′50′

2. New Delhi 225 28′′29′ 77′′08′

3. Jaipur 431 26′′49′ 75′′48′

4. Jodhpur 231 26′′18′ 73′′01′

5. Patna 53 25′′36′ 85′′10′

6. Varanasi 81 25′′18′ 83′′01′

7. Ranchi 651 23′′19′ 85′′19′

8. Bhopal 500 23′′17′ 77′′21′

9. Gandhinagar 81 23′′04′ 72′′38′

10. Kolkata 14 22′′39′ 77′′21′

11. Bhavnagar 24 21′′45′ 72′′11′

12. Nagpur 310 21′′06′ 79′′03′

13. Mumbai 6 19′′07′ 72′′51′

14. Pune 560 18′′32′ 73′′51′
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Table 1. Cont.

S. No. Location Altitude (m) Latitude Longitude

15. Vishakhapatnam 33 17′′41′ 83′′81′

16. Hyderabad 571 17′′28′ 78′′28′

17. Chennai 9 13′′00′ 80′′11′

18. Bangalore 911 12′′58′ 77′′35′

19. Port Blair 16 11′′40′ 92′′43′

20. Thiruvananthapuram 10 08′′29′ 76′′57′

21. Minicoy 2 08′′18′ 73′′09′
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Figure 1. Indian meteorological stations, 21 of which are geographically located. 
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2.2. Methodology

The modelling of the monthly average diffuse fraction (or diffusion coefficient) with
monthly average clearness index and sunshine time as an input is necessary for DSR
prediction [69].

The general equations for two categories of models are as follows:

Category− 1 : Diffuse fraction D f = f
(
Kt, θ

)
(4)

Category− 2 : Diffusion coefficient Dc = f
(
Kt, θ

)
(5)

where D f = Hd
H

is diffuse fraction, Dc =
Hd
H0

is diffusion coefficient, Kt =
H
H0

is clearness

index and θ = S
S0

is sunshine ratio. H, H0 and Hd are, on a horizontal surface, monthly

averages of GSR, ETSR and DSR, respectively. while S is actual sunshine hours and S0 is
maximum possible sunshine hours can be obtained from:

So =

(
2

15

)
ωs (6)

2.3. Statistical Indicators

A handful of the most widely used statistical measures were used to evaluate how
well the developed ML models worked. They are the Uncertainty at 95% (U95), Mean
Absolute Percentage Error (MAPE), Mean Bias Error (MBE), Root Mean Square Error
(RMSE), Correlation Coefficient (R2) and Mean Bias Error (MBE). Details of the statistical
indicators are provided in Table 2.

Table 2. Mathematical equations of Statistical indicators employed in the current study.

S. No. Statistical Indicator Equation

1 Mean Bias Error (MBE) MBE = 1
n ∑n

i=1(Ei −Mi)

2 Coefficient of Determination (R2) R2 = 1− ∑n
i=1(Mi−Ei)

2

∑n
i=1(Mi−Mavg)

× 100

3 Root Mean Square Error (RMSE) RMSE =
√

1
n ∑n

i=1(Ei −Mi)
2

4 Mean Absolute Percentage error (MAPE) MAPE = 100
m ∑m

i=1

∣∣∣ (Ei−Mi)
Mi

∣∣∣
5 Uncertainty at 95% (U95) U95 = 1.96

(
SD2 + RMSE2)0.5

2.4. Global Performance Indicator (GPI)

Knowing which generated ML models outperform the others is pretty intriguing.
To enhance our findings and eliminate any discrepancies that might have existed in the
statistical analysis, we used GPI. Despotovic et al. [70] credited with initially introducing
the innovative element known as GPI. It is an amazing method for combining the effects of
many statistical pointers. All statistical pointers are scaled down between 0 and 1 during
the process. The appropriate median value of all models is then subtracted from each scaled
value of a statistical pointer. After that, the distinctions are combined with the proper
weighting factors (−1 for R2 and 1 for all other statistical pointers). The following is the
equation for the kth model’s GPI:

GPIk = ∑5
i=i αi(ỹi − ỹki) (7)

where, αi = weight factor. ỹi indicates the median for the scaled values of pointer i, the
scaled value of pointer i for model k is shown by ỹki. The model with the highest GPI value
is the one that is most accurate.
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2.5. Machine Learning Models

In the current work, two ML regression techniques viz. K-nearest neighbours (KNN) [71]
and Random Forest (RF) [72] are used.

K-Nearest Neighbours (KNN): One of the simpler ML algorithms is this one. Both
classification and regression can be performed with it. When determining the mean value
in comparison to the farthest neighbour, it operates under the premise that the closer
neighbour contributes more. The weight of the neighbour will be 1/d if d is the distance
between the node and the neighbour (Alfadda et al. [73]). The dataset’s distance to each
test point x̂ and each training data point xi should be calculated as follows:

Di(x, xi) =

√
∑j

(
xj

i − x̂j
)2

(8)

For each test point x̂ the distance to all training points xi is computed, then the k
nearest neighbour’s label values yi are averaged to predict the x̂ label value ŷ.

Random Forest (RF): In an RF regression problem, we aggregate all of the high-
variance trees so that the resulting variance is minimal, allowing each decision tree to be
optimally trained on any sample data and, as a result, causing the output to depend on
numerous trees rather than just one tree. In comparison, the average of all the outputs will
be the ultimate result Breiman [74]. The entire description of RF is available in Feng, Cui,
et al. [75].

For an ensemble of classifiers h1(x), h2(x) , . . . , hk(x) and with the training dataset
drawn at random from the distribution of the random vector X, Y, the margin function is
expressed as:

mg(X, Y) = avk I(hk(X) = Y)−maxj 6=Y avk I(hk(X) = j) (9)

3. Result and Discussion

Twenty-eight models in two categories were developed in the current study utilising
two ML regression approaches. A few well-known models from the literature are selected
for comparison with the newly constructed ML models proposed in the present work.

3.1. Category-1 Models (Diffuse Fraction)

In this, category seven models are proposed with two inputs having different function
forms with a maximum order of two in each predictor. The various functional forms are as
given below:

Form 1 D f = f (Kt, θ), Form 2 D f = f (Kt, K2
t , θ)

Form 3 D f = f (Kt, K2
t , θ, θ

2
t ), Form 4 D f = f (Kt, θ, θ

2
t )

Form 5 D f = f (K2
t , θ

2
t ), Form 6 D f = f (Kt, θ

2
t ), Form 7 D f = f (K2

t , θ)
Figures 2 and 3 show the scatter plots of the estimated and measured DSR from

category-1 models made with the KNN and RF ML techniques, respectively. The estimated
DSR of all the developed models gives good correlations from the measured DSR. The
coefficient of determination (R2) value lies in the range of 0.973–0.976 for KNN and 0.897–
0.959 for RF.
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In KNN models, the maximum value of R2 is witnessed for Model 2, while the lowest
R2 is attained by Model 4, while in RF models, the maximum value of R2 is witnessed for
Model 3, while the lowest value of R2 is for Model 5.

3.2. Category-2 Models (Diffusion Coefficient)

As a result of input predictors (such as sunlight ratio and clearness index), ML diffusion
coefficient models are created. Seven further models are proposed in this category, all of
which have comparable functional shapes to those in Category I.

Figures 4 and 5 show the scatter diagrams of the predicted and measured DSR from
category-2 models using KNN and RF ML techniques. All of the models that have been
made show good correlations between the DSR they predict and the DSR they measure.
The R2 value for KNN is between 0.969 and 0.976, and the R2 value for RF is between 0.935
and 0.958. In KNN models, Model 1 has the highest R2 value and Model 5 has the lowest.
In RF models, Model 3 has the highest R2 value and Model 5 has the lowest.
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3.3. Statistical Indicators

Table 3 displays the findings of statistical tests for both categories of models using
the measures of Mean Bias Error (MBE), Root Mean Square Error (RMSE), Correlation
coefficient (R2), Uncertainty at 95% (U95) and Mean Absolute Percentage Error (MAPE).

In Category 1 KNN models, Model 3 has a minimum value of 0.016 MJ/m2-day for
MBE. The RMSE values lie in the range of 0.471–0.501 MJ/m2-day. The lowest value of
RMSE is 0.471 MJ/m2-day for Model 2. The minimum value of MAPE is 2.862% for Model
2. The maximum value of R2 is 0.976 for Model 2. The minimum value of U95 is 4.260 again
for Model 2.

In Category 1 RF models, Model 7 has the lowest value of 0.024 MJ/m2-day for MBE.
The lowest value of RMSE is 0.619 MJ/m2-day for Model 3. The MAPE values lie in the
range of 5.892–9.667. The minimum value of MAPE is 5.892% for Model 7. The maximum
value of R2 is 0.959 for Model 3. The lowest value of U95 is 4.112 for Model 6.

In Category 2 KNN models, Model 5 has a minimum value of 0.024 MJ/m2-day for
MBE. The RMSE values lie in the range of 0.468–0.535 MJ/m2-day. The minimum value of
RMSE is 0.468 MJ/m2-day for Model 6. The lowest value of MAPE is 2.829% for Model 1.
The maximum value of R2 is 0.976 for Model 2. The minimum value of U-95 is 4.260 for
Model 2.

Table 3. Values of statistical indicators for the developed models.

Category 1 KNN

MODEL MBE RMS MAPE R2 U95

M1 0.0184 0.4829 2.8676 0.9751 4.2740

M2 0.0185 0.4710 2.8627 0.9763 4.2606

M3 0.0160 0.4888 2.8892 0.9744 4.2766

M4 0.0184 0.5018 3.0187 0.9731 4.2930

M5 0.0186 0.4850 2.9034 0.9748 4.2715
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Table 3. Cont.

Category 1 KNN

MODEL MBE RMS MAPE R2 U95

M6 0.0233 0.4935 2.9458 0.9740 4.2667

M7 0.0178 0.4798 2.8436 0.9754 4.2721

Category 1 RF

MODEL MBE RMS MAPE R2 U95

M1 0.0308 0.6356 5.9723 0.9568 4.1639

M2 0.0546 0.6411 6.0414 0.9561 4.1775

M3 0.0318 0.6199 5.9076 0.9592 4.1364

M4 0.0318 0.6210 5.9281 0.9591 4.1247

M5 0.1496 0.9825 9.6677 0.8977 4.5575

M6 0.0279 0.6334 6.0287 0.9575 4.1120

M7 0.0240 0.6241 5.8928 0.9587 4.1154

Category 2 KNN

MODEL MBE RMS MAPE R2 U95

M1 0.0287 0.4672 2.8298 0.9767 4.2701

M2 0.0263 0.4687 2.8714 0.9766 4.2605

M3 0.0291 0.4753 2.8856 0.9759 4.2832

M4 0.0324 0.4716 2.8664 0.9763 4.2704

M5 0.0249 0.5352 3.2885 0.9693 4.2474

M6 0.0333 0.4680 2.8668 0.9767 4.2644

M7 0.0297 0.4753 2.9052 0.9759 4.2884

Category 2 RF

MODEL MBE RMS MAPE R2 U95

M1 0.0577 0.6539 6.0563 0.9541 4.2479

M2 0.0427 0.6259 5.9015 0.9581 4.1959

M3 0.0366 0.6250 5.8853 0.9582 4.1768

M4 0.0350 0.6286 5.8954 0.9577 4.1827

M5 0.0542 0.7722 7.1921 0.9352 4.2726

M6 0.0469 0.6524 6.1011 0.9542 4.2592

M7 0.0535 0.6458 5.9996 0.9552 4.2343

Model 4 has the lowest value for MBE in Category 1 RF models, at 0.035 MJ/m2-day.
The lowest value of RMSE for Model 3 is 0.625 MJ/m2-day. The MAPE values are between
5.887 and 7.192. Model 3 has a MAPE value of at least 5.885%. For Model 3, the most R2

can be is 0.958. Model 6 has a U-95 value of 4.176, which is the lowest.
From the statistical parameters, it was observed that in general, KNN models per-

formed well in comparison to RF models. Moreover, the effect of statistical indicators is not
distinct and different statistical indicator values are in favour of different models; therefore,
to remove this vagueness, the calculation of GPI is performed.

Figure 6 shows the GPI estimation of overall India consisting of different climatic
zones. In category 1 KNN models, Model 2 ranked 1 (GPI = 1.393), followed by Model
7 (GPI = 0.682) and then Model 1. For category 1 RF models, Model 7 leads the 1st rank
(GPI = 0.177), followed by Model 4 (0.099) and Model 3 (0.081). In category 2 KNN models,
Model 2 is ranked 1st (GPI = 0.644), then Model 1 (GPI = 0.258) and then the rest of the
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models. In category 2 RF models, Model 3 is estimated 1st rank, followed by Model 4 and
then Model 2.
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3.4. Comparison with Models Available in the Literature

The performance of the developed ML models is also compared with the models
available in the literature to justify their development. Some well-established models are
selected from the literature for the same according to their widespread application and
similarity to the functional form of correlations. Here are the models that were chosen for
both groups:

Jamil et al. Model 1 [59]

D f = 2.071− 0.9142Kt − 2.6184θ + 1.5116θ
2

El-Sebaii et al. Model [26]

D f = 4.609− 6.318Kt − 0.0474θ

Jamil et al. Model 2 [64]

Dc = 0.3960− 0.9827Kt − 0.9510Kt
2 − 0.9104θ + 0.4658θ

2
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Li et al. Model [38]

Dc = −0.0493 + 1.414Kt − 1.95Kt
2 − 0.0306θ + 0.1269θ

2

The scatter plots of the models suggested by earlier investigations are displayed in
Figure 7. The scatter plots demonstrate that the generated ML models outperform the
models found in the literature in terms of estimating DSR. The projected values are far
from the measured data, and the coefficient of determination values are also significantly
lower. This justifies the creation of ML models.
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3.5. Application of Developed ML Models under Various Climatic Zones

The ML models developed in both categories have been employed to predict DSR for
five climatic zones of India. As the performance of KNN models is better in comparison to
RF Models, we used KNN models for application. The scatter diagrams of the predicted
and measured values of DSR are shown in Figures 8–12.
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depicting predicted and measured DSR tropical wet climate (Category 2).
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Category 1 and Category 2 models are presented in Figures 8–12 for each climatic
zone, along with values of the correlation coefficient on each graph. It can be seen that the
ML model gives very good predictions with excellent correlation values for all the climatic
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zones. Further, it can be seen that within each category, the difference in R2 values is almost
negligible. That means any functional form can be used with great accuracy. Moreover,
Category II type models provide better R2 values in comparison to Category I models.

Tables 4 and 5 display the results of statistical indicator analysis for both category
models for five climatic zones. From Tables 4 and 5, overestimation is observed as MBE
values are positive for subtropical humid climate and tropical wet climate, whereas an
underestimation in the prediction of DSR values has been witnessed for tropical wet and
dry climate, arid climate and semi-arid climate as the MBE values are negative. For semi-
arid climate, in category 1 models, Model 1 and Model 2 show overestimation while the rest
of the models show underestimation. The best models in category 1 with respect to MBE
are Model 5, Model 2, Model 5, Model 7 and Model 5 for SHC, TWDC, TWC, SARC and
ARC, respectively. In category 2, the best models with respect to MBE are Model 1, Model
7, Model 5, Model 3 and Model 5 for SHC, TWDC, TWC, SARC and ARC, respectively.

The RMSE values are witnessed to be considerably small for all the climatic zones
representing good estimation. In category 1, the lowest RMSE values are witnessed as 0.481,
0.396, 0.479, 0.358 and 0.489 MJ/m2-day, respectively, for SHC (Model 6), TWDC (Model
2), TWC (Model 6), SARC (Model 1) and ARC (Model 4). The minimum value of RMSE in
category 2 are 0.352, 0.387, 0.362, 0.352 and 0.446 MJ/m2-day for SHC (Model 2), TWDC
(Model 2), TWC (Model 6), SARC (Model 6) and ARC (Model 2), respectively.

MAPE values are lowest for Model 4 (3.142), Model 2 (2.697), Model 6 (3.120), Model
4 (2.506) and Model 2 (3.175), respectively, for SHC, TWDC, TWC, SARC and ARC in
category 1. In category 2, MAPE values are least for Model 2 (2.372), Model 2 (2.495), Model
6 (2.220), Model 6 (2.496) and Model 2 (2.723) for SHC, TWDC, TWC, SARC and ARC,
respectively.

The top-performing models in terms of R2 in category 1 are Model 3, Model 2, Model
6, Model 1 and Model 2, while in category 2 are Model 2, Model 2, Model 6, Model 6 and
Model 2 for SHC, TWDC, TWC, SARC and ARC, respectively.

In category 1, the lowest values of U95 are observed as 3.973, 2.718, 2.705, 4.942 and
4.950 MJ/m2-day, respectively, for SHC (Model 4), TWDC (Model 3), TWC (Model 5), SARC
(Model 4) and ARC (Model 3). The minimum values of U95 in category 2 are 3.906, 4.094,
2.709, 4.930 and 4.989 MJ/m2-day for SHC (Model 6), TWDC (Model 2), TWC (Model 1),
SARC (Model 1) and ARC (Model 5), respectively. So, it is clear that the individual values of
statistical indicators are not enough to choose the best model, since they support different
models. So, GPI and the parallel ranking system need to be used to expand statistical
analysis.

Table 4. Statistical indicator values for Category-1 ML models for different climatic zone.

Statistical Indicators M1 M2 M3 M4 M5 M6 M7

Subtropical Humid Climate
MBE 0.0153 0.04958 0.04982 0.03421 0.11709 0.03594 0.01333
RMS 0.53641 0.47977 0.47536 0.4892 0.80273 0.48119 0.54086

MAPE 3.64847 3.25416 3.42663 3.14276 4.85124 3.15851 3.67562
R2 0.9643 0.97163 0.97233 0.97015 0.91944 0.97119 0.96349

U95 4.0609 4.0166 4.04438 3.97301 4.07976 3.98406 4.03424
Tropical Wet and Dry Climate

MBE −0.0198 −0.0045 0.18863 −0.025 −0.1265 −0.0242 −0.0094
RMS 0.43637 0.3967 0.52074 0.5125 0.70671 0.53061 0.45662

MAPE 2.82463 2.69795 3.49768 3.47452 4.81819 3.52993 3.01713
R2 0.97825 0.98195 0.93676 0.97128 0.9501 0.96896 0.97605

U95 4.16592 4.11663 2.718 4.33419 4.5813 4.32611 4.14535
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Table 4. Cont.

Statistical Indicators M1 M2 M3 M4 M5 M6 M7

Tropical Wet Climate
MBE 0.18451 0.19367 0.18863 0.15124 0.0903 0.15119 0.19047
RMS 0.5119 0.54096 0.52074 0.49994 0.50535 0.47964 0.52481

MAPE 3.45867 3.69023 3.49768 3.33996 3.36727 3.12059 3.47919
R2 0.93887 0.93129 0.93676 0.93908 0.93349 0.94458 0.93577

U95 2.71396 2.72576 2.718 2.71985 2.70542 2.71585 2.71658
Semi-Arid Climate

MBE −0.0165 0.01626 −0.0182 −0.0392 −0.0193 −0.0215 −0.0124
RMS 0.35813 0.38162 0.3685 0.37733 0.48067 0.38381 0.36875

MAPE 2.54478 2.83289 2.51074 2.50675 3.50534 2.67787 2.66804
R2 0.99007 0.98874 0.98949 0.98914 0.98232 0.98863 0.98945

U95 5.00651 4.94223 5.01482 5.04959 5.10824 5.02953 4.9945
Arid climate

MBE −0.0984 −0.1125 −0.11 −0.1132 −0.026 −0.1045 −0.1106
RMS 0.5031 0.50485 0.53621 0.4898 0.81585 0.49569 0.54327

MAPE 3.40123 3.17594 3.32376 3.32639 4.55863 3.44428 3.4506
R2 0.98118 0.98129 0.9787 0.98243 0.94759 0.98182 0.97811

U95 4.96069 4.95572 4.95043 4.98537 5.01664 4.99313 4.95219

Table 5. Statistical indicator values for Category-2 ML models for different climatic zone.

Statistical Indicators M1 M2 M3 M4 M5 M6 M7

Subtropical Humid Climate
MBE 0.08049 0.08425 0.09688 0.09908 0.12637 0.10152 0.08551
RMS 0.36514 0.35239 0.36849 0.38135 0.52135 0.39456 0.36629

MAPE 2.47727 2.37231 2.55948 2.52881 3.24061 2.70167 2.48456
R2 0.9842 0.98547 0.98431 0.98319 0.96787 0.98187 0.98421

U95 3.93184 3.90786 3.90678 3.89485 3.93957 3.95246 3.92453
Tropical Wet Climate

MBE −0.0232 −0.0402 −0.0347 −0.0426 −0.1222 −0.0339 −0.0156
RMS 0.43388 0.38702 0.43687 0.45727 0.52158 0.47781 0.4500

MAPE 2.79622 2.49522 2.68675 3.04722 3.74846 3.14585 2.92803
R2 0.97845 0.98302 0.97829 0.97655 0.97092 0.9743 0.97674

U95 4.14146 4.09406 4.16652 4.22508 4.25516 4.23394 4.12539
Tropical Wet Climate

MBE 0.13974 0.14864 0.13456 0.09937 0.06695 0.10583 0.15494
RMS 0.40456 0.41659 0.40348 0.40308 0.40135 0.36299 0.43201

MAPE 2.63089 2.52613 2.61344 2.66005 2.25833 2.22035 2.80961
R2 0.9618 0.9598 0.96163 0.96037 0.9615 0.96833 0.95676

U95 2.70975 2.7432 2.74135 2.83408 2.93013 2.77822 2.74244
Semi-Arid Climate

MBE 0.00831 0.04793 −0.0039 −0.0209 −0.036 −0.0096 −0.015
RMS 0.36957 0.39005 0.37081 0.35845 0.39496 0.3526 0.35598

MAPE 2.74369 2.88485 2.72468 2.50349 3.04694 2.49646 2.60209
R2 0.98941 0.98842 0.98937 0.99018 0.98838 0.99044 0.99037

U95 5.01198 4.93082 5.03641 5.06411 5.12757 5.05057 5.08208
Arid climate

MBE −0.0774 −0.0872 −0.0715 −0.0593 −0.034 −0.0598 −0.0868
RMS 0.45428 0.44603 0.45831 0.47786 0.55422 0.47479 0.44612

MAPE 2.84947 2.72332 2.83975 2.97329 3.21218 2.94535 2.75219
R2 0.98451 0.98521 0.98415 0.98259 0.97623 0.98282 0.9852

U95 5.02221 5.02634 5.01465 5.0002 4.98917 5.00052 5.02146

Figure 13 shows the GPI estimation of all the climatic zones. For subtropical humid
climate, in category 1, Model 4 (GPI = 0.754) is best, while Model 2 (GPI = 0.912) ranked
1 in category 2. For the tropical wet and dry climatic region, Model 2 leads the 1st rank
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in both categories. Model 6 is the best model in both categories for tropical wet climate.
For the semi-arid climatic region, in category 1, Model 4 is best, while Model 6 ranked 1 in
category 2. For the arid climatic region, Model 2 is ranked 1 in category 1, while Model 7 is
best for category 2.
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Table 6 shows the overall ranking of all ML models proposed in both categories. Model
2 (Cat-2) for SHC, Model 2 (Cat-2) for TWDC, Model 6 (Cat-2) for TWC, Model 2 (Cat-1) for
SARC and Model 2 (Cat-1) for ARC, all come to Rank first.

Table 6. Overall ranking of ML models under different climatic zones.

Rank SHC TWD TW SAR AR

1 M2C2 M2C2 M6C2 M2C1 M2C1
2 M1C2 M2C1 M1C2 M1 C1 M3C1
3 M7C2 M3C2 M3C2 M3C1 M7C1
4 M4C2 M1C2 M5C2 M6C2 M1 C1
5 M3C2 M1 C1 M2C2 M4C1 M4C1
6 M6C2 M7C2 M4C2 M4C2 M7C2
7 M4C1 M4C2 M7C2 M7C1 M6C1
8 M6C1 M7C1 M6C1 M7C2 M2C2
9 M2C1 M6C2 M5C1 M6C1 M3C2
10 M3C1 M5C2 M4C1 M3C2 M1C2
11 M7C1 M4C1 M1 C1 M1C2 M4C2
12 M1 C1 M6C1 M3C1 M2C2 M6C2
13 M5C2 M3C1 M7C1 M5C2 M5C2
14 M5C1 M5C1 M2C1 M5C1 M5C1

4. Conclusions

In the present work, ML techniques are used to predict DSR for Indian climatic zones
with two input predictors having different functional forms with a maximum order of two
in each predictor. The results show that the ML model gives better predictions for most of
the climate zones in comparison to empirical models. It is concluded that the ML models
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perform splendidly for the five climatic zones for both categories. However, based on
overall GPI, category 2 models overtake category 1 models. This work would be valuable
for climatic regions within India as well as outside where the constraint of solar radiation
apparatus curbs the prediction of DSR under different climatic zones.

In category 1 models, Model 4 performs for SHC with values statistical indicators
(MBE, RMS, MAPE, R2, U95) of 0.0342, 0.489, 3.142, 0.970 and 3.973, respectively. Model
2 shows top performance again with values of statistical indicators as −0.0045, 0.3967,
2.69795, 0.98195 and 4.11663, respectively, at TWDC. For TWC, Model 6 performs well with
statistical indicator values of 0.15119, 0.47964, 3.12059, 0.94458 and 2.71585, respectively.
Model 4 again performs well with values of statistical indicators of −0.0392, 0.37733,
2.50675, 0.98914 and 5.04959, respectively, at SARC. Model 2 again performs well for ARC
with values of statistical indicators values as −0.1125, 0.50485, 3.17594, 0.98129 and 4.95572,
respectively.

In category 2, Model 2 perform well for SHC and TWDC while Model 6 for TWC and
SARC. For ARC, Model 7 shows top performance. Considering all the developed models
together, the results indicate that Model 2 (C2) is best for SHC and TWDC, while Model 2
(C1) gives top performance for ARC and SARC and Model 6 (C2) is best for TWC.

5. Limitations of the Present Work

The accuracy of ML methods depends on the quality of the training data. So, if training
data are not sufficient or incorrect then predictions using ML methods may be misleading.
Another limitation is the proper selection of hyper parameters for training ML model. In
a case where hyper parameters are not selected properly, inaccurate predictions may be
obtained.
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