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Abstract: The paper refers to one of the most important problems in industrial automation and
robotics—effective motion control in the presence of state variable constraints. A new, nonlinear,
adaptive, robust, and practically applicable motion controller for a motor-driven servo is proposed.
The developed controller guarantees that the transient of the motion is practically finished in a
predefined time, and after this moment, the desired motion trajectory is tracked with specified
accuracy, inviolable, time-variable constraints imposed on the position and the velocity are preserved,
and all these features are robust against disturbances and violations of the system’s parameters. This
approach, distinguished by the fact that the settling time and the quasi-steady-state tracking accuracy
are explicitly available design parameters, has never been described before. The controller is based
on a special type of time-varying barrier Lyapunov function (BLF), responsible for the finite-time
tracking and for meeting the constraints. The derivation of the controller is based on Lyapunov
stability theory. A mixture of robust adaptive, nonlinear control techniques is applied to prove the
system’s stability. Numerous simulations and experiments with a real permanent-magnet motor-
driven servo prove the practical applicability and usefulness of the presented approach.

Keywords: motion control; motor-driven servo; adaptive control; barrier Lyapunov functions

1. Introduction

The main aim of this paper is to develop a new, nonlinear, adaptive, robust, and
practically applicable controller for a motor-driven servo mechanism.

Servo drives are ubiquitous in numerous industrial applications, including CNC
machines [1], robotic manipulators working in various industries including space applica-
tions [2], and all branches of industrial automation. Servo systems are commonly met in
everyday life, starting from home and office automation to medical applications. There is
no exaggeration in saying that the modern economy depends on the smooth running of
the countless servo systems operating constantly around the world. A single, statistical
servo consumes less energy than a single motor continuously propelling a manufacturing
machine or a vehicle, but the great number of servos used means that the efficient control
of each of them strongly influences global energy consumption and the energy efficiency of
an industrial plant.

The main goal of each servo drive is to follow the assumed trajectory of motion
(i.e., the desired position in time) with the prescribed accuracy. Practical implementation of
the controlled servo usually requires that several additional conditions must be satisfied.
State constraints must be preserved in any practically operating servo. In numerous
applications, keeping the position and velocity inside hard constraints is a matter of safety.
Moreover, the achievable control performance is limited by the specific features of the
hardware. For instance, the finite encoder resolution limits the feasible tracking accuracy,
and the highest possible propelling torque or force constrains the available acceleration.
Therefore, all these practical conditions should be considered and included in the controller
design procedure.
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From a practical point of view, it is desirable that:

• the transient of the motion can be considered finished in the given time, which may be
determined in advance;

• after this moment, the desired motion trajectory is tracked with a prescribed accuracy
in the quasi-steady-state mode of the operation;

• all the time, starting from the initial conditions, during the transient and in the quasi-
steady-state, the inviolable, time-variable constraints imposed on the position and the
velocity are preserved;

• all these features are robust against violations of the system’s parameters and exter-
nal disturbances.

The controller proposed in this paper guarantees that the above four conditions of the
practical, finite-time servo control are met.

It is commonly accepted that a nonlinear load with unknown parameters, nonlinear
friction, and the nonlinear characteristics of transmission devices are the main factors that
affect the motion precision and may cause a risk of constraint violations. Therefore, it is
commonly accepted that the nonlinear and adaptive control of servo systems outperforms
the linear control techniques used in the previous century. The list of nonlinear control
techniques applied for the servo control is almost endless. Some of them, recently used,
include adaptive backstepping [3], numerous applications of neural networks [4], distur-
bances observers and compensation [5], sliding mode control [6], data-driven control [7],
fractional controllers [8], learning control [9], model predictive control [10,11], and many
others. Despite such vivid academic interest in the problem, new, improved, and practi-
cally applicable solutions are still needed. In particular, controllers guaranteeing practical
finite-time control with full state constraints (in the sense defined by four postulates above)
are still in demand.

State constraints may be achieved by a model predictive approach [12], but the two
most prospective techniques are: (1) a nonlinear state transformation [13–15] and (2) the
use of barrier Lyapunov functions (BLF) [16–20]. Constraints imposed on state variables
may be constant [17] or changing in time [18–20]. A BLF approach usually requires some
strict feasibility conditions.

The finite or fixed time control of nonlinear systems is based on the so-called semi-
global practical finite-time stability conditions [21,22]. If the Lyapunov function V is applied,
this condition requires that the Lyapunov function derivative

.
V fulfills the inequality

.
V ≤ −αVp − βVq + ρ where α > 0, β > 0, 0 < q < 1, p ≥ 1. The unknown constant
ρ > 0 represents system uncertainties or disturbances and, if ρ > 0, although finite-time
stability is guaranteed, the settling time and tracking accuracy depend on this unknown ρ.
The Lyapunov function V applied to prove finite-time stability can be a BLF, so finite-time
control with state constraints is also possible [23,24]. Some recent results are presented
in [25,26], but still, the achieved tracking accuracy depends on unknown system parameters
and unstructured disturbances are not allowed. The settling time is a complicated function
of design parameters and initial conditions, and it is difficult to define it in advance before
checking complicated feasibility conditions.

The so-called funnel control [27,28] is an alternative to the BLF approach. This high-
gain control is able to stabilize all systems of a certain class by using adjustable proportional
gain and keeping the tracking error inside an exponential envelope. The tracking error
achieves the final accuracy exponentially, not in a finite time [29–31].

The controller proposed in this paper offers design possibilities and guarantees a servo
operation not available from the approaches described previously:

• a designer is able to impose a finite transient time and quasi-steady-state accuracy for
the position tracking error as well as for the velocity tracking error;

• inviolable constraints around the desired position and velocity trajectory are met
during the whole operation of the servo;
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• the design is based on a simple servo model including nonlinearities with unknown
parameters and unstructured disturbances with an unknown bound and the results
are robust against these uncertainties.

Such features of the control system were achieved by using a specially designed BLF,
responsible for the finite-time tracking and meeting the constraints at the same time. A
similar BLF was used recently in [19] for the system output, and here it was applied for both
state variables: position and velocity. Next, robust adaptive backstepping was applied to
prove the system’s stability. The application of structured uncertainties in the plant model
makes it possible to refer to the parameters corresponding exactly to the physical features
of the real drive, such as inertia, viscous friction coefficient, etc. Corresponding adaptive
parameters are therefore constrained in reasonable bounds—this was achieved by using
robust adaptive laws with projection. The unstructured disturbance enabled the inclusion
of all unmodelled phenomena. It was compensated by an adaptive control component,
making the complete system robust.

All the features listed above contribute to the novelty of the proposed approach.
Practical importance and applicability were proven by numerous experiments with the real
plant reported in the paper.

In Section 2 the plant model selection is explained, and the control aims are formulated.
The controller is developed in Sections 3 and 4, and the system’s stability and parameter
tuning are investigated in Section 5. Conclusions from the simulation experiments are
presented in Section 6 and, finally, the experiments with a real servo are described, and the
conclusions are given (Section 7).

2. Plant Model and Control Aims

The same universal model, based on the second principle of dynamics, can be used
to describe a rotational or linear servo. Of course, the adequate meaning of signals and
parameters must be observed. For instance, the term ‘position’ refers to an angular or a
linear position, inertia denotes a moment of inertia or a mass, respectively, etc.

The first and the most important decision to be made while modelling the servo is to
include or not include the motor dynamics in the model. Contemporary servo mechanisms
are driven by rather fast motors, producing the desired torque or force almost instantly. In
the case of electric propulsion, linear or rotational permanent magnet synchronous motors
(PMSM) with pulse-with modulated (PWM) inverters are commonly used. In this case,
torque or force is proportional to the motor current, and the current control loop time
constant is usually at least 10 times smaller than the mechanical time constant. Therefore, it
is reasonable to assume that the torque (force) is proportional to the control input of the
drive. Of course, a gap exists between the demanded control and the real torque (force)
developed by the motor. It may be caused by inevitable errors in the current control loop or
by a cogging torque (force). However, this error may be included in the bounded, unstruc-
tured disturbance affecting the velocity dynamics, under the condition that the bound is
finite, although not known. Although assuming that the torque (force) is proportional to a
control input is obviously a relevant simplification, the real drive experiments presented in
Section 7 prove that it allows satisfactory results to be obtained. An additional advantage
of this assumption is that different types of drive (electric, pneumatic, hydraulic) can be
considered within the same design approach.

Nonlinear friction strongly affects the performance of the servo. Usually, Coulomb and
viscous-type friction dominate. Therefore, a dry plus viscous friction model with unknown
parameters can be used, and the inevitable modelling inaccuracy can be included in the
unstructured, bounded perturbation.

The main load, caused by the machine being moved by the servo, or by gravitation
affecting the motion of a manipulator, or any other reasons, is modeled as a linear combi-
nation of known nonlinear functions of position and velocity, with unknown parameters.
Such structured uncertainty enables an effective compensation of the forces acting against
the motion.
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As a result, a rotational or a linear servo is modeled by ordinary differential equations:
.
x1 = x2,

m
.
x2 = τ − F− L + d

(1)

where x1 denotes the linear or rotational position, x2 stands for the linear or rotational speed,
and m represents inertia (mass for linear motion, moment of inertia in case of rotational motion).
The input τ signifies the propelling force or torque. The main part of the load is described by a
linear combination of known functions S(x1, x2) =

[
S1(x1, x2) S2(x1, x2) · · · Sp(x1, x2)

]T

with p unknown parameters c =
[

c1 · · · cp
]
, while a friction force or torque is approx-

imated by a dry plus viscous friction model:

L = cTS(x1, x2), F = bx2 + Tsign(x2). (2)

It is assumed that all model parameters m, c, b, T are unknown, although some inac-
curate initial or nominal values m0, c0, b0, T0 are available. As the used model parameters
correspond to real, physical parameters of the drive, it is possible to propose reasonable
constraints for the unknown values.

Any load modelling errors and the effects of imperfect realization of the control signal
are represented by an unstructured disturbance d. It is assumed that this disturbance
is bounded: ∣∣∣d(t)∣∣∣ ≤ DM, (3)

although the constraint DM is unknown.
Usually, the input τ is not directly available, but it is proportional to a real control

input I. For electric-driven servos, this input is a motor current (quadratic axis current
for PMSMs) and for hydraulic or pneumatic servos it is a resultant pressure acting on the
piston. Therefore,

τ = Kτ I, (4)

where I is the control input. The coefficient of proportionality is not known exactly, although
it is strictly positive, and some reasonable bounds can be guessed.

After plugging (4) into (1) and dividing by Kτ the final model of the servo is obtained:

.
x1 = x2,

m
.
x2 = I − F− L + d,

L = cTS(x1, x2), F = bx2 + Tsign(x2), |d(t)| ≤ DM,
(5)

where
[
m cT b T DM

]
= 1

Kτ

[
m cT b T DM

]
and m0, c0, b0, T0 are inaccurate initial or

nominal values for m, c, b, T.
The servo is supposed to track a smooth desired position trajectory x1d with the

predefined accuracy ε1 and this control aim must be achieved in the prescribed time T1. So,
the tracking error:

e1 := x1d − x1 (6)

has to fulfill
∀ t > T1 |e1(t)| ≤ ε1. (7)

It is assumed that the desired trajectory is bounded by time-varying constraints and the
servo position must be kept inside the same hard constraints during the complete transient:

x1m(t) ≤ x1d(t) ≤ x1M(t), x1m(t) ≤ x1(t) ≤ x1M(t). (8)

It follows from (8) that:

|e1(t)| ≤ x1M(t)− x1m(t). (9)
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The constraints and the control aims must be consistent and feasible, therefore it is as-
sumed that:

• the set of available initial positions is bounded, such that

|e1(0)| ≤ R, (10)

• there exists a smooth, positive function B1(t), such that

x1m(t) ≤ x1d(t)− B1(t) < x1d(t) + B1(t) ≤ x1M(t) (11)

and
B1(0) ≥ R, ∀ t ≥ T1 B1(t) ≤ ε1. (12)

This function is supposed to constrain the tracking error. The tracking error ε1 should
be achieved after the time T1 and ε1, T1 are design parameters.

The specified control aims must be accomplished by a practically realizable control,
so it is realistic to assume that the servo speed is limited. Of course, the desired motion
velocity must remain inside these limits. The servo must be faster than the desired motion
to achieve tracking, hence it is reasonable to demand that:

|x2| ≤
∣∣ .
x1d
∣∣+ ∆ . (13)

The desired “speed advantage” ∆ must be precisely defined during the controller
design and be connected with the choice of controller parameters.

3. Time-Varying Barrier Function to Achieve Position Tracking

Let us consider any twice continuously differentiable function B1(t), fulfilling condi-
tions (11) and (12). According to (10), it follows from (12) that:

|e1(0)| ≤ B1(0) (14)

and the finite-time tracking will be achieved by making |e1(t)| ≤ B1(t) for any t. An
example of a function fulfilling all above requirements is:

B1(t) =

r
(

sin
(

π
2T1

(T1 − t)
))3

+ ε1 t ≤ T1

ε1 t > T1

(15)

with
r = R− ε1. (16)

This is plotted in Figure 1a. A typical configuration of the desired trajectory and the
constraints is presented in Figure 1b.

The first derivative of B1 is continuous and given by:

.
B1(t) =

{
− 3π

2T1
r sin2

(
π

2T1
(T1 − t)

)
cos
(

π
2T1

(T1 − t)
)

t ≤ T1

0 t > T1
(17)

Note that
.
B1(0) =

.
B1(T1) = 0,

∣∣∣ .
B1(t)

∣∣∣ ≤ 3π
2T1

r 2
3
√

3
= π√

3T1
r.

The boundedness of the tracking error is obtained with the use of the Lyapunov
barrier function:

V1 =
1
2

A2
1, A1 =

B2
1e1

B2
1 − e2

1
. (18)
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The satisfactory behavior of e1 is assured by designing the adequate transient of the
servo velocity. The desired speed trajectory is denoted by x2d and the speed tracking
error is:

e2 := x2d − x2. (19)

Therefore, the position tracking error dynamics is described as:

.
e1 =

.
x1d − x2 =

.
x1d − x2d + e2. (20)
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The derivative of the Lyapunov function along the system trajectory is calculated as:

.
V1 = A1

.
A1 = A1

(
∂A1

∂B1

.
B1 +

∂A1

∂e1

.
e1

)
. (21)

After defining functions:

C1 =
∂A1

∂B1

.
B1 =

−2B1e3
1(

B2
1 − e2

1
)2

.
B1, (22)

D1 =
∂A1

∂e1
=

B2
1
(

B2
1 + e2

1
)(

B2
1 − e2

1
)2 , (23)

E1 =
C1

D1
=

−2e3
1

B1
(

B2
1 + e2

1
) .

B1, (24)

(Note that D1 > 0 for any e1) and using (20), the expression (21) is transferred into:

.
V1 = A1

.
A1 = A1

(
C1 + D1

.
e1
)
= A1

(
C1 + D1

.
x1d − D1x2

)
= A1

(
C1 + D1

.
x1d − D1x2d + D1e2

)
= A1D1

(
C1
D1

+
.
x1d − x2d + e2

)
= A1D1

(
E1 +

.
x1d − x2d + e2

)
.

(25)

Hence, selecting the desired velocity as:

x2d =
.
x1d + E1 +

k1

D1
A1 =

.
x1d +

−2e3
1

B1
(

B2
1 + e2

1
) .

B1 + k1
e1
(

B2
1 − e2

1
)

B2
1 + e2

1
, (26)

where k1 > 0 is the design parameter, results in:

.
V1 = −k1A2

1 + A1D1e2 . (27)

Hence, if e2 → 0 then
.

V1 becomes negative. The specific value of k1 must be selected
to assure that:

x2d(0) =
.
xd(0) + k1

e1(0)
(

R2 − e2
1(0)

)
R2 + e2

1(0)
(28)

satisfies
x2m ≤ x2d(0) ≤ x2M, (29)

where x2m, x2M denote predefined initial speed constraints. Obviously, the same constraints
are accomplished by an initial speed value:

x2m ≤ x2(0) ≤ x2M. (30)

4. Velocity Control Loop

According to (5), the velocity error dynamics are given by:

m
.
e2 = m

.
x2d −m

.
x2 = m

.
x2d − I + bx2 + Tsign(x2) + cTS(x1, x2)− d(t) (31)

and because of (29) and (30) the initial value is bounded by:

|e2(0)| ≤ x2M − x2m. (32)
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The velocity error should be constrained by a barrier function, similar to the one used
in the position control loop. The velocity barrier function is selected as:

B2 =

{
q sin2

(
π

2T2
(T2 − t)

)
+ ε2 t ≤ T2

ε2 t > T2
(33)

with
q ≥ x2M − x2m − ε2 (34)

and parameters ε2 (defining the tracking accuracy) and T2 (defining the settling time).
The unknown parameters m, b, T, c and DM must be substituted by adaptive parame-

ters m̂, b̂, T̂, ĉ and D̂M and the adaptation errors are denoted by:

m̃ = m− m̂, (35)

b̃ = b− b̂, (36)

T̃ = T − T̂, (37)

c̃ = c− ĉ. (38)

D̃M = DM − D̂M. (39)

The Lyapunov function for the complete closed-loop system should contain all dy-
namic variables. Therefore, it is selected as:

V2 = V1 +
1
2

mA2
2 +

1
2γm

m̃2 +
1

2γb
b̃2 +

1
2γT

T̃2 +
1
2

c̃Tγ−1
c c̃ +

1
2γD

D̃2
M (40)

with

A2 =
B2

2e2

B2
2 − e2

2
(41)

and the design parameters: positive γm, γb, γT , γD positive definite matrix γc.
Derivation of the Lyapunov function derivative

.
V2 requires the calculation of:

.
B2(t) =

{
− π

T2
q sin

(
π

2T2
(T2 − t)

)
cos
(

π
2T2

(T2 − t)
)

t ≤ T2

0 t > T2
(42)

and

C2 =
∂A2

∂B2

.
B2 =

−2B2e3
v2(

B2
2 − e2

2
)2

.
B2, (43)

D2 =
∂A2

∂e2
=

B2
2
(

B2
2 + e2

2
)(

B2
2 − e2

2
)2 , (44)

E2 =
C2

D2
=

−2e3
2

B2
(

B2
2 + e2

2
) .

B2, (45)

F2 =
e2

A2D2
=

(
B2

2 − e2
2
)3

B4
2
(

B2
2 + e2

2
) (46)

(Note that D2 > 0 and A2
e2

> 0). Expressions (42)–(46) and (31) allow us to represent
the Lyapunov function derivative as:
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.
V2 =

.
V1 + mA2

.
A2 +

1
γm

m̃
.

m̃ + 1
γb

b̃b̃ + 1
γT

T̃
.
T̃ + c̃Tγ−1

c
.
c̃ + 1

γD
D̃M

.
D̃M =

= −k1A2
1 + A1D1e2 + A2

(
mC2 + mD2

.
e2
)
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c

.
Ĉ− 1

γD
D̃M

.
D̂M

= −k1A2
1 + A1D1e2 + A2

(
mC2 + D2

[
m

.
x2d − I + bx2 + Tsign(x2) + cTS(x1, x2)− d(t)

])
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c
.
ĉ− 1

γD
D̃M

.
D̂M

= −k1A2
1 + A1D1e2 + A2D2

(
mE2 + m

.
x2d − I + bx2 + Tsign(x2) + cTS(x1, x2)− d(t)

)
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c
.
ĉ− 1

γD
D̃M

.
D̂M

= −k1A2
1 + A2D2

{
A1D1F2 + mE2 + m

.
x2d − I + bx2 + Tsign(x2) + cTS(x1, x2)− d(t)

}
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c
.
ĉ− 1

γD
D̃M

.
D̂M

= −k1A2
1 + A2D2

{
A1D1F2 + (m̃ + m̂)

(
E2 +

.
x2d
)
− I +

(
b̃ + b̂

)
x2 +

(
T̃ + T̂

)
sign(x2) + (c̃ + ĉ)TS(x1, x2)− d(t)

}
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c
.
ĉ− 1

γD
D̃M

.
D̂M.

(47)

Therefore, the control law:

I = D1A1F2 + m̂
(
E2 +

.
x2d
)
+ b̂x2 + T̂sign(x2) + ĉTS(x1, x2) +

k2
D2

A2 − D̂Mtanh
(

D2A2
κ

)
(48)

reduces (47) into
.

V2 = −k1A2
1 − k2A2

2 + A2D2

{
m̃
(
E2 +

.
x2d
)
+ b̃x2 + T̃sign(x2) + c̃TS(x1, x2)− d(t)− D̂Mtanh

(
D2A2

κ

)}
− 1

γm
m̃

.
m̂− 1

γb
b̃

.
b̂− 1

γT
T̃

.
T̂ − c̃Tγ−1

c
.
ĉ− 1

γD
D̃M

.
D̂M.

(49)

The derivative of the desired velocity
.
x2d, required in the control law (48), may be obtained by

differentiating (26):

.
x2d =

..
x1d −

2e3
1

B1(B2
1+e2

1)

..
B1 +

∂x2d
∂B1

.
B1 +

∂x2d
∂e1

.
e1 =

..
x1d −

2e3
1

B1(B2
1+e2

1)

..
B1

+
2e3

1(3B2
1+e2

1)+4k1B3
1 e3

1

B2
1(B2

1+e2
1)

2

.
B1 −

2B1e2
1(3B2

1+2e2
1)+k1e2

1 B2
1(5B2

1−e2
1)

B2
1(B2

1+e2
1)

2

.
e1

(50)

Finally, adaptive laws must be selected. Implementation in the real, physical system requires
that the so-called robust adaptive laws [32] must be applied. As the adaptive parameters m̂, ĉ, b̂, T̂
correspond to physical plant parameters m, c, b, T, it is reasonable to keep their values somewhere
around the expected values. Although the identification or tracking of real parameters by their
adaptive counterparts is not necessary for the stability of the closed-loop system and the realization
of the control aims, it is well known that large deviations of adaptive parameters may cause higher
control values. It is particularly important that negative values of the adaptive parameters are
avoided, as the real parameters m, b, T, c are positive. Therefore, adaptive laws using a projection
operator with pre-defined bounds are selected. The constraints for adaptive parameters are defined
by the following set of inequalities:

mm ≤ m̂ ≤ mM, (51)

bm ≤ b̂ ≤ bM, (52)

Tm ≤ T̂ ≤ TM, (53)

cm
i ≤ ĉi ≤ cM

i , i = 1, . . . , p, (54)

where mM, mm, bM, bm, TM, Tm, cm
i , cM

i are constant parameters, which may be deduced from the
available inaccurate or nominal values m0, b0, T0, c0, and the expected range of changes of plant
parameters. Of course, it is assumed that these nominal parameters and real parameters m, b, T, c
fulfill the same constraints (51)–(54) as well.

Robust adaptive laws using the projection operator are defined by the differential equations:

.
m̂ = projmm ,mM

(
γmA2D2

(
E2 +

.
x2d
)
, m̂
)
, (55)

.
b̂ = projbm ,bM

(
γbA2D2x2, b̂

)
, (56)

.
T̂ = projTm ,TM

(
γTA2D2sign(x2), T̂

)
, (57)

.
ĉ = projcm ,cM (γcA2D2S(x1, x2), ĉ), (58)
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where for scalar arguments αm, αM, β, p̂ ∈ R

projαm ,αM (β, p̂) =


0 if p̂ ≤ αm and β < 0
0 if p̂ ≥ αM and β > 0
β in any other case

, (59)

and for vectors αm, αM, β, p̂ ∈ Rr

projαm ,αM (β, p̂)

=
[

projαm
1 ,αM

1
(β1, p̂1) projαm

2 ,αM
2
(β2, p̂2) · · · projαm

r ,αM
r
(βr, p̂r)

]T
.

(60)

The last adaptive parameter D̂M corresponds to the unknown, maximal norm of the unstruc-
tured disturbance DM introduced in (5). The adaptive law is defined as:

.
D̂M = γD

(
A2D2tanh

(
A2D2

κ

)
− σD‖A‖

(
D̂M − DM0

))
, (61)

where ‖A‖ =
√

A2
1 + A2

2, DM0 is an initial guess or nominal value of unknown parameter, κ > 0 and
σD is a positive parameter making the adaptive law robust. It follows from this adaptive law that
D̂M(t) is a non-decreasing function of time.

Under adaptive laws (55)–(58) and (61), taking into account that:

• D2 > 0;

• for any real ω and ρ > 0, 0 ≤ |ω|−ωtanh ω
ρ ≤ 0.2785ρ [19], so |A2|D2DM−A2D2DMtanh

(
A2D2

κ

)
= |A2|D2DM −A2D2DMtanh

(
A2D2DM

κDM

)
≤ 0.2785κDM;

• for any scalar γ > 0 projαm ,αM (γβ, p̂) = γprojαm ,αM (β, p̂);

• for any α such that αm ≤ α ≤ αM, the inequality (α− p̂)
(

β− projαm ,αM (β, p̂)
)
≤ 0 holds [33].

The Lyapunov function derivative is reduced:
.

V2 = −k1A2
1 − k2A2

2 + m̃A2D2
(
E2 +

.
x2d
)
+ b̃A2D2x2 + T̃A2D2sign(x2) + c̃TA2D2S(x1, x2)−A2D2d(t)

−A2D2D̂M tanh
(

D2A2
κ

)
− 1

γm
m̃ projmm ,mM

(
γmA2D2

(
E2 +

.
x2d
)
, m̂
)
− 1

γb
b̃ projbm ,bM

(
γbA2D2x2, b̂

)
− 1

γT
T̃ projTm ,TM

(
γTA2D2sign(x2), T̂

)
− c̃Tγ−1

c Projcm ,cM (γcA2D2S(x1, x2), ĉ)− D̃MA2D2 tanh
(

A2D2
κ

)
+σD‖ A ‖D̃M

(
D̂M − DM0

)
≤ −k1A2

1 − k2A2
2 + m̃A2D2

(
E2 +

.
x2d
)
+ b̃A2D2x2 + T̃A2D2sign(x2)

+c̃TA2D2S(x1, x2)−A2D2d(t)−A2D2D̂M tanh
(

D2A2
κ

)
− m̃ projmm ,mM

(
A2D2

(
E2 +

.
x2d
)
, m̂
)

−b̃ projbm ,bM

(
A2D2x2, b̂

)
− T̃ projTm ,TM

(
A2D2sign(x2), T̂

)
− c̃T Projmc , cM(A2D2S(x1, x2), ĉ)

−D̃MA2D2 tanh
(

A2D2
κ

)
+ σD‖ A ‖D̃M

(
D̂M − DM0

)
≤ −k1A2

1 − k2A2
2

+T̃
(
A2D2sign(x2)− projmT , TM(A2D2sign(x2), T̂

))
+ c̃T

(
A2D2S(x1, x2)− Projcm ,cM (A2D2S(x1, x2), ĉ)

)
+|A2|D2DM −A2D2DM tanh

(
A2D2

κ

)
+ σD‖ A ‖D̃M

(
−D̃M + DM − DM0

)
≤ −k1A2

1 − k2A2
2 −

σD
2 ‖ A ‖D̃2

M + σD
2 ‖ A ‖(DM − DM0)

2 + 0.2785DMκ.

(62)

The closed-loop controller consists of:

• the desired velocity trajectory (26) and its derivative (50);
• the control law (48);
• the adaptive laws (55)–(58), (61).

The designer selects:

• the parameters of the constraints: r, T1, ε1 in (15) and q, T2, ε2 in (33);
• the controller gains: k1 in (26), k2 and κ in (48);
• the adaptation gains γm, γb, γT , γD and γc, and the ‘robustifying’ parameter σD in (61);
• the projection constraints mM, mm, bM, bm, TM, Tm, cm

i , cM
i ;

• the initial values of adaptive parameters.

5. System Stability
Let us denote:

km = min(k1, k2), (63)

R =
σD
2
(DM − DM0)

2 + 0.2785DMκ. (64)
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It follows from (62) that:

.
V2 ≤ −‖A‖

{
km‖A‖+ σD

2 D̃2
M − R

}
. (65)

Therefore, if ‖A‖ ≥ R
kmin

then
.

V2 ≤ 0 for any parameter error D̃M. On the other hand,
.

V2 ≤ 0 if∣∣∣D̃M

∣∣∣ ≥ √ 2R
σD

for any error ‖A‖.
The derivation of the controller may be summarized by the following theorem which follows

from the Lyapunov theorem extensions [33]:

Theorem 1. The proposed control assures that:

• if the initial values of A1, A2, m̃, b̃, T̃, c̃, D̃M are bounded, A1(t), A2(t), m̃(t), b̃(t), T̃(t), c̃(t), D̃M(t)
remain bounded for t > 0;

• the adaptive parameters error D̃M is uniformly ultimately bounded (UUB) [33] to the compact set:

Q =

D̃M :
∣∣∣D̃M

∣∣∣ <
√

2R
σD

; (66)

• the error norm ‖A‖ is uniformly ultimately bounded to the set:

Z =

{
A : ‖A‖ < R

kmin

}
. (67)

It follows from (67) that the bound for ‖A‖may be arbitrarily narrowed by increasing kmin.
So, it follows from the Equations (18) and (41) that errors e1 and e2 are bounded for any t > 0

and fulfil the constraints |e1(t)| ≤ B1(t) and |e2(t)| ≤ B2(t) . As e1 and x1d are bounded, x1 is

bounded also. The desired speed x2d is bounded as
.
x1d,

.
B1, B1 and e1 are bounded. Next, error e2 and

x2d are bounded; hence, the speed x2 is bounded. The adaptive laws (55)–(58) and (61) generate the
bounded adaptive parameters. Finally, it follows directly from equation (48) and the above reasoning
that the control input I is bounded.

Taking into account that:

|x2d| =
∣∣∣ .
x1d + E1 +

k1
D1

A1

∣∣∣ ≤ ∣∣ .
x1d
∣∣+ ∣∣∣∣ −2e3

1
B1(B2

1+e2
1)

∣∣∣∣∣∣∣ .
B1

∣∣∣+ k1|e1|
∣∣∣∣ (B2

1−e2
1)

B2
1+e2

1

∣∣∣∣,
0 ≤

∣∣∣∣ −2e3
1

B1(B2
1+e2

1)

∣∣∣∣ < 2B3
1

B1(B2
1+B2

1)
= 1, 0 <

∣∣∣∣ (B2
1−e2

1)
B2

1+e2
1

∣∣∣∣ ≤ 1,∣∣∣ k1
D1

A1

∣∣∣ ≤ k1|e1| ≤ k1B1

|E1| =
∣∣∣∣ −2e3

1
B1(B2

1+e2
1)

.
B1

∣∣∣∣ ≤ ∣∣∣ .
B1(t)

∣∣∣, ∣∣∣ .
B1(t)

∣∣∣ ≤ { π√
3T1

r t ≤ T1

0 t > T1

(68)

provides the required velocity constraint (13):

|x2| ≤ |x2d|+ |e2| ≤
∣∣∣ .
x1d + E1 +

k1
D1

A1

∣∣∣+ |e2| ≤
∣∣ .
x1d
∣∣+ |E1|+

∣∣∣ k1
D1

A1

∣∣∣+ |e2|

≤
∣∣ .
x1d
∣∣+ ∣∣∣ .

B1(t)
∣∣∣+ k1|e1|+ |e2| ≤

∣∣ .
x1d
∣∣+ ∣∣∣ .

B1(t)
∣∣∣+ k1B1 + B2 ≤

∣∣ .
x1d
∣∣+ π√

3T1
r + k1B1 + B2

(69)

For t > max{T1, T2}, when
.
B1(t) = 0, B1 = ε1, B2 = ε2

|x2| ≤
∣∣ .
x1d
∣∣+ k1ε1 + ε2 (70)

holds.

6. Numerical and Real Drive Experiments
6.1. Servo System

The simulation and real drive experiments were based on the plant presented in Figure 3.
A permanent magnet synchronous motor AKM2G-41-PL, manufactured by Kollmorgen (#1), was
equipped with a massive arm pointing to the ground (#2) and perpendicular to the motor axis. The
arm was connected to the motor by a disc clutch. The control system was implemented using a
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PWM inverter Kolmorgen AKD Basic (#3) with the current controller on board. The power supply
(#4) provided 24 V logic power, and (#5) powers up the motor. The complete control algorithm was
implemented on dSPACE MicroLabBox (#6) programmed from Simulink (#8). Data acquisition was
performed by ControlDesk (#9).
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Figure 3. The servo system.

The plant was modelled by Equations (1)–(4) transformed to obtain (5). The angular position
x1 = 0 denotes the lower equilibrium of the arm and the positive direction means the clockwise
movement. The load (2) is caused by the gravitation, hence:

L = c sin x1, c = Mgl, S(x1, x2) = sin x1, (71)

where M = 0.84 kg—mass of the arm, l = 0.165 m—distance from the gravity center of the arm to
the motor’s axis, and g = 9.81 m/s2 is the gravitational acceleration.

The inertia m represents the moment of inertia of the arm and the rotor together. The friction was
modelled by Equation (3). The nominal parameters m0, c0, b0, T0 were guessed from the producer
data and from a simple identification experiment and were:

m0 = 0.0265 kgm2, c0 = 1.36 Nm, b0 = 5.9·10−3 Nms/rad2, T0 = 0.029 Nm (72)

The torque τ produced by the motor is proportional to the quadrature axis current of the motor
I and the nominal torque constant of the motor is Kτ = 0.147 Nm/A. The maximum current of the
motor was 19.9 A and corresponded to the maximum torque 2.93 Nm.

The desired motion trajectory x1d(t) was constructed by connecting the segments presented in
Figure 4.

From t1 to t2 the servo moved with a constant angular velocity. It stopped at the initial position
for t0 seconds and stopped again starting from ts at the final position xd. During the tests several
similar segments were connected. The maximum velocity and acceleration were the same for all of
them, while the final position xd changed for each segment.

6.2. Simulations
The drive was modelled with the nominal parameters (72). The simulations aimed to illustrate

the influence of the design parameters and characteristic features of the closed-loop system.

6.2.1. CASE 1. All Plant Parameters Were Known, the Unstructured Disturbance Was Zero
In this case the adaptation was not necessary, so the adaptive laws were inactive. The con-

troller used the accurate (rather than adaptive) parameters. The controller gains were selected:
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k1 = 0.1, k2 = 0.1. Initial conditions for the angular position and velocity were: x1(0) = −0.16 [rad],
x2(0) = −0.8 [rad/s].

First, the system operation without any constraints is demonstrated in Figures 5 and 6. It was
achieved by taking T1 = T1 = In f , r = q = 1000.
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Next, for the same desired position trajectory depicted in Figure 5, the case of constant
constraints B1 and B2 was considered. As is presented in Figure 7, both errors remained inside
the constraints.
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Figure 7. Tracking errors under constant constraints.

Finally, time varying constraints B1(t) and B2(t) were investigated for several combinations of
parameters T1 and T2. The desired trajectory was the same as depicted in Figure 5. In any case the
tracking errors were effectively bounded—see Figures 6–11. As it is visible from Figure 10, when
T1 � T2 (fast position constraint in the presence of large velocity bound), the tracking errors oscillated
between the constraints rapidly. Such chattering is definitely not recommended in a real system. The
initial subinterval of the position and velocity time-history is presented against the background of
x1d(t) and

.
x1d(t) together with the constraints taken from the inequality (69).
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In this case the ‘robustifying’ term −𝐷 tanh  in the control (48) was not nec-
essary, and neither was the adaptive law for 𝐷 . It was assumed that no estimates of the 
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only lower constraints, all equal to zero, were used in the adaptive laws. The desired tra-
jectory was the same as the one depicted in Figure 4. As is demonstrated in Figure 13, all 
tracking errors remained inside the constraints; moreover, the errors approached zero for 𝑡 → ∞. The adaptive parameters remained inside the constrained set, according to the pro-
jection operators in the adaptive laws. All adaptive parameters approached the real plant 
parameters. The changes in the adaptive parameters near the constraints were quite rapid, 
as is typical for adaptive laws using projection, but fortunately, the motor current (pro-
portional to the torque) was far smoother and safely bounded (Figure 14). 
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As the main control aim was to follow a given position trajectory, some difference between x2
and

.
x1d has to be accepted. The drive should have some “overspeed” to react properly to disturbances

and parameter changes (Figure 12).
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Figure 12. Angular position x1 and velocity x2 together with the desired values and the constraints

∆ =
∣∣∣ .
B1

∣∣∣+ k1B1 + B2, parameters as in the Figure 11.

6.2.2. CASE 2. Constant Parameters Were Unknown, the Unstructured Disturbance
Was Absent

In this case the ‘robustifying’ term −D̂Mtanh
(

D2A2
κ

)
in the control (48) was not necessary, and

neither was the adaptive law for D̂M. It was assumed that no estimates of the values of the system
parameters were available; hence, all initial conditions for adaptive parameters were zeros. The
selected controller parameters were: r = 0.2, ε1 = 0.02, q = 1, ε2 = 0.1 T1 = T2 = 5 s, k1 = k2 = 1,
γm = 1, γc = 10, γb = 1, γT = 10, γD = 0, and only lower constraints, all equal to zero, were used
in the adaptive laws. The desired trajectory was the same as the one depicted in Figure 4. As is
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demonstrated in Figure 13, all tracking errors remained inside the constraints; moreover, the errors
approached zero for t→ ∞ . The adaptive parameters remained inside the constrained set, according
to the projection operators in the adaptive laws. All adaptive parameters approached the real plant
parameters. The changes in the adaptive parameters near the constraints were quite rapid, as is
typical for adaptive laws using projection, but fortunately, the motor current (proportional to the
torque) was far smoother and safely bounded (Figure 14).
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Figure 14. The motor current I and the adaptive parameters related to real plant parameters—CASE 2.

6.2.3. CASE 3. Unstructured Disturbance
It was assumed that the real friction was described by the Stribeck curve [34]:

F = bx2 + Tsign(x2) + 0.03e−10|x2|sign(x2) (73)

and the last component FS = 0.03e−10|x2|sign(x2) was neglected during the controller design. The
influence of this component on the complete friction curve is explained in Figure 15. As a result, the un-
modeled friction FS generated the unstructured, bounded disturbance d(t) = 0.03e−10|x2(t)|sign(x2(t)).
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If no remedial measures were taken, i.e., the controller was exactly the same as in CASE 2, the
quasi-steady-state tracking error is evidently visible (Figure 16). If the adequate control component
together with the adaptive law (61) is introduced with parameters κ = 1/100, γD = 10, σD = 1, both
tracking errors were substantially reduced (Figure 17).
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6.2.4. CASE 4. System Reaction to an Unanticipated Change of Parameters
The controller was designed assuming that the plant parameters were unknown, but constant.

It was demonstrated that the proper operation was achieved even if the adaptive parameters sub-
stituting the real ones started from zero initial conditions. Here, the system robustness was tested
against the unexpected change of parameters during the motion. The regulator was exactly the same
as used in CASE 3.

The mass of the arm was increased by 50% at the 20th second of motion, when the servo
operated inside narrow constraints ε1, ε2. In effect, two model parameters, the moment of inertia
m and the load parameter c, were changed. It was observed (Figures 18 and 19) that the tracking
errors increased, almost reaching the bound (without breaching it), and went back to standard
values. Adaptive parameters corresponding to m and the load parameter c moved to the new values,
adequate to the change of model parameters. The remaining adaptive parameters also reacted but
returned to the previous values. Therefore, it can be concluded that the system is robust against the
unexpected change of plant parameters.

6.2.5. CASE 5. Simulations Including the Hardware
Before implementing the control algorithm in the real system, a series of simulations were

carried out in which it was assessed how the real hardware will affect the correct operation of the
system. The controller used in CASE 3 and 4 was supplemented with blocs modeling:

• the current control loop, including a fast PI controller, modelled by the transfer function

Gi(s) =
IM(s)
Id(s)

= 1
10−4s+1 , where IM denotes the generated motor current and Id is the de-

sired current: Id = sat19.9 (I), where I is the control command calculated from (48) and sat19.9
means ±19.9 saturation;

• 50 µs sampling of the whole system;
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• finite encoder resolution which equals 2π
213 ∼ 0.0008 rad ∼ 0.045 deg;

• differential filter for velocity calculation (Savitzky-Golay Smoothing and Differentiation Filter
using 130 samples) [35].
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Examples of the effects of the simulations are presented in Figures 20–22. The parameters
defining the constraints were R1 = 0.3, ε1 = 0.03, R2 = 2, ε2 = 0.5 and T1 = 5 s, T2 = 5 s.
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The simulations were run many times with various:

• constraints;
• adaptation gains;
• controller gains;
• encoder resolutions;
• sizes of the velocity measuring filter;
• inertia of the current control loop.

Due to the limited volume of the paper, not all plots are shown, but the following conclusions
may be reported:

• The main factor limiting the system performance is the filter–encoder cooperation. The filter not
only introduces a delay in the engine speed measurement path, but it also adds some noise. In
the tested case, the noise amplitude was about 0.2 rad/s, which effectively limited the acceptable
parameter ε2. A reasonable choice is ε2 ≥ 0.5 rad/s;

• For the investigated desired motion trajectories, the system was robust against the motor current
saturation and the current control time-constant up to 100 µs;

• It is recommended that T2 ≤ T1;
• Too fast an adaptation (high adaptation gain) causes a chattering of the tracking errors inside

the constraints;
• The parameters of the hardware used strongly affect the performance of the system. For example,

the speed constraint ε2 = 0.5 rad/s is connected to the encoder resolution and noise. The higher
resolution of the encoder enables the filtering window to be shortened and the ε2 to be reduced
several times.

6.3. Real Time, Real Plant Application
The results of the simulations and the numerical experiments were encouraging, so the controller

was implemented in a real control hardware presented in Figure 3. Of course, it is impossible to
obtain exactly the same results in a real plant as in a simulation. Many of the additional factors, such
as the coupling elasticity, nonlinear current–torque characteristics, and unmodelled friction, affect
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a real plant. However, the results of real plant experiments were similar to the plots presented in
Section 6.2.5, where some additional hardware was included into the simulation model.

Although some initial estimations are available, in order to test the worst-case situation, it was
assumed that the initial values of all the adaptive parameters were zeros and all lower bounds in the
projections were zeros. The controller gains were k1 = 0.1, k2 = 1; κ = 1/300.

The examples of plots, collected during three different runs of the servo are presented below.

6.3.1. RUN 1—Fast Motion
The maximum velocity of the desired motion was max

.
x1d = 5 rad/s. The parameters of the

constraints were r = 0.2, ε1 = 0.01, q = 2, ε2 = 0.5 and T1 = 5 s, T2 = 5 s.
Both tracking errors were inside the constraints, although occasionally quite close to them

(Figure 23). This resulted in the rapid changes of the adaptive parameters and may have caused
higher control values (Figure 24). The servo angular position and the velocity related to the desired
values are presented in Figure 25.

6.3.2. RUN 2—Moderate Motion
The maximum velocity of the desired motion was max

.
x1d = 3 rad/s. The parameters of the

constraints were r = 0.1, ε1 = 0.03, q = 2, ε2 = 0.5 and T1 = 10 s, T2 = 5 s.
Compared with RUN 1, the motion was slower, and it started closer to the desired position

trajectory. Tracking errors were kept far from the constraints, therefore the trajectories of the adaptive
parameters were smoother, and the control values were lower (Figures 26 and 27). The servo angular
position and the velocity related to the desired values are presented in Figure 28. Obviously, the
tracking errors never violated the constraints.
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6.3.3. RUN 3—Slow Motion
The maximum velocity of the desired motion was max

.
x1d = 0.5 rad/s. The parameters of the

constraints were r = 0.1, ε1 = 0.03, q = 2, ε2 = 0.5 and T1 = 5 s, T2 = 5 s.
The plots present the quasi-steady state operation. The angular tracking error was very small:

|e1| ≈ 0.004 rad which is close to the resolution of the encoder (Figure 29). Some difficulties in the
measurement of low velocity are visible (Figure 30).
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7. Conclusions
The main advantage and the major novelty of the proposed design method are that a designer

can impose a settling time and a tracking accuracy explicitly. Moreover, it is easy to impose inviolable
constraints on both state variables—position and velocity. All the attractive features of the closed-loop
system were robust against unknown parameters and unstructured perturbations, which may include
any disturbances, modelling errors, or unrecognized dynamics.

Special, time-varying barrier Lyapunov functions of both tracking errors resulted in practical,
finite-time tracking and the preservation of the strict position and velocity constraints. An adaptive
backstepping controller with a robust component assured the stability of the system. Structured
uncertainties and unstructured disturbances were used in the model and during the adaptive control
design. This made it possible:
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• to refer to real, physical servo parameters and include any unmodelled factors at the same time;
• to model the real drive sufficiently accurately;
• to propose reasonable initial conditions of adaptive parameters and realistic constraints for

projection operators used in adaptive laws;
• to obtain a robust closed-loop system;
• to minimize the control effort.

The presented derivation was based on a simple, second-order servo model. It may be consid-
ered a simplification, but the presented experiments have proven that it is quite justified. Additionally,
the use of such a model made it possible to consider servos with different sources of propulsion. The
proposed design technique can be generalized to include a specific, dynamic motor model. In this
case, additional, subsequent backstepping loops require the application of linear filters to obtain
derivatives of the stabilizing functions (virtual controls) [33]. This technique, also called dynamic
surface control (DSC) [36] is used to avoid the explosion of complexity, which is typical for a standard
adaptive backstepping [33].

The paper presents a complete engineering procedure, from the controller design, the proof
of stability, the rules of the controller tuning, through numerous simulations, up to real drive
experiments. It is, therefore, demonstrated that the proposed approach is practically applicable. The
attractive features of the servo and the control quality are not diminished even if severe unmodelled
factors, such as additional friction, cogging torque, current controller inertia, finite encoder resolution,
coupling elasticity, imprecise velocity measurement, and inaccurate control input generation affect
the actual system.

Apart from the experiments presented here, the proposed control design was compared with
other methods taking state constraints into account, especially described in [13,14], applied for a few
servos (rotational as well as linear). It must be stressed that the approach presented here is the only
one that allows the imposition of a settling time and a tracking accuracy explicitly. Each approach
requires proper tuning, and generally, it is possible to obtain satisfactory results using the procedures
presented in [13,14] as well, but the simplicity and the directness of the approach described here is the
obvious advantage. All the comparisons also demonstrated that the presented technique overcomes
standard PI controllers where the state constraints are achieved by proper parameter tuning and
control saturation.
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