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Abstract: A microgrid is a group of interconnected loads and distributed energy resources that can
fill the gap between the dependence on a bulk power grid and the transition to renewable energies.
The islanded mode presents itself as the most interesting scenario, when local controllers should
maintain the power quality standards based on several parameters. A tool specifically focused
on the process of parameter tuning of the secondary consensus-based control for inverter-based
islanded microgrids was proposed in this paper. One often-quoted drawback in this process is the
great number of parameters that must be tuned, even for a very simple microgrid structure. To
manage such a large number of parameters, the design of experiments was used in this study. The
main motivation for this work was to present an optimized way to define the correct parameters
for the secondary consensus control for inverter-based islanded microgrids. The study shows how
experimental design methodology can be an efficient tool to tune microgrid parameters, which are
typically multi-objective-based experiments. From the results, it is correct to state that the design of
experiments is able to reach the optimal setting with a minimal number of experiments, which would
be almost impossible to obtain with the trial-and-error method.

Keywords: stand-alone mode; power quality; droop control; grid forming; tuning parameters;
experimental design; desirability

1. Introduction

A microgrid is defined as “a group of interconnected loads and distributed energy
resources with clearly defined electrical boundaries that act as a single controllable entity
with respect to the grid and can connect and disconnect from the grid to enable it to operate
in both grid-connected or island modes.” [1]. In other words, it is a power grid with
multiple distributed generators (DG), energy storage systems (ESS), and local loads that
can be connected or disconnected from the main utility grid [2]. The most challenging
scenario is when the microgrid starts working in a stand-alone mode. In such cases, local
controllers should maintain the power quality standards regarding different parameters
such as voltage amplitude, frequency, voltage unbalance, harmonic distortion, etc. [3].

The droop control methodology is the most common method to connect several voltage
sources, sharing the load cooperatively and maintaining the voltage quality in a microgrid’s
stand-alone operation [4]. A three-level hierarchical control drives the droop controlled
microgrids: (i) the primary control is the lower level, ensuring the share of load among the
grid-forming inverters by drooping the reference voltage amplitude and frequency; (ii) the
secondary control restores the voltage amplitude and frequency to nominal values; and
(iii) the tertiary level performs energy management considering different cost functions as
economic and environmental, among others.

The primary and secondary control parameters mainly determine the microgrid dy-
namic behavior. First-level control parameter determination is a well-established technique
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based on steady-state characteristics as the maximum allowed voltage amplitude and
frequency deviation [5]. However, recent studies have mainly focused on the distributed
secondary level schemes, where the voltage amplitude and frequency restoration are
guaranteed using a low-bandwidth communication channel, which avoids the one to all
communication algorithm, commonly used in centralized secondary controllers [6].

Nevertheless, due to its inherent complexity, the tuning of the different control param-
eters of the distributed secondary level schemes has yet to be analyzed in deep in systems
with multiple inverters. One usual approach is setting the same parameters in all of the
controllers of the microgrid nodes. However, it is known that each node in a DG scheme is
connected to the grid through different equivalent impedances, and thus they will work
slightly differently.

A tool specifically focused on the process of parameter tuning of the secondary
consensus-based control (SCC) for inverter-based islanded microgrids was proposed in this
paper. One often-quoted drawback in this process is the great number of parameters that
must be tuned, even for a very simple microgrid structure. To manage such a large number
of parameters, the design of experiments (DOE), one of the most important methodologies
for researchers who deal with experiments in practical applications, was used in this study.
The study aimed to show how experimental design methodology could be an efficient
tool to tune microgrid parameters, which are typically multi-objective-based experiments.
The main motivation for this work is to define the correct parameters for the SCC for an
inverter-based islanded microgrid in an optimized way. The applicability of the proposal
assumes that the control designers of microgrid inverters have full access to adjust the
control parameters.

The rest of this paper is organized as follows. In Section 2, the literature background
and the used methodologies are presented including the fundamental concepts of the SCC
for inverter-based islanded microgrids. Section 3 is dedicated to showing the experimental
results and discussion, and finally, Section 4 presents the conclusions and recommendations.

2. Background and Methodology

When the microgrid starts working in stand-alone mode, the distributed generators
assume the voltage source functions like those the utility-scale power plants assume in
the main grid. The DG prime movers are renewable sources such as wind power and
solar photovoltaics as well as conventional power sources using gas or diesel turbines for
power generation. Renewable sources are inherently intermittent and non-dispatchable.
Thus, all the power generated must be consumed by local loads or stored locally. Usually,
intermittent power plants act as controlled current sources following the voltage at its
output terminals, the so-called grid-feeding systems [7]. However, the correct operation of
grid-feeding sources requires a well-regulated voltage, set by one or more voltage sources.
In this way, conventional power sources are dispatchable and thus can act as voltage
sources, named grid-forming, to maintain the voltage quality and provide the power
demanded by the loads.

In addition to being widely used to embody sustainability, the electrical microgrid is
one of the decentralized, dynamic, and bidirectional technologies used to fill the gap be-
tween the reliability of large centralized and inflexible generation systems and the delivery
of energy. Therefore, it is possible to verify in the literature several successful studies that
use the microgrid approach to energy sustainability as Phurailatpama, Rajpurohita, and
Wang [8], who studied an autonomous DC microgrid in India and assessed the technical
and economic feasibility for rural and urban areas. Wolsink [9] analyzed the socio-political
acceptance of distributed energy resources (DER) for smart-grids, stating that the benefits
from distributed and decentralized resources are superior to the ones from bulk centralized
power plants, whereas de Doile et al. [10] more recently assessed the feasibility of combined
wind, solar, and energy storage facing legal and regulatory issues.

Recent works related to droop-based controllers have mainly focused on distributed
secondary level schemes that restore voltage amplitude and frequency without using a
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centralized controller. Sharma et al. [11] proposed a control strategy for an inverted-based
island microgrid by simulating the results in MATLAB/Simulink, whereas Kaviri et al. [12]
went further and proposed a droop-based supervisory control for nano-grid operating in
island mode. Lv et al. [13] presented a scheme for economic dispatch using a hierarchical
control that started with voltage and frequency controls, and Rosero et al. [14] analyzed
the performance of a droop-free control in a microgrid that consisted in substituting
secondary- and primary-level control by a cooperative distributed control strategy. With
these schemes, the voltage amplitude and frequency restoration are guaranteed using a low-
bandwidth communication channel that avoids the one-to-tall communication algorithm,
common in centralized secondary controllers, thus providing high robustness, reliability,
and redundancy [15].

Two questions were addressed in this work: (i) How do we address multi-parameter
tuning problems in a SCC for inverter-based islanded microgrids? (ii) How many factors
really need to be set correctly?

2.1. Problem Formulation

In experimental or simulation designs, research processes, in very few cases, end with
a prototype development or an analytical design study. However, extensive tests are often
carried out to explore the performance of the simulation models or prototypes. Often,
changes and new tests are conducted so that, through simulations and experiments, the
analytically started research process is refined. This also happens with the tuning for the
parameters of a SCC for an inverter-based islanded microgrid, where several responses and
factors are considered in a multivariate problem for its analytical model. One often-quoted
drawback in this process is the many parameters to be tuned, even for a straightforward
microgrid structure. These numerous parameters make the trial-and-error procedure quite
long and somewhat delicate. The microgrid dynamics are determined mainly by the
primary- and secondary-level control parameters. Thus, only these two hierarchical levels
were considered and will be described in this study.

2.1.1. Microgrid Description

The microgrid under study was graphically modeled, as shown in Figure 1. It com-
prised three three-phase inverters, C1, C2, and C3, working as grid-forming converters.
Each converter was fed by a DC source emulating the prime energy movers. The communi-
cation link between the three nodes was used to share the data for the SCC purposes. A
computer was used for supervisory tasks to acquire and display the grid state. The global
load, Lbus, must be fed cooperatively by the three nodes, independent of its topological
location. Table 1 lists the grid parameter values for this typical microgrid. Four impedances,
Z1, Z2, Z3, and Z4, emulate the wiring connections between nodes.

Table 1. Hardware parameters.

Nominal voltage (line to neutral) Vnom 110 V rms
Nominal frequency fnom 60 Hz

Nominal rated power (base power) Sb 2.5 kVA

Line impedance Z1
LZ1 4 mH
RZ1 0.5 Ω

Line impedance Z2
LZ2 1 mH
RZ2 0.5 Ω

Line impedance Z3
LZ3 0.6 mH
RZ3 1.13 Ω

Line impedance Z4
LZ4 0.8 mH
RZ4 0 Ω
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Figure 1. Diagram of the microgrid under study.

It is worth noting that this is a real microgrid setup located at the Polytechnic Uni-
versity of Catalonia, consisting of three-phase IGBT full-bridge inverters controlled by a
digital signal processor (DSP). For interested readers, a full description of this microgrid
setup can be found in [16]. To summarize some practical issues, each inverter is made up
of a 2.3 kVA Guasch MTLCBI0060F12IXHF full-bridge converter with an LCL harmonic
filter and uses a dual-core DSP from Texas Instruments (F28M36P63C). This DSP is formed
by a C28 control processor and a M3 communication processor. The primary power source
is emulated by an AMREL SPS800-12-D013 DC.

2.1.2. Controller and Tuning Methodology Description

A simplified diagram of the two-level controller for the microgrid under study is
presented in Figure 2. The outputs are the reference amplitude Vi and the reference
frequency ωi used to implement the reference voltage that each grid-forming DG should
operate, vi, given by Equation (1), where i varies from 1 up to 3.

vi = Visin(ωit) (1)
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The objective of the primary control loop, the droop controller itself, is to ensure the
share of power among all DG in the grid using only local variables. Thus, a communication
channel is not necessary, providing the system functionalities with robustness.

The desired active power sharing is ensured by drooping the nominal frequency
proportionally to the average value of the local active power Pi, given by Equation (2).

ω∗
i = ωnom − mpPi (2)

where ωnom is the nominal frequency value and mp is the droop slope assumed to be equal
in all DG units (i.e., assuming equal power rating DG). Although in real applications the
inverters may have different nominal power, in this work, they were considered to have
the same power rating in order to focus the study on the design of the consensus control.
The primary active power controller ensures power sharing between the microgrid nodes.
Regarding the grid frequency ω in the steady state, it is a global variable and will be
the same in all nodes. This controller perfectly achieves the objective of sharing active
power but introduces the disadvantage of frequency deviation to a value lower than the
nominal one.

On the other hand, with the voltage drooping by Equation (3), the power-sharing is
not perfectly achieved, as the voltage amplitude will differ in each node output. Then, only
a slight equalization of reactive power is ensured by such a controller.

V∗
i = Vnom − nqQi (3)

The secondary controller will then overcome the frequency deviation and the non-
perfect reactive power sharing. In this case, a channel for communication should be used
to interchange the DG local measures to guarantee the frequency restoration to its nominal
value, sharing equally the reactive power demanded by the load. Generally, in centralized
secondary level schemes, one node acts as a centralized controller and receives data from all
the other nodes using a dedicated communication channel at a rate Tr seconds. The lower
the Tr, the better the control results [18]. Normally Tr is higher than the local measurement
sampling rate, Ts. Then, the centralized controller calculates the correction terms and sends
these results to all the slave nodes. However, in a consensus-based SCC scheme, there is no
master and the controller is distributed cooperatively. Most importantly, only neighboring
nodes exchange information in an “all-to-all” way, so receiving data from all other nodes is
not necessary. This way, information about the local status flows, “gossiping” through the
communication channel. Thus, one specific node i receives data only from its n neighbors,
in a microgrid with x nodes. The following equations describe the complete primary plus
consensus-based secondary controllers, according to Lu et al. [17].

ωi = ω∗
i + ∆ωi = ωnom − mpPi + ∆ωi (4)

∆ωi = Kω

∫
[(ωnom − ω∗

i ) + Aω

n

∑
j=1

(∆ωj − ∆ωi)]dt (5)

Vi = V∗
i + ∆Vi = Vnom − nqQi + ∆Vi (6)

∆Vi = KV

∫ n

∑
j=1

(
Vnom − Vj

)
dt + KQ

∫ n

∑
j=1

(
Qi − Qj

)
dt (7)

The integral on the controller, Equation (5), will try to accomplish objectives in a steady
state. The secondary controller receives correction terms from its n neighbors to obtain the
frequency correction term ∆ωi to equalize all microgrid correction terms to ensure all ωi
are equal to ωnom.

Similarly, the reactive power sharing correction term ∆Vi in (7) can be calculated using
the output voltage amplitude Vj and reactive power Qj values from n nodes. The main goal
here is the equalization of sharing reactive power. However, accomplishing this objective
presents a new deviation of the output voltages. Thus, it is necessary to control the output
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voltage amplitudes to meet the regulation objectives through a complementary objective:
to fix the mean voltage among the x nodes to the nominal value.

Vi =
∑x

j=1 Vj

x
= Vnom (8)

These two objectives are accomplished by the two integral terms in (7). Four secondary
control parameters for each microgrid node should be designed to determine the dynamic
behavior of the complete system: Kω , Aω , KV, and KQ, and the transmission ratio Tr, equal
for all nodes. Choosing the same values for parameters of the secondary controller for all
microgrid nodes is the most straightforward approach. However, there is no guarantee to
optimize the merit responses describing the dynamic behavior.

2.1.3. Merit Responses

As stated above, sharing active and reactive powers equally among all converters is
the main goal of the controller. Deviations between active and reactive powers generated
and measured in each microgrid node from the nominal values will be the first two merit
responses to be assessed. Then, the maximum power deviation among converters will
be chosen as the merit response value. Furthermore, the network voltage quality should
be evaluated in terms of frequency and amplitude. The microgrid frequency and output
voltage deviations from their respective nominal values will be the third and fourth merit
answers. These merit responses are only related to steady-state objectives, and thus some
dynamic merit responses should be defined. Measuring the overshot and time delay when
reaching the steady state after a step change in any of the main variables (active power,
reactive power, voltage amplitude and the microgrid frequency) allows for defining eight
other merit responses. In Table 2, the twelve merit responses are listed.

Table 2. Merit responses for the studied microgrid.

Symbol (Unit) Response Equation

ePs Active power sharing error ePs =
Abs (Max (Pi− 1

3 ∑3
j=1 Pj))

1
3 ∑3

j=1 Pj

(9)

eQs Reactive power sharing error eQs =
Abs (Max (Qi− 1

3 ∑3
j=1 Qj))

1
3 ∑3

j=1 Qj

(10)

eω Frequency deviation from nominal value ew =
Abs (Max (ωnom−ωi)

ωnom
(11)

eV Mean voltage deviation from the nominal value eV =
Abs (Max (Vnom− 1

3 ∑3
j=1 Vj))

1
3 ∑3

j=1 Vj

(12)

AP (W) Active power overshoot AP = Max (Pi − Pi_steady-state) (13)
AQ (Var) Reactive power overshoot AQ = Max (Qi − Qi_steady-state) (14)

Aω (rad/s) Frequency overshoot Aω = Max (ωi − ωi_steady-state) (15)
AV (V) Voltage overshoot AV = Max (Vi − Vi_steady-state) (16)
tsP (s) Maximum step active-power change settling time
tsQ (s) Maximum step reactive-power change settling time
tsω (s) Maximum step frequency change settling time
tsV (s) Maximum step-voltage change settling time

The time required for dynamic variations, which occur after a system state change,
to reach a value equal to or less than 5% of the steady-state response is defined as the
settling time. The highest value of the settling time, measured among all converters in
the microgrid, will be chosen as the merit response. The optimization problem for the
analytical model needs to consider the set of equations from (1) to (8) and several of the
response variables defined in Table 2.

2.2. Design of Experiments for Parameters Tuning

Many successful results make DOE a critical methodology in research with practical
experimental applications. For example, several computer programs performing statistical
calculations have DOE as a basic tool due to the ease of results interpretation. Aside from
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the many parameters involved in tuning a SCC, several statistical approaches should be
considered in these experimental tests, making DOE an adequate tool [19].

The adjustment of parameters has been widely studied in the literature and applied
to several types of processes, for example, Amorim et al. [20] presented a multi-objective
optimization algorithm applied to hardened steel turning processes, and Atabaki, Moham-
madi, and Aryanpur [21] used multi-criteria decision-making methods to select the more
impactful variables to forecast the energy production in Iran by 2050. However, although
several studies on microgrids have considered experimental or simulated procedures, few
studies have used DOE strategies for empirical applications. Xiang et al. [22] used the
Taguchi orthogonal design to perform the planning and analysis of test scenarios in energy
management. Still applying a DOE based on the Taguchi method, Wang et al. [23] analyzed
the influence of parameter adjustments on integrated scheduling for an intelligent regional
grid. No studies were found related to the SCC for an inverter-based island microgrid
using experiments and/or simulations based on DOE tools.

The DOE strategy consists in ordering experimental conditions to obtain accurate
information in a reduced number of experiments by varying the factor levels for each
experiment, thus optimizing the experimental procedure. Considering several parameters,
this minimization in the number of experiments allows for the verification of possible inter-
actions among the analyzed factors aside from the optimal solution. Factorial analysis is
one of the most widely used DOE tools in experiments involving several factors. Therefore,
it is worth highlighting the arrangement for k factors, an experimental design of k factors
in two levels (2k).

According to Montgomery [19], a strategy as a fractional factorial design will require
a smaller portion of experiments, performing only a certain subset of the complete factorial
experiment. This type of design is necessary for procedures that have limited resources or
a large number of factors. The geometric representation of the full and fractional factorial
designs is illustrated in Figure 3.
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Since 13 factors is the usual number for SCC inverter-based islanded microgrids, it is
interesting to analyze the complexity of the execution of all the combinatorial possibilities.
At the same time, the simulation of the tuning of the parameters occurs. Such a simulation
would require a lot of computational time, incurring a high operational cost. Finding the
best combination considering all variables is unlikely. However, using DOE strategies, one
can drastically reduce the number of experiments required, finding a suitable combination
for factor levels, thus minimizing the computational costs.

3. Experimental Results and Discussion

The experimental results based on the previous guidelines are described and dis-
cussed in two parts: (i) as planning made before any experiment and (ii) the final designs
and results.

3.1. Planning before Experiments

In this subsection, the statement of the problem, the selection of the response variables,
and the choice of factors, levels, and ranges will be discussed. Trial-and-error is a time-
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consuming methodology often used to predict the parameters’ values and tolerances for
the SCC for inverter-based islanded microgrids. In this work, a well-structured method to
estimate the parameters of such tuning is proposed.

The process characterization of the SCC for inverter-based islanded microgrids is
presented in Figure 4. First, the factors and levels were defined considering the problem
formulation presented in Section 2. The process of selecting the factor levels was considered
in two steps: first, the nominal values for the factors were defined using agreement analysis
by some practitioners. After that, an initial estimate of the standard deviations was obtained
by dividing the range values by 4. This rule, used in cases of scarce information, does
not compromise the experimental deployment once several designs are supposed to check
the validity of the factor levels. The Chebyshev rule for standard deviation determined
the final factor levels, which states that at least 3/4 of the data lie within two standard
deviations of the mean. This is a multiple and multivariate Y = f (X) complex problem,
where several responses should be jointly optimized.
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Figure 4. Process characterization of the system description.

3.2. Designs and Results

As above-mentioned, the number of tests to explore all the combinatorial possibilities
for 13 factors is very large and can expend a large computational time. However, a great
number of designs are available to deal with screening procedures. In the Minitab software,
for example, the scheme in Figure 5 helps the practitioner to choose an appropriate 2-level
or Plackett–Burman design [24] based on the number of factors that are of interest, the
number of runs one can perform, and the desired resolution of the design. The design
resolution describes the extent to which effects in a fractional factorial design are aliased
with other effects. When a fractional factorial design is executed, one or more of the effects
are confounded, meaning that they cannot be estimated separately from each other. A
fractional factorial design with the highest possible resolution for fractionation required is
frequently used. Therefore, it will be better to choose a design where the main effects are
compounded with 3-way interactions (Resolution IV) over a design where the main effects
are confounded with 2-way interactions (Resolution III).

3.2.1. Strategies for Choosing Parameters in a Factorial Design

Some potential designs and strategies are suitable for the first screening phase where
the goals are to identify the factors that may affect the performance the most, take out the
irrelevant factors, and establish the cause-and-effect relationships. The screening method
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depends on the number of factors that need to be removed. Resolution III fractional factorial
and Taguchi designs are among the industry’s most widely used types of design. These
methods are generally useful and much better than the traditional trial-and-error strategy.
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Figure 5. Software scheme to help select appropriate designs.

The factorial design experimental plan for the parameter tuning considering 13 factors
is shown in Table 3. For each row corresponding to an experimental scenario, 12 response
variables were computed.

Table 3. Resolution III fractional factorial design *.

Run Tr Kω1 Kω2 Kω3 Aω1 Aω2 Aω3 KV1 KV2 KV3 KQ1 KQ2 KQ3

1 0.115 5.15 5.15 5.15 15.05 15.05 15.05 0.2575 0.2575 0.2575 0.01288 0.01288 0.03763
2 0.325 5.15 5.15 5.15 5.15 5.15 5.15 0.2575 0.7525 0.7525 0.03763 0.03763 0.03763
3 0.115 15.05 5.15 5.15 5.15 5.15 15.05 0.7525 0.7525 0.7525 0.01288 0.01288 0.01288
4 0.325 15.05 5.15 5.15 15.05 15.05 5.15 0.7525 0.2575 0.2575 0.03763 0.03763 0.01288
5 0.115 5.15 15.05 5.15 5.15 15.05 5.15 0.7525 0.7525 0.2575 0.03763 0.01288 0.01288
6 0.325 5.15 15.05 5.15 15.05 5.15 15.05 0.7525 0.2575 0.7525 0.01288 0.03763 0.01288
7 0.115 15.05 15.05 5.15 15.05 5.15 5.15 0.2575 0.2575 0.7525 0.03763 0.01288 0.03763
8 0.325 15.05 15.05 5.15 5.15 15.05 15.05 0.2575 0.7525 0.2575 0.01288 0.03763 0.03763
9 0.115 5.15 5.15 15.05 15.05 5.15 5.15 0.7525 0.7525 0.2575 0.01288 0.03763 0.03763
10 0.325 5.15 5.15 15.05 5.15 15.05 15.05 0.7525 0.2575 0.7525 0.03763 0.01288 0.03763
11 0.115 15.05 5.15 15.05 5.15 15.05 5.15 0.2575 0.2575 0.7525 0.01288 0.03763 0.01288
12 0.325 15.05 5.15 15.05 15.05 5.15 15.05 0.2575 0.7525 0.2575 0.03763 0.01288 0.01288
13 0.115 5.15 15.05 15.05 5.15 5.15 15.05 0.2575 0.2575 0.2575 0.03763 0.03763 0.01288
14 0.325 5.15 15.05 15.05 15.05 15.05 5.15 0.2575 0.7525 0.7525 0.01288 0.01288 0.01288
15 0.115 15.05 15.05 15.05 15.05 15.05 15.05 0.7525 0.7525 0.7525 0.03763 0.03763 0.03763
16 0.325 15.05 15.05 15.05 5.15 5.15 5.15 0.7525 0.2575 0.2575 0.01288 0.01288 0.03763

* In a resolution III fractional design, there is no confusion among the main effects. However, all main effects were
aliased to 2-factor interactions.

Results for the two different scenarios are presented in Figure 6 (scenario 1 on the left
and scenario 16 on the right), which depicts the converters’ active power supply, frequency,
reactive power, and voltage amplitude. In the voltage results, a fourth trace represents the
average voltage amplitude measured among the three converters, Vmean. Each test followed
the same time protocol, where the three converters were started sequentially to produce
step changes that facilitate the merit response measurements. At t = 0 s, converter C1
started energizing the grid to supply the microgrid loads, Lbus, alone. The second converter
C2 started at t = 10 s, thus at this time load, sharing began between C1 and C2. At t = 50 s,
the third converter C3 was started. An almost perfect active power sharing in a steady state
could be appreciated in the respective figures. All twelve merit response measurements
were conducted after t = 50 s, when the three converters supplied the load. As can be seen
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in the figure, when a new converter is started, there is a system frequency drop (ideally
60 Hz) due to the primary level control actuation given by Equation (2). A perfect frequency
restoration can be accomplished thanks to the secondary controller, according to Equation
(5). Additionally, the reactive-power and voltage secondary controller objectives, reactive
power sharing, and Vmean = 1 p.u. at the steady state were accomplished. Due to the
different sets of secondary controller constants used in each test, the dynamic behavior
was slightly different in each experiment, as seen in the frequency behavior. When test 16
(right column) was executed, a large frequency overshot and settling time were observed
in comparison with the results of test 1 (left column). The measured merit responses for
each of the 16 runs are listed in Table 4.
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Table 4. Response variables for each previous experimental run *.

Run
eω eps eV eQs tsω tsp tsV tsQ Aω AP AV AQ
[%] [%] [%] [%] [s] [s] [s] [s] [rad/s] [W] [V] [Var]

1 3.31 × 10−5 6.76 × 10−2 3.57 × 10−3 1.1017 4.160 0.490 5.330 0.690 0.120 0.000 1.338 71.900
2 3.63 × 10−5 6.80 × 10−2 1.60 × 10−2 7.7735 2.990 3.230 5.380 0.880 0.100 63.200 5.445 125.600
3 1.43 × 10−5 7.30 × 10−2 3.60 × 10−4 0.9244 0.880 0.490 1.320 1.300 0.120 27.000 1.960 38.100
4 5.55 × 10−5 5.98 × 10−2 7.57 × 10−3 0.2218 7.630 2.200 3.330 2.350 0.090 135.300 10.423 510.900
5 1.09 × 10−5 7.80 × 10−2 4.96 × 10−3 1.3999 2.690 0.540 1.370 0.340 0.090 0.000 1.400 71.600
6 4.04 × 10−5 6.15 × 10−2 1.57 × 10−3 1.6614 7.830 2.990 2.500 2.840 0.120 117.800 11.045 573.100
7 3.10 × 10−5 6.01 × 10−2 7.36 × 10−3 3.5684 2.200 0.590 1.370 0.790 0.090 0.000 0.964 88.900
8 2.19 × 10−5 6.39 × 10−2 1.32 × 10−2 1.6936 8.510 2.450 3.820 2.150 0.120 148.600 11.978 472.600
9 6.17 × 10−5 7.69 × 10−2 1.71 × 10−3 0.4699 1.570 1.130 1.520 1.860 0.110 83.500 7.311 193.500

10 4.15 × 10−5 5.08 × 10−2 9.53 × 10−4 6.977 9.680 0.880 1.960 2.200 0.120 21.800 2.707 102.300
11 4.60 × 10−6 8.14 × 10−2 4.81 × 10−3 1.5135 1.910 0.590 1.420 0.830 0.110 0.000 1.260 98.100
12 6.36 × 10−5 6.08 × 10−2 7.01 × 10−4 1.3926 8.680 1.670 1.960 3.570 0.120 37.800 3.422 96.700
13 1.90 × 10−5 9.17 × 10−2 3.37 × 10−3 9.7943 0.780 0.590 2.940 0.000 0.120 0.000 1.602 77.400
14 6.44 × 10−5 4.20 × 10−2 3.27 × 10−3 29.34 7.970 1.710 2.450 2.990 0.110 122.600 11.511 560.300
15 1.49 × 10−5 7.36 × 10−2 3.09 × 10−3 1.2465 4.550 0.980 1.320 0.000 0.110 82.400 7.156 206.100
16 2.99 × 10−5 7.07 × 10−2 1.21 × 10−3 2.2712 3.570 1.760 2.150 3.620 0.110 181.900 14.001 537.000

* Each response was obtained for three independent specialists so that the measurement system could be validated.
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The 16 experiments shown in Table 4 were statistically assessed on Minitab software
with the help of the following tools: ANOVA, Pareto chart, regression table, and desirability.
From this screening analysis, some results were obtained considering all 12 responses and
the 13 factors, as shown in Table 5.

Table 5. Main findings from the screening DOE.

Composite Desirability Interval

Factor Lower Upper Setting Observation

Tr 0.115 0.325 0.115 The lower the better
Kω1 9.65 15.05 To the next DOE
Kω2 5.15 13.45 7.05 Not significant (with desirability peak)
Kω3 5.15 15.05 9.95 Not significant (with desirability peak)
Aω1 5.15 9.85 To the next DOE
Aω2 8.2 15.05 To the next DOE
Aω3 5.15 9.6 To the next DOE
KV1 0.59 0.7525 To the next DOE
KV2 0.2575 0.7525 0.425 Not significant (with desirability peak)
KV3 0.49 0.7525 To the next DOE
KQ1 0.02 0.0376 To the next DOE
KQ2 0.0129 0.019 To the next DOE
KQ3 0.0129 0.0376 0.02525 Not significant (with desirability peak)

Factors Kω2, Kω3, KV2, and KQ3 presented themselves as not significant when chang-
ing the factor levels in all responses. These could be considered as noise factors in further
works. The levels of these factors were established according to the best desirability value
as follows: Kω2 = 7.05, Kω3 = 9.95, KV2 = 0.425, and KQ3 = 0.02525. These can be fixed in
future experimental projects.

The level of factor Tr was considered for future projects as it showed itself to be
significant for all responses. The lower limit of Tr was considered for later projects, as its
value is better when lower.

Factors Kω1, Aω1, Aω2, Aω3, KV1, KV3, KQ1, and KQ2 require future studies as they
were established as borderlines due to the unclear results for eliminating or selecting
their levels.

3.2.2. Optimization Design

The factorial design experimental plan for the second-round parameter tuning is
presented in Table 6.

All 12 responses considering all 16 experiments from the previous experimental design
are presented in Table 7.

After this second phase of DOE analyses, the final tuning for the variables was ob-
tained, and the main findings were as follows: Factors KV1, KQ1, and KQ2 were considered
not significant when changing their levels in all of the responses, while factors Kω1,
Aω1, Aω2, Aω3, and KV3 were considered significant for the composite desirability of
all responses.

3.2.3. Verification

The confirmatory experiments for the parameter tuning are presented in Figures 7
and 8. The 12 responses were obtained by setting up the factors in the optimal settings. It is
worth mentioning that the optimal gains of Kω, Aω, KV, and KQ were different in the three
grid-forming inverters.
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Table 6. Fractional factorial design with resolution IV.

Run Kω1 Aω1 Aω2 Aω3 KV1 KV3 KQ1 KQ2

1 9.65 5.15 8.2 5.15 0.59 0.49 0.02 0.0129
2 15.05 5.15 8.2 5.15 0.59 0.7525 0.0376 0.019
3 9.65 9.85 8.2 5.15 0.7525 0.49 0.0376 0.019
4 15.05 9.85 8.2 5.15 0.7525 0.7525 0.02 0.0129
5 9.65 5.15 15.05 5.15 0.7525 0.7525 0.0376 0.0129
6 15.05 5.15 15.05 5.15 0.7525 0.49 0.02 0.019
7 9.65 9.85 15.05 5.15 0.59 0.7525 0.02 0.019
8 15.05 9.85 15.05 5.15 0.59 0.49 0.0376 0.0129
9 9.65 5.15 8.2 9.6 0.7525 0.7525 0.02 0.019

10 15.05 5.15 8.2 9.6 0.7525 0.49 0.0376 0.0129
11 9.65 9.85 8.2 9.6 0.59 0.7525 0.0376 0.0129
12 15.05 9.85 8.2 9.6 0.59 0.49 0.02 0.019
13 9.65 5.15 15.05 9.6 0.59 0.49 0.0376 0.019
14 15.05 5.15 15.05 9.6 0.59 0.7525 0.02 0.0129
15 9.65 9.85 15.05 9.6 0.7525 0.49 0.02 0.0129
16 15.05 9.85 15.05 9.6 0.7525 0.7525 0.0376 0.019

Table 7. Response variables for each experimental run in Table 6 *.

Run
eω eps eV eQs tsω tsp tsV tsQ Aω AP AV AQ
[%] [%] [%] [%] [s] [s] [s] [s] [rad/s] [W] [V] [Var]

1 1.27 × 10−5 8.40 × 10−2 2.31 × 10−3 0.658 2.592 1.663 1.418 1.490 0.065 22.855 1.591 52.920
2 1.25 × 10−5 8.80 × 10−2 2.60 × 10−3 4.8982 2.690 1.809 1.614 1.540 0.110 37.469 4.172 101.629
3 4.91 × 10−5 8.42 × 10−2 1.50 × 10−3 0.7462 3.276 1.858 1.760 1.590 0.109 50.210 4.774 136.320
4 4.45 × 10−5 9.68 × 10−2 4.10 × 10−3 1.3867 3.423 1.760 1.418 1.250 0.081 25.749 2.125 75.430
5 1.07 × 10−5 8.87 × 10−2 4.80 × 10−3 4.3778 2.934 1.809 1.614 1.880 0.109 45.352 4.957 133.294
6 2.03 × 10−5 8.35 × 10−2 5.00 × 10−3 4.7221 2.934 1.858 1.760 1.330 0.108 53.748 4.925 147.597
7 5.94 × 10−5 9.02 × 10−2 3.90 × 10−3 1.5435 2.445 1.760 1.614 1.880 0.107 27.007 3.585 62.612
8 2.80 × 10−5 6.06 × 10−2 6.10 × 10−3 9.6712 3.619 1.907 1.809 0.900 0.107 40.996 3.574 87.401
9 5.38 × 10−6 8.68 × 10−2 3.60 × 10−3 2.2609 3.032 1.760 1.565 1.440 0.118 41.647 4.813 140.314

10 3.11 × 10−6 8.87 × 10−2 2.60 × 10−3 8.3153 0.978 1.809 1.760 0.900 0.117 50.611 4.355 157.833
11 2.32 × 10−5 8.72 × 10−2 3.60 × 10−3 0.6566 4.010 1.760 1.712 1.640 0.118 42.914 3.895 103.365
12 9.41 × 10−6 8.82 × 10−2 4.60 × 10−3 8.3333 3.276 1.712 1.565 0.660 0.074 26.292 1.843 52.678
13 9.83 × 10−6 8.56 × 10−2 3.90 × 10−3 0.6013 3.423 1.809 1.858 1.390 0.120 39.684 3.924 106.555
14 9.25 × 10−6 8.09 × 10−2 6.10 × 10−3 1.6742 3.472 1.809 1.712 2.130 0.118 39.587 3.980 105.772
15 2.70 × 10−5 8.26 × 10−2 2.00 × 10−3 0.4831 4.499 1.858 1.809 1.640 0.118 59.258 4.792 157.127
16 3.25 × 10−5 9.29 × 10−2 3.80 × 10−3 1.0001 4.743 1.760 1.516 1.690 0.117 48.729 4.813 130.817

* Each response was obtained by three independent specialists so that the measurement system could be validated.

This result was statistically significant compared to several best guess scenarios defined
a priori by the practitioners. As in the paired t-test, the p-value presented itself as always
less than 0.05. Additionally, the inadequacy of the analytical model was partly the cause of
the difference between the experiment and the results for the problem formulation. Even
when using more sophisticated analysis tools in complex design projects, the differences
between the analysis and the experiment were similar to the ones produced in this study.
It can be stated that the true optimum was close to the analytical design based on the
approximate model, as the difference in the results was very small. Nevertheless, the size
of the difference was enough to permit substantial additional gains to be performed by an
experimental optimization in the analytical design point neighborhood.
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2 1.25 × 10−5 8.80 × 10−2 2.60 × 10−3 4.8982 2.690 1.809 1.614 1.540 0.110 37.469 4.172 101.629 

3 4.91 × 10−5 8.42 × 10−2 1.50 × 10−3 0.7462 3.276 1.858 1.760 1.590 0.109 50.210 4.774 136.320 

4 4.45 × 10−5 9.68 × 10−2 4.10 × 10−3 1.3867 3.423 1.760 1.418 1.250 0.081 25.749 2.125 75.430 

5 1.07 × 10−5 8.87 × 10−2 4.80 × 10−3 4.3778 2.934 1.809 1.614 1.880 0.109 45.352 4.957 133.294 

6 2.03 × 10−5 8.35 × 10−2 5.00 × 10−3 4.7221 2.934 1.858 1.760 1.330 0.108 53.748 4.925 147.597 

7 5.94 × 10−5 9.02 × 10−2 3.90 × 10−3 1.5435 2.445 1.760 1.614 1.880 0.107 27.007 3.585 62.612 

8 2.80 × 10−5 6.06 × 10−2 6.10 × 10−3 9.6712 3.619 1.907 1.809 0.900 0.107 40.996 3.574 87.401 

9 5.38 × 10−6 8.68 × 10−2 3.60 × 10−3 2.2609 3.032 1.760 1.565 1.440 0.118 41.647 4.813 140.314 

10 3.11 × 10−6 8.87 × 10−2 2.60 × 10−3 8.3153 0.978 1.809 1.760 0.900 0.117 50.611 4.355 157.833 

11 2.32 × 10−5 8.72 × 10−2 3.60 × 10−3 0.6566 4.010 1.760 1.712 1.640 0.118 42.914 3.895 103.365 

12 9.41 × 10−6 8.82 × 10−2 4.60 × 10−3 8.3333 3.276 1.712 1.565 0.660 0.074 26.292 1.843 52.678 

13 9.83 × 10−6 8.56 × 10−2 3.90 × 10−3 0.6013 3.423 1.809 1.858 1.390 0.120 39.684 3.924 106.555 

14 9.25 × 10−6 8.09 × 10−2 6.10 × 10−3 1.6742 3.472 1.809 1.712 2.130 0.118 39.587 3.980 105.772 

15 2.70 × 10−5 8.26 × 10−2 2.00 × 10−3 0.4831 4.499 1.858 1.809 1.640 0.118 59.258 4.792 157.127 

16 3.25 × 10−5 9.29 × 10−2 3.80 × 10−3 1.0001 4.743 1.760 1.516 1.690 0.117 48.729 4.813 130.817 

* Each response was obtained by three independent specialists so that the measurement system 

could be validated. 

After this second phase of DOE analyses, the final tuning for the variables was ob-

tained, and the main findings were as follows: Factors KV1, KQ1, and KQ2 were considered 

not significant when changing their levels in all of the responses, while factors Kω1, Aω1, 

Aω2, Aω3, and KV3 were considered significant for the composite desirability of all re-

sponses. 

3.2.3. Verification 

The confirmatory experiments for the parameter tuning are presented in Figures 7 

and 8. The 12 responses were obtained by setting up the factors in the optimal settings. It 

is worth mentioning that the optimal gains of Kω, Aω, KV, and KQ were different in the 

three grid-forming inverters. 

 

Code Microgrid 

Factors, Optimum Level 

Tr  = 0.115 

K1 = 10.195 

K2 = 7.05 

K3 = 9.95 

A1 = 5.15 

A2 = 8.2 

A3 = 6.2737 

KV1 = 0.59 

KV2 = 0.425 

KV3 = 0.49 

KQ1 = 0.02 

KQ2 = 0.0133 

KQ3 = 0.02525 

Response Variables 

ePs =  0.083134% 

eQs =  1.281% 

e =  0.8×10−5% 

eV =  0.0026% 

AP =  25.82 W 

AQ =  63.19 VAr 

A =  0.07346 rad/s 

AV =  1.8788 V 

tsP =  1.68885 s 

tsQ =  1.4029 s 

ts =  2.669 s 

tsV =  1.5168 s 

Figure 7. Optimal settings for the parameter tuning.
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4. Conclusions and Recommendations

A DOE tool was presented in this study to optimize the SCC methodology parameters
of inverter-based islanded microgrids, motivated by the need for more evidence that
such parameters can be easily parameterized. An approach based on factorial DOE using
screening and fractional factorial designs was described in this paper. Such an approach
uses classical factorial designs and the desirability function for a multivariate problem of
13 factors and 12 responses. An easy-to-follow procedure was pursued in order to reach
the optimal settings for the parameter tuning. This approach was used to identify the
main factors and interactions, where confirmatory results were significant in affirming that
the parameter tuning had improved best guess scenarios and literature findings. Several
designs in the neighborhood of the analytical optimum, defined by specialists, and selected
using the DOE methodology, were built and tested to enhance the experimental design
procedure. Later, an approximation was fitted to the values of the objective functions at the
test points using desirability functions.

The following benefits of using the experimental approach when dealing with pa-
rameter tuning for the secondary consensus control of inverter-based islanded microgrids
can be listed as follows. First, the number of experiments to reach the optimal settings
was drastically reduced. For example, in only two consecutive DOE and one confirmatory
experiment, only 33 tests were necessary. From this result, we are able to affirm that the
DOE was able to reach the optimal setting with a minimal number of experiments, which
would be almost impossible to obtain with the trial-and-error method. Second, the number
of rules of thumbs, assumed constants, and empirical values were kept to a minimum in
this experimental approach. Finally, the practitioner’s knowledge was essential in defining
the DOE factors and levels.

For future research, we suggest using response surface methodology that, at the cost of
increasing the number of tests in the experimental design, uses linear or quadratic polyno-
mials to evaluate the statistical differences of possible new optimums. Equal inverter power
output was assumed in this study, however, this is not a constraint of the methodology and
could be stochastically analyzed in future works. The proposed DOE methodology was
experimentally validated in a laboratory microgrid with fully satisfactory results. It would
be interesting, however, to explore the benefits of the proposed solution in microgrids
outside the laboratory, for example, in neighborhoods or even in a city. This is a long and
complex study that is left for future work.
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