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Abstract: This paper provides an overview of modern feedback control methods for the voltage
regulation in DC/DC converters of DC microgrids. Control objectives and practical restrictions are
defined and used as indicators for the analysis and performance assessment of the control meth-
ods. After presenting the concept of each control method, the advantages and limitations in the
converter applications are discussed. The main conclusions of this overview can be used as recom-
mendations for the selection of the suitable control method according to the control requirements
in the DC microgrid. The low robustness against disturbances is a major issue in all control meth-
ods. For the enhancement of the robustness of the feedback control methods, three approaches are
reviewed. Applications of these approaches in DC/DC converters are compared with regard to
the achieved disturbance rejection and the related cost of nominal performance degradation. The
disturbance/uncertainty estimation and attenuation (DUEA) framework appears to be the most
promising approach to compromising these opposing control objectives. This overview is presented
for a general DC/DC converter, without any additional control design requirement imposed by
a specific converter plant. This allows the generalisation of the conclusions of the performance
assessment, which can facilitate the application of the control methods in similar systems, such as in
AC/DC converters or motor drives.

Keywords: DC/DC converter; feedback control; disturbance rejection

1. Introduction
1.1. Background—Design of Converter Controller

The recent advancements in power electronics have stimulated the grid integration of
DC power sources and loads, such as solar photovoltaics, energy storage systems, electrical
vehicles, and motor drive systems. DC microgrids have gained interest as they offer to these
converter-interfaced distributed energy resources (DER) more efficient grid connection [1–3].
The fundamental building blocks of the DC microgrids are the DC/DC converters. The
source-side DC/DC converters of the DC microgrid are responsible for the regulation of
the DC grid voltage, to ensure stable and reliable operation of the microgrid. Therefore,
the main control goal in these DC/DC converters is the regulation of their output voltage,
performed by the voltage control loop.

The voltage controller of the DC/DC converter is designed according to the nominal
model of the converter. This is an approximate model of the real converter plant: it is
simplified and local, i.e., isolated from other components of the DC system. Figure 1 illustrates
the nominal model of a DC/DC buck converter, where C is the filter capacitor, L is the filter
inductor and RL is the parasitic resistance of the inductor. The parameters of the input
voltage Vin and load resistance R in the nominal converter model represent the source at
the input port and the DC system at the output port of the real converter plant, respectively.
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For the design of the voltage control structure, the measurement vc of the capacitor voltage
state (output voltage here) is used. The measurement iL of the inductor current state might
also be used, according to the selected control method. A similar nominal model can be
derived for any type of DC/DC converter. The nominal converter model compromises
high fidelity, for the design of a satisfactory control for the real plant, and low model
complexity, for the ease of the design and implementation of the controller. The available
information for the real converter plant and the resources cost for the modelling process
are also considered in the derivation of the nominal converter model [4,5].

Voltage Control 
Structure

𝑅𝐿 𝐿 

𝑉𝑖𝑛  

𝑖𝐿 
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Figure 1. Nominal model for DC/DC buck converter.

The discrepancies between the real converter plant and its nominal model used for the
control design cause disturbances when the controller is implemented in the real converter.
These disturbances perturb the output voltage, degrading the performance of the controller.
Considering their origin in the nominal converter model, the disturbances are categorised
as internal or external. The former are caused by converter model uncertainties, e.g., varied
input voltage and load resistance parameters due to changes in the operating point, unknown
filter parameters, unmodelled high-frequency dynamics, and nonlinearities. The latter are
caused by external forces, e.g., measurement noise and interaction dynamics with other
components in the DC system.

From the viewpoint of system theory and control theory, the nominal converter model
is a system that belongs to a certain class (linear/nonlinear, time-invariant/time-varying,
minimum phase (MP)/nonminimum phase (NMP), etc.), according to which the suitable
control method is selected. The performance of the converter controller should meet the
following control objectives [4,6–9]:

• Stabilisation: the controller should be able to bring the converter to a steady state after
changes in the operating point, offering large-signal stability (regulatory control problem).

• Transient response: the stabilisation should be achieved with certain dynamic per-
formance, indicated by desired under-/overshoot, rise time, settling time, or other
predefined metrics.

• Reference tracking: the controller should regulate the output voltage of the con-
verter to the specified set-point fast and tightly, with zero steady-state error (servo
control problem).

• Disturbance rejection: the controller should reject the disturbances that appear during
the operation of the real converter, stabilise it and maintain transient response and
reference tracking.

The first three requirements refer to the operation of the controller in the nominal
converter model, and thus are mentioned as nominal stability and performance [10,11].
The requirement of the disturbance rejection is related to the robustness of the designed
controller. Robustness is the ability of the controller to withstand the disturbances occurring
in the real converter plant, by compensating or rejecting them, and recover the nominal
stability and performance. For this, information about the disturbances (estimations, known
bounds, etc.) should be incorporated in the control design. The different types and size of
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disturbances determine the suitable control methods that can be adopted, to deal satisfactorily
with them. Critical for the selection of the control method is the classification of the
disturbances to matched or mismatched according to the matching condition. The former
are integrated in the nominal converter model in the same channel (dynamic state equation)
as the control input, such as uncertainties of the input voltage or the filter inductance;
the latter appear in different channel from the control input, like uncertainties of the load
or the filter capacitance. The more accurate the information about disturbances that is
incorporated in the control design, the more effective the disturbance rejection by the
designed controller, and thus the lower its sensitivity to disturbances and the higher its
robustness when implemented in the real converter plant. The controller, which achieves
full recovery of the nominal stability and performance under all defined disturbances
in the real converter plant, presents robust stability and performance [10,11]. Some of
the aforementioned control objectives are opposing, e.g., servo vs. regulatory control or
nominal performance vs. disturbance rejection, and this leads to design trade-offs, which
should compromise them [12–14].

During the design of the converter controller, the following practical restrictions
should be taken into account [4,6]:

• Limitations of control hardware: the converter controller should present low complex-
ity to allow the easy implementation and fast computation in the hardware of the real
converter, considering limitations of space, speed, accuracy, etc.

• Availability of measurements: the converter controller should rely only on measurable
quantities of the real converter, such as the output voltage, the voltage across the filter
capacitance, the current through the filter inductor, and the input voltage.

• limits of control input: the converter controller should not require excessive control
effort to achieve the control objectives; these requirements refer to low magnitude and
constant, low switching frequency of the control input, to avoid switching losses and
filter design complications.

• Operating limits of real converter plant: the converter controller should achieve the
control objectives while respecting the operating limits of the real plant, such as limits
for the magnitude and rate of change of the output current.

When the controller, designed according to the nominal converter model, is imple-
mented in the hardware of the real converter plant, adjustments in the design are performed
to better compromise the aforementioned control objectives and practical restrictions. This
includes the final tuning of the control parameters, to compensate the disturbances that
cannot be taken into account during the control design, and thus improve the performance
of the controller when implemented in the real converter. The tuning depends usually on
experience and intuition and therefore is resource-costly. The more robust the designed
controller, the less tuning is needed when it is implemented in the real converter plant. The
control design problem for the DC/DC converters can be conceptualised as follows: design
such controller for the nominal converter model, which achieves the control objectives
when implemented in the real converter plant, while respecting the practical restrictions
and requiring the minimum parameter tuning or other adjustments.

1.2. Motivation

The proportional-integral-derivative (PID) controller is the most common feedback
control method applied in converters, due to its simple structure, easy implementation, and
clear functionality, depending only on the tuning of the control parameters [7,15]. The wide
application of the PID control has stimulated the development of various tuning techniques,
such as analytical and frequency-response methods, as well as heuristic, optimisation, and
adaptive methods [7]. The most common are the frequency-response methods, such as
the Ziegler–Nichols method, which provide simple formulae to determine the PID control
parameters [15–17]. However, these rely on a linear model of the converter, neglecting the
full dynamics and nonlinearities of the real converter plant [18]. Moreover, these conventional
tuning methods cannot deal with the right-half-plane (RHP) zero of the converters of the NMP
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system class, such as the DC/DC converters in the boost stage when the output voltage is
regulated [9,19]. Hence, they provide poor control performance in the real converter plant,
with an oscillatory response to disturbances, presenting high overshoot and large settling
time [16,17,19]. In addition, opposing control objectives and design trade-offs are difficult
to compromise through the analytical and frequency-response methods. Therefore, the
tuning process becomes more subjective, leading to poorly tuned PID controllers, which in
turn present poor performance requiring excessive control effort. To improve the perfor-
mance of the analytical and frequency-response tuning methods, automatic tuning methods
are proposed, based on learning techniques [20], fuzzy control [21], frequency-domain
model identification [22], optimisation [16,23], and eigenvalues parametric sensitivities [24].
However, these tuning methods are computationally complex and have not yet managed
to replace the simple Ziegler–Nichols tuning method in the real-world practice of converter
controllers, resulting in the poor control performance noted above [7,16]. To overcome the
limitations of the conventional tuning methods, while keeping the tuning process simple,
direct synthesis-based design of the PID controllers has been recently applied in converter
control [8,19,25]. This manages to deal with the converters of the NMP system class despite
the bandwidth limitations, achieving better transient response and external disturbance
rejection than the conventionally-tuned PID controllers. However, this PID design ap-
proach requires a known disturbance-output transfer function, and, thus, a known external
disturbance model. Moreover, it requires a known model of the real converter plant, not
being able to cope with model uncertainties. These limit its applicability in real-world
practice. The continuing advances in digital signal processing enable the application of
model-based control methods in the field of DC/DC converters. These modern control
methods exhibit better performance and robustness against disturbances than the error-
based PID controller. Refs. [4,26] present the mathematical formulation of such feedback
control methods when applied for voltage control in DC/DC converters. Ref. [27] pro-
vides an overview of modern control methods in bidirectional DC/DC converters for the
stabilisation of constant power loads (CPL) and accommodation of pulsed power loads
(PPL). In these specific applications, the component of the specific DC load in the DC
system is incorporated in the nominal converter model as a model parameter. This affects
the formulation of the control methods in the DC/DC converters, since the controller is
designed according to the included specific load model and the specific type of disturbance
that this can present. A comprehensive review and comparison of modern control methods
applied in dual-active-bridge (DAB) DC/DC converters is provided in [28]. However, the
application of the control methods is tailored to this specific converter type, which presents
certain control objectives. In both aforementioned works, the lack of generality of the used
converter plant for the discussion of the control methods prevents the generalisation of
the conclusions about their applicability, features, and performance in DC/DC converters.
Ref. [29] reviews modern control methods applied in bidirectional DC/DC converters for
the bidirectional power flow control in the specific applications of batteries and electric
vehicles. Although an insight into the performance of certain control methods is provided
in that work, the control goal and the applications are different from these in this overview,
with different control objectives and practical restrictions. Hence, the formulation and the
implementation of the control methods cannot be adopted directly. An overview of small-
signal and large-signal approaches for the design and tuning of feedback and feedforward
voltage and current control loops in DC/DC converters is presented in [30]. That work
provides a better understanding for the different control loops in DC/DC converters and
the different strategies in which these can be designed. However, the application of specific
control methods is not deeply presented.
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1.3. Contribution

This paper aims at contributing to the field of control design in DC/DC converters
by providing an overview of modern control methods for the voltage regulation. Various
methods are comprehensively reviewed, by analysing their advantages and limitations.
For the assessment of the performance of the control methods, the aforementioned control
objectives and practical restrictions are used as indicators. Trends of recent research on
converter applications to overcome the limitations of the control methods are also discussed.
Special focus is placed on the low robustness of the feedback control methods, which
deteriorates its performance. The common approaches for the robustness enhancement
are classified and their performance are analysed in applications of DC/DC converters.
Comparisons of the alternative control solutions are made according to their features, to
support the selection of the suitable control method for different application requirements.
More precisely, the contributions of this work are the following:

• The wide overview of various control methods for the voltage regulation in DC/DC
converters of DC microgrids; the control methods are discussed on the basis of a
general plant of DC/DC converters, without imposing particular control objectives
stemming from certain converter types or particular control formulation due to certain
converter modelling, opposition to [27,28];

• The comprehensive review and comparison of specific control methods applied for
the voltage regulation in DC/DC converters, by providing deep analysis of their
advantages, limitations, similarities, and differences, opposite to other works, where
only the fundamental design strategies for the control loops of the converter are
presented, such as in [30];

• The detailed review of approaches and structures for the enhancement of the ro-
bustness of the feedback controllers, which is missing from the literature of DC/DC
converters.

Table 1 summarises the aspects addressed in the aforementioned review papers and
the differences from the aspects addressed in this paper.

Table 1. Addressed issues in other review papers and contributions of this work.

Review Paper Addressed Issues Contributions of This Work

[27]
control methods
formulated for specific load

control methods
for any load

[28]
specific converter type
with certain control objectives
and practical restrictions

control design for general objectives
and practical restrictions
applied in DC/DC converter types

[29] methods for power flow control methods for voltage control

[30]
general strategies
for feedback and feedforward control

specific models of control methods

1.4. Organisation of the Review

This paper is organised as follows: in Section 2 the modern feedback control methods
are reviewed, by providing their theoretical concepts and the performance features of
their applications in DC/DC converters. Section 3 discusses the issue of the robustness of
feedback controllers, by introducing the three main approaches for robustness enhancement,
and presenting their applications in DC/DC converters. Section 4 summarises the open
research questions in the field of converter control and mentions the research directions
that are needed to foster the adoption and application of the reviewed control methods in
the DC/DC converters. Section 5 concludes the review by discussing its future usage.
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2. Modern Feedback Control Methods for Voltage Regulation in DC/DC Converters

In this section, various feedback control methods are reviewed. For each method, the
concept and basic theoretical principles are provided. The performance of each control
method in its application in DC/DC converters is assessed according to the indicators
defined in the previous section. The advantages and limitations of each method are
analysed, and recent research solutions for overcoming the latter are mentioned.

2.1. Energy-Based Control

Energy-based control methods have been applied in DC/DC converters, taking ad-
vantage of the idea that a converter manages to reach its steady state by controlling the
way in with which it dissipates energy. An energy-based controller shapes the variations of
the energy of the converter to achieve the desired transient response and stabilisation [31].
There are two energy-based control methods, namely, the stabilising control, which is
designed according to Lyapunov control methods, and the passivity-based control, relying
on the structural properties of passivity and dissipativity of a system [4,26].

The stabilising control makes use of the concept of the energy in the increment, which
shows the distance of the current operating point of the converter from the equilibrium
point that corresponds to its minimum energy. This energy is formed as the stored energy
in the filter elements of the DC/DC converter

V =
1
2
(

nL

∑
j=1

Lj ĩLj

2
+

nC

∑
k=1

Ck ṽCk
2), (1)

where Lj are the inductances of its nL inductors, Ck are the capacitancies of its nC capacitors,
and ĩLj and ṽCk are the deviations of inductor currents and capacitor voltages from their
respective steady-state values (equilibrium point with minimum energy). The control
law is derived by using the stored energy V as Lyapunov function, ensuring the decrease
of the converter’s energy over time towards the minimum energy corresponding to the
equilibrium point. This guarantees the global large-signal stability of the converter under
disturbances away from the nominal operating point.

Fundamental applications of Lyapunov control in DC/DC converters can be found
in [32], demonstrating its applicability in the NMP system of boost converters. In more
recent research, ref. [33] proposes Lyapunov control for each module of a cascaded structure
of DC/DC boost converters and provides guidelines for the design of the control parameter,
which is critical for the convergence speed of the state trajectory to the equilibrium point.
Figure 2 presents the Lyapunov controller of a boost DC/DC converter.
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Figure 2. Lyapunov control of boost DC/DC converter.
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An important advantage of the application of Lyapunov control in converters is the
more uniform transient response of the closed-loop converter system, i.e., both states of
capacitor voltage and inductor current present good dynamics, related to the parameter of
the Lyapunov controller [33]. This means that the Lyapunov control achieves voltage stabili-
sation without requiring high current injections. This cannot be achieved with other control
methods, where different control parameters affect the two states. For the enhancement of
the robustness against disturbances, modified Lyapunov controllers can be adopted, as in
the case of inverters: adaptive laws can be included for the load disturbance estimation and
can be embedded with integrators for zero steady-state errors and, thus, excellent reference
tracking [34]. The complexity and computational burden of the Lyapunov controller is kept
low and therefore the implementation is straightforward, since there are only algebraic
computations involved in the generation of the control input [33]. Another advantage is
that, at an event which causes saturation of the control input of the converter, the Lyapunov
energy function is strictly decreasing and the system leaves the saturated region, as shown
analytically in [4]. A drawback of the Lyapunov control is the lack of systematic design
method, as the design depends on the choice of the Lyapunov energy function and the
accurate reference values [33].

The passivity-based control (PBC) aims at rendering the converter passive and thus
stabilising it, by shaping its stored energy [4,35–37]. The main advantage of passivity-based
control is that the achieved passivity of the converter is perceived even after its arbitrary
connection with other passive components in the DC system, ensuring, theoretically, a sat-
isfactory performance and stability under any external disturbance of different interactions
with other components [38]. A disadvantage of passivity-based control methods is the
strong dependence of the control law on the converter model, which negatively affects the
robustness of the controller against converter model uncertainties [4].

There are two main approaches of PBC design. In the first approach, the converter
is modelled as an Euler–Lagrange (EL) dynamical system that exchanges energy with its
environment: the input energy G(u, E) from exogenous electrical sources E, with u being
the input vector, is equal to the stored energy Hẋ in the converter circuit, the internal energy
F(u)x of the converter, and the energy K(u)x dissipated to the environment, as illustrated in
Figure 3 [4]. The speed with which the converter dissipates energy determines the speed
of its convergence to stable operating points, and it can be controlled through damping
injection means [4,26].

𝐇 ∙ 𝐱  

𝐅(𝑢) ∙ 𝐱 

𝐆(𝑢,𝐄) 𝐊(𝑢) ∙ 𝐱 

Figure 3. Euler-Lagrange dynamical system for application of passivity-based control.

For DC/DC converters of the MP class, the control input is derived in a direct way and
the passivity-based controller gives a globally stable closed-loop system. [39] applies the
PBC in the buck DC/DC converters of a DC microgrid, by integrating virtual resistances in
the electrical circuit of the converter for damping injection and using them in the PBC law,
to shape the energy of the converter and thus stabilise it. In the same approach, Figure 4
presents the integration of the damping virtual resistances R1d and R2d in the electrical
circuit of the nominal buck converter of Figure 1. Figure 4 also illustrates how the virtual
resistances are used in the PBC, to determine the inductor current I∗L , corresponded to the
voltage set-point V∗c , and the control input d.
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Figure 4. Electrical circuit of buck DC/DC converter with damping virtual resistances and its
passivity-based control.

However, for the converters of the NMP system class, this approach does not provide
a globally stable closed-loop system [4,26]. An additional control structure is required to
ensure stability, or indirect control approach is necessary, where the controlled output is
redefined as expression of the inductor current [4,26]. To apply indirect voltage control in
the boost DC/DC converter, Ref. [40] modifies the PBC structure of Figure 4, to include
an auxiliary control loop to regulate the states towards the equilibrium point. The desired
inductor current Id is computed according to the voltage set-point V∗c and is used in the
auxiliary loop to find a bounded auxiliary state xd that converges to the V∗c ; this is then
used to produce the control input d. However, this auxiliary control loop for the dynamic
generation of the desired output includes gains and unknown converter parameters, relying
on trial-and-error tuning and thus resulting in steady-state errors [41]. For achieving direct
voltage control in converters of the NMP system class, Ref. [42] proposed the use of parallel-
damping PBC, where virtual parallel conductances are “injected” (introduced) to the circuit
to damp the capacitor voltage, opposite to the most traditional approach of the series-
damping PBC, where virtual series resistances are “injected” to damp the inductor currents.
This enables the regulation of the NMP system by measuring the NMP output only (output
voltage of the converter), without the need for measuring the MP output of the current
as in the case of series damping. In addition, the parallel damping in the PBC offers
higher robustness against converter model uncertainties than the series damping, since the
former preserves the passivity of the closed-loop system under changes of the operating
conditions [42]. For the enhancement of the robustness of the PBC against disturbances, a
more popular approach in recent research is the integration of an observer, which estimates
in real time the disturbances, and provide this information to the PBC for the derivation of
the suitable control law that deals with them. For example, Ref. [43] adopts this control
approach in a buck DC/DC converter supplying a CPL. The power of the CPL is parameter
of the nominal buck converter model at that work and thus is included in the control design.
The applied nonlinear power observer estimates the changing power of the CPL, and this
estimation is used to adjust the PBC law in real time. In this way, the PBC deals with
changes in the power demand of the CPL and consequently in the operating point of the
buck converter, becoming thus robust against converter model uncertainties. For enhancing
the robustness of the PBC of a buck DC/DC converter against changing parameters of load
and input voltage, Ref. [44] applies a non-linear disturbance observer. This estimates the
disturbances appeared in the dynamic equations of the converter as deviations of the states.
The estimated disturbances are added in the PBC law of the closed-loop system through
feedforward channels, to cancel the steady-state error of the output voltage due to the
changing operating point. Moving further, Ref. [40] applies the same disturbance observer-
based PBC in a boost DC/DC converter. In this case, the PBC law with the feedforwarded
estimated disturbance cancels also the steady-state error of the output voltage due to
the application of the indirect control in the boost converter, indicated above. For the
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same purpose of robustness enhancement, more advanced PBC models follow model-free
approaches. Ref. [38] proposed a data-driven, and thus model-free, approach for the synthesis
of the PBC of DC/DC converters purely from measurement data. Therefore, the converter
model uncertainties are eliminated in real time and the robustness is enhanced, without any
requirement for high-fidelity converter model. In another approach, Ref. [45] introduced a
voltage derivative observer in the PBC model of a boost converter, which results in a load-
free approach and thus mitigated model uncertainties. Apart from the enhanced robustness,
this model-independent PBC design approach lowers the implementation complexity. In
addition, this work proposes adaptive damping injection in the PBC voltage controller for
a time-varying convergence speed, which enlarges the closed-loop stability margin.

The second PBC approach considers port-controlled Hamiltonian (PCH) models, which
encompass a very large class of nonlinear plants, containing the class of EL models [36,37].
The PCH model of a nonlinear converter plant is a network (interconnection) of the filter
elements of the converter and is formulated as [36]:

ẋ = [J(x)−R(x)]
∂H
∂x

(x) + g(x)u

y = g(x)T ∂H
∂x

(2)

where x are the energy variables, and u, y are the input and output port power variables,
respectively, which are conjugated variables, i.e., their duality product defines the power
flow exchanged between the converter plant and its environment. The skew-symmetric
matrix J(x) is known as the interconnection matrix, capturing the interconnection structure
of the filter elements of the converter, the matrix R(x) is called the dissipation (damping)
matrix of the converter, the smooth function H(x) represents the total stored energy of the
converter and the matrix g(x) is the input matrix of the converter system [36]. The PCH
model is used in the so-called interconnection and damping assignment (IDA) PBC method,
which has physical interpretations and thus is defined considering the real converter
plant [37]. Ref. [36] presents the IDA-PBC design procedure, as well as the theoretical proof
that this method generates all asymptotically stabilising controllers for the PCH models.

In opposition to the main PBC approach based on the EL converter model, the main
advantage of the IDA-PBC approach is that there is no need for indirect voltage control in
the case of converters of the NMP class. The IDA-PBC method allows for direct voltage
control with one-loop control structure, enhancing the transient response and stability
of the controller. Figure 5 presents the IDA-PBC structure of a boost DC/DC converter
proposed in [46]. In this control structure, k is a time-varying coefficient determined as
k = f (Vin, iL, vc, RL, R, Vd, id, r1, r2), where Vd, id is the desired equilibrium point and r1, r2
are the elements of the damping matrix R. This coefficient is related to the parameter K (k =
KLC + 1), which is introduced in the interconnection matrix J to establish adaptively the
interconnection structure of the filter elements of the converter. Through k the control law
is generated according to this adaptation of interconnections. This adaptive interconnection
matrix, as well as adaptive damping functions [37,47], can adjust the convergence speed
and add damping in the system, enhancing thus the stability margins.
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For the enhancement of the robustness, the integration of observers has been proposed
to estimate the disturbance in the real converter plant; this can include also state estimation
to reduce the sensors’ number. For example, Ref. [48] applies the immersion and invariance
(I&I) technique to estimate the power parameter of the CPL included in the nominal model
of a buck/boost DC/DC converter. In this way, the unknown parameter of the nominal
converter model becomes available online and used in the design of the IDA-PBC law.
A non-linear state and disturbance observer is integrated in the IDA-PBC structure of a
boost DC/DC converter in [49]: the observer estimates the total disturbance, i.e., internal
and external disturbances, and this estimation is included in the derivation of the state
feedback IDA-PBC law. In this way, the controller becomes robust against disturbances.
Moreover, for the decrease of steady-state errors due to low robustness against converter
model uncertainties, the IDA-PBC models are extended with integral actions [37,50]. The
stumbling block to make the IDA-PBC a viable control design method with low complexity
and easy implementation is the difficulty to solve the corresponding partial differential
equations. To facilitate this, Refs. [37,47] proposed approaches that include algebraic
equations or parameterisation of the IDA matrices. Ref. [37] discussed the remaining open
research questions that will make the IDA-PBC method a more attractive control solution for
DC/DC converters: (1) the theoretical establishment of the reference tracking ability of the
method, which is a requirement for DC/DC converters receiving new voltage set-points for
the operation of the DC system; (2) the development of techniques to further facilitate the
equations solution for the lower computational burden and thus easier implementation in
the hardware of the converter; and (3) the reformulation of the stabilisation problem in terms
of power instead of energy to enhance the transient response of the converter controller.

2.2. Feedback Linearisation

Feedback linearisation is one of the most analysed feedback control methods for non-
linear converter models [4,26]. The input–output feedback linearisation cancels the intrinsic
nonlinearities of the nominal converter model, transforming the initial nonlinear system of
the converter to a linear subsystem of lower-order. In fact, this linear subsystem presents
an integrator input–output behaviour, which then can be easily controlled through a linear
feedback controller [4]. The application of the concept for the voltage regulation in a DC/DC
converter is illustrated in the generic control structure of feedback linearisation in Figure 6.
The feedback linearisation offers large-signal stability and fast transient response [51,52].
In addition, the linear input/output behaviour facilitates the accuracy of the reference
tracking [51].
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Figure 6. Generic control structure of feedback linearisation applied in DC/DC converter.

The major challenge of the input-output feedback linearisation is that the dynamics
of the remaining subsystem, i.e., zero or internal dynamics that do not affect the output
behaviour, must be stable, to ensure a stable performance of the converter. This is not valid
for converters of the NMP system class [4,26]. In this case, a zero-dynamics stabilisation
method should be included. This can allow for a faster controller, as the stable zero-dynamics
means that the system of the converter is not band-limited. However, the introduction of the
stabilisation method makes the control structure more complex [4,26]. A more common solu-
tion is the indirect control approach, as mentioned also for the EL-based PBC method [4,26].
This means that the transient response of the output voltage follows the open-loop dynam-
ics, and thus presents higher overshoot/undershoot and larger settling time, as well as
higher sensitivity to converter model uncertainties [51].

Another approach to allow the application of input–output feedback linearisation in
converters of the NMP system class is to redefine the output such that the converter becomes
an MP system [41,51]. Usually, a linear combination of the inductor current, input current,
output voltage, or output current is considered as the redefined output of the converter.
This necessitates the dynamic generation or approximation of the desired value (refer-
ence) of certain quantities (e.g., input current), which includes approximation errors or
dependency on the converter model, leading to significant steady-state errors in the output
voltage. Moreover, these linear combinations include trial-and-error tuning of gains for
compromising the opposing objectives of stability and reference tracking, such as in [41].
In addition, the converter is prone to cross the MP-NMP boundaries during transients and
exhibits the same poor dynamic performance of the indirect voltage control method [41,51].
Ref. [51] redefined the output variable of a boost converter, by sampling the output voltage
during the OFF-time of the switch. This output redefinition facilitates the output voltage
control. The new output redefinition method decreases the steady-state error and prevents
crossing of the MP-NMP boundaries, thus providing, providing thus good dynamic per-
formance. However, the zero dynamics become stable locally around the operating point
and the feedback linearisation is also applied locally; the large-signal stability should be
further analysed. In [53,54] feedback linearisation was applied in buck/boost and Cuk
converters, respectively, following the redefinition of the output as a function of the states.
By adjusting the coefficients of the output function, the stability of the zero dynamics is
achieved and the original NMP system becomes an MP system. Opposite to the classical
feedback linearisation with output redefinition, this approach does not require full feedback
linearisation of the output function, which is not possible for higher-order systems such
as the Cuk converter, and avoids higher-order differential terms in the final control law,
making the implementation of the controller easier. In conclusion, the selection of the
redefined output function is very critical for the application of feedback linearisation, to
ensure good transient response, reference tracking, robustness against converter model
uncertainties, and easy implementation of the final controller in the converter hardware.
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An alternative approach for dealing with the converters of the NMP system class is the
input-state feedback linearisation [51]. The main drawback of this approach is that it is not
suitable for output tracking control (servo control problem) unless the converter system is
flat, i.e., there is an expression of the desired output trajectory in terms of the states [26,51].
The flat output is usually the incremental stored energy of the DC/DC converter as function
of the states of the inductor current and capacitor voltage [26].

The general drawback of the feedback linearisation method is the low robustness
against converter model uncertainties. Composite control structures that include a feedback
linearisation controller together with a disturbance observer have been proposed, where
the observer estimates the disturbance due to model uncertainties and the control input
cancels this, while achieving nominal performance recovery [4]. For example, in [55], a
disturbance observer is employed, to estimate the internal and external disturbances in a
boost converter. The estimated disturbance is introduced in the formulation of the feedback
linearisation control law, to cancel its effect. In this way, the composite control structure
achieves more accurate reference tracking under disturbances and asymptotic stabilisation
thanks to the integral action of the disturbance observer.

2.3. Backstepping Control

Backstepping control, or, more precisely, integrator backstepping control, is a Lyapunov-
based method to recursively design the control law for the converter. Starting from the
equation of the state that is separated from the control input by the largest number of
integrators, the process steps “backwards” to the other states, designing intermediate “virtual
controls” for each dynamic, until the final control law for the control input is designed [56–59].
The overall control design for the system of the DC/DC converter is thus split into steps of
smaller design problems for low-order cascade subsystems [60]. As an example, the design
process for the backstepping control is presented here for a second-order system, which is
a common model for a DC/DC converter. A coordinate transformation is applied and the
converter system is converted to the canonical form:

ẋ1 = x2

ẋ2 = υ
(3)

where x1 and x2 are the two states and υ is the control input at the new set of coordinates.
The goal is to make the new states x1, x2 gradually track the reference values x1r, x2r of the
new coordinates set. The state error in the new set of coordinates is defined as:

z1 = x1 − x1r

z2 = x2 − x2r
(4)

The x2r is the virtual control law for stabilising x1, obtained as x2r = f (z1) by considering
the Lyapunov function V1(z1) at the first step of the backstepping control. At the second
step, the Lyapunov function V2 = f (z1, z2) is considered and the virtual control law is
designed as υ = f (z2). The final control input d of the converter is derived according to the
initial coordinate transformation. For converters of the NMP system class, the coordinate
transformation is used for full feedback linearisation, by defining the new state as the total
stored energy, to avoid the indirect voltage control through current regulation, which leads
to slow response and overshoot [61,62]. The generic structure of the backstepping control
applied in a boost DC/DC converter, including the coordinate transformation, is presented
in Figure 7. Refs. [61,62] are two examples of application of this control structure in boost
converters of DER-dominated and aircraft DC microgrids, respectively. The Lyapunov-based
design of the backstepping control offers provable global asymptotic stability [57,58].
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In the new set of coordinates, the backstepping control forces the nonlinear system of
the converter to behave like a linear one, similarly to the feedback linearisation method.
However, opposite to the feedback linearisation, which cancels all nonlinearities, the back-
stepping control retains in the closed-loop system the nonlinearities that act in favor, of
the transient response and reference tracking [57]. This flexibility of the nonlinearities
cancellation is a beneficial feature of the backstepping control in comparison to feedback
linearisation, as it makes the method less restrictive design process. Hence, the backstep-
ping control can present good performance without requiring large control effort of control
laws that cannot be implemented in the converter hardware [59,63]. Fewer cancellations
of nonlinearities are desirable also from the viewpoint of robustness, as exact cancella-
tions are prone to more model errors. Therefore, the backstepping control presents higher
robustness against model uncertainties than the feedback linearisation method [57]. How-
ever, it is not always easy to identify the useful non-linearities to avoid their cancellation.
Application-oriented guidelines can reveal such properties of the converter plant, to enable
the appropriate cancellation of the nonlinearities, which results in reduced number of
recursive steps for the derivation of the control law and thus low computational burden for
the controller implementation [57]. Additional analysis may be required to design more
advanced Lyapunov functions and fully exploit this advantage of backstepping control.

The main disadvantage of the backstepping control is that it assumes an accurate
converter model, which is not valid for real-world practice, due to, e.g., changes in the
operating point of the DC system or inaccurate filter parameters. Therefore, it is sensitive
to converter model uncertainties, which may lead to nonzero steady-state tracking errors.
For the enhancement of the robustness against model uncertainties, as well as external dis-
turbances, disturbance observers are integrated in the backstepping control design process.
The disturbances appear in the dynamic equations of the coordinate transformation:

ẋ1 = x2 + d1

ẋ2 = υ + d2
(5)

where d1 represents the disturbance due to unknown load of the converter and d2 represents
other modelled uncertainties and external disturbances [64]. A more detailed discussion
of the interpretation of d1 and d2 in the coordinate transformation of a boost converter for
the application of the disturbance observer-based backstepping control can be found in [65].
At each step of the backstepping control design, the estimation of the disturbance perturbing
the corresponding state is used in the virtual control law of the step in a feedforward channel
that cancels this disturbance. This systematic design process for the disturbance observer-
based backstepping control is applied in several works for different DC/DC converter
applications, by integrating different types of observer. Ref. [66] integrates a non-linear
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disturbance observer in the backstepping control of a boost converter. In the same converter
application, Ref. [62] applies a cubature augmented Kalman filter to estimate the states
and the power load of the converter, which are then used in the backstepping control
for the derivation of the reference values and virtual control laws in (4). This observer
offers high accuracy and low computational burden [62]. An augmented Kalman filter is
also used in [63] to estimate the states and the total disturbance at each buck converter
of a DC shipboard system; this information is then included in the design of the control
laws of the backstepping voltage controller of each converter, achieving stabilisation of the
system and accurate reference tracking in cases of changes of the operating point. In [64], a
finite-time disturbance observer is integrated in the backstepping control of each phase of
an interleaved double dual (IDD) boost converter, to effectively estimate the disturbances
d1 and d2, which are then used at the steps of the control design. A similar disturbance
observer as in [66] is applied in the backstepping control of the higher order system of a
floating dual boost converter in [67], ensuring the robustness against disturbances and thus
allowing the large-signal stability of that converter. Apart from the disturbance observer, as
applied in the aforementioned works, Ref. [61] integrates also an input voltage estimator in
the backstepping control, to ensure stability and reduce the number of sensors. In general,
in all previous works, the inclusion of the estimated disturbance in the backstepping
control provides disturbance rejection and thus leads to fast transient response and accurate
reference tracking.

Two extensions of the backstepping control have also been widely applied for the
enhancement of its robustness: adaptive backstepping achieves boundedness of the closed-
loop system in the presence of parametric uncertainties in the nominal converter model,
whereas robust backstepping achieves global stability under all defined disturbances in
the real converter plant [56,58,59]. Adaptive backstepping is more popular, as the robust
backstepping presents the disadvantages of the family of robust control, yielding to rather
conservative control laws, with high gain, resulting in excitation of unmodelled dynamics,
oscillatory transient response, chattering or saturation in the control signal, and high
sensitivity to measurement noise [59]. Ref. [68] present detailed formulation of the adaptive
backstepping control for buck/boost and boost converters and the Lyapunov functions that
guarantee the stability of the adaptation mechanism for the online updating of the converter
model parameters. Ref. [69] designed a digital control based on adaptive backstepping
method that offers practically asymptotic stability to the closed-loop system of a buck
converter. The tuning functions adaptive backstepping method is commonly used, since it
avoids overparameterisation, which can result in complex, higher-order controllers [57,59].
Ref. [63] presented a detailed formulation of this method. Ref. [59] presents extensions
of the adaptive backstepping control for avoiding unexpected dynamic behaviour of the
parameter adaptation mechanism, improving the transient response and enhancing the
robustness against control input saturation. Ref. [70] compares adaptive backstepping
control with disturbance observer-based backstepping control applied in boost converter:
the former ensures shorter recovery time of the output voltage when the operating point
changes, whereas the latter exhibits larger robustness against changes of the voltage set-
point, presenting transient response without undershoot. In recent research, more advanced
methods for disturbance estimation, such as neural networks, are integrated in adaptive
backstepping control structures, to estimate fast the parameters of the nominal converter
model, such as the uncertain time-varying load of the converter [71].

Another approach for the enhancement of the robustness of the backstepping control
is its combination with sliding mode control. In the backstepping sliding mode control
(BSMC) structure, the sliding mode control rejects the parametric model uncertainties that
the backstepping control cannot handle. Thanks to the sliding mode control component, the
BSMC structure presents guaranteed large-signal stability, also avoiding also the unstable zero
dynamics of the converters of the NMP system class. Ref. [72] applies BSMC in the system of a
hybrid electric vehicle consisting of a fuel cell-interfacing boost converter and an ultra capacitor-
interfacing boost/buck converter. In this application, the switching action of the sliding
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mode control neutralises the disturbance of the system, whereas the continuous equivalent
control law of the sliding mode control is designed with the backstepping design process.
To avoid the chattering phenomenon of the sliding mode control, a saturation function is
applied in the switching action. The BSMC structure provides to the electric vehicle satisfactory
performance in the presence of load variations. In [73], a BSMC structure is applied in a
boost converter, where the sliding mode control is used for the design of the virtual control
laws of the backstepping control, to deal with the disturbance appeared in the coordinate
transformation as in (5). To eliminate the chattering phenomenon that is common drawback
of the sliding mode control, in this work an adaptive mechanism is integrated for the
online update of its gain. The resulting adaptive BSMC of the boost converter is robust
against changes in the operating point thanks to the sliding mode control component,
reduces the impact of chattering in the system through the adaptive mechanism, while
remains simple in design and easy to implement as the backstepping control. Therefore, it
exhibits the advantages of both control components, while cancelling their disadvantages.
Ref. [74] follows the same approach of applying the sliding mode control to design the
virtual control laws of the backstepping control of a boost converter, but it also integrates
disturbance observers to estimate the disturbances, which are then used in the design of
the backstepping and sliding mode control components. The disturbance observer-based
BSMC is compared with the disturbance observer-based backstepping control and the
simple BSMC. The former presents better transient response of the output voltage, with
shorter settling time and smaller overshoot, as well as better dynamics of the inductor
current, in the presence of variations in the power load or the input voltage, than the
other controllers.

2.4. Sliding Mode Control

DC/DC converters are variable-structure systems, i.e., their structure switches be-
tween different configurations according to the discontinuous control input of the switches
pulses [4,26]. Hence, variable-structure control of converters have gained research interest.
Sliding mode control (SMC) is a well-known feedback control technique that belongs to
this category [75,76]. The goal of the SMC is to bring and maintain the converter’s states on
the switching surface. This is a surface in the state space on which the defined switching
variable becomes zero, so that the state trajectories meet the equilibrium point and thus
the output voltage becomes equal to its set-point. The motion of the state trajectories
under SMC consists of two phases, as illustrated in Figure 8: the reaching phase, when
the trajectory moves towards the switching surface and reaches it in finite time, and the
sliding phase, during which the state trajectories slide and remain on this surface, which
is called now sliding surface. In this way, the control objective of reference tracking is
achieved [4,77]. The reaching phase is characterised by the control law, but the definition
of the surface is also critical. Although the variable-structure control approaches design
by definition discontinuous (switching) control laws, the general approach in the SMC
is to design an equivalent continuous control law for retaining the sliding motion of the
surface [77]. Different design approaches of the control law are reviewed in [78,79]. For
fast finite-time convergence of the state trajectories to the switching surface, the terminal
SMC scheme was proposed. This offers fast transient response and higher accuracy of
reference tracking, but the associated singularity problem should be taken into account [80].
In the sliding phase, the sliding modes, i.e., the dynamics of the converter reaching and
sliding on the sliding surface, are completely tailored only by the parameters of the surface.
The sliding modes coincide with the zero dynamics of the system and should be stable.
However, this is not valid for the DC/DC converters of the NMP system class. Conse-
quently, the direct voltage control cannot be realised through the SMC method in this case
of converters. Other solutions must be found, similarly to the approaches mentioned in
other control methods, like indirect voltage control or suitable redefinition of the switching
variable on the switching surface [4]. Ref. [81] defines the switching surface as a linear
combination of the deviations of the output voltage and inductor current from their values
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in the equilibrium point, to apply SMC in a boost converter. For the same purpose, Ref. [82]
applies exact feedback linearisation technique to convert the state space model of the boost
converter to a new set of coordinates, similarly to the approach explained in Section 2.3
for the application of the backstepping control in boost converters; on this new coordinate
set, the SMC control is applied for the voltage regulation of the boost converter. Figure 9
illustrates this approach for the application of the SMC in the boost converter. In this case,
the non-singular terminal SMC model is applied, which provides the equivalent control
input ueq.

𝑥1 

Sliding modes 

Switching surface 

𝑥2 

Reaching phase

Sliding phase

Figure 8. Concept of sliding mode control: in reaching phase the state trajectories reach the switching
surface and in sliding phase they slide on the switching (sliding) surface to converge to the equilibrium
point; the sliding modes represent the dynamics of the state trajectories.
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Figure 9. Generic structure of sliding mode control (SMC) applied in a boost DC/DC converter.

The main advantage of the SMC is that the generated control input is fed directly to
the switches of the converter, which offers fast closed-loop response and high robustness
against large-signal disturbances, opposite to the controllers designed in small-signal
approaches [26,83]. However, the robustness is guaranteed only in the sliding phase, when
the states remain on the switching surface. Hence, shortening or even complete elimination of
the reaching phase is a desired goal in the research of SMC [77]. Moreover, the robustness
does not hold for mismatched disturbances [84]. In this case, the sliding modes and thus the
performance of the closed-loop system depend on the disturbances, which is not desirable,
as the reference tracking error cannot converge to zero, even if the states of the system
have already reached the switching surface. Large gains in the control law are needed to
overcome the adverse influence of the disturbances, given that they are bounded. However,
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this results in large control input. For modelling or estimating the lumped disturbance
and thus avoiding its effect without large control input, soft computing techniques, such
as neural networks, fuzzy logic systems, evolutionary algorithms and chaos theory, can
be integrated in the SMC structure. Ref. [85] provides a survey on such structures of SMC.
Ref. [86] is an example application in DC/DC converters, where an interval type-2 fuzzy
neural network is integrated in the SMC of a boost converter: the uncertainties of the
converter model are represented through the fuzzy modelling approach and the fuzzy
neural network with online adaptive rules is used to design the SMC law to deal with
these internal disturbances in real time. However, the computational complexity and
execution time consumption of the resulting model-free SMC structures have to be taken
into consideration, as they can make more difficult the controller implementation in the
converter hardware [85]. Other adaptive SMC schemes, where where the parameters of the
nominal converter model are estimated by using real-time input/output data, without the
employment of soft computing techniques, like in [87], have the advantage that prior testing
or training process is not needed. A general approach for the robustness enhancement
is the integration of a disturbance observer for the estimation of the lumped disturbance,
which is then used for the design of the switching surface of the SMC [83]. Ref. [82],
mentioned above for the new set of coordinates for the application of the SMC in a boost
converter, employs a finite-time disturbance observer to estimate the lumped disturbances
appeared in the coordinate transformation; these are used in the design of the switching
surface of the SMC, to cancel their effect on the controller performance. Ref. [88] applies a
finite-time disturbance observer that estimates the disturbances appearing in the coordinate
transformation of a boost converter; the estimated disturbances are then used in the
definition of the switching surface and the design of the SMC law for their cancellation. In
a similar approach, Ref. [89] applies the delayed estimation method for the estimation of
the disturbances in a buck converter, which are then included in the design of a discrete
SMC for the voltage control of the converter. In these works, the enhanced robustness
against disturbances offered by the disturbance estimation and cancellation allows faster
transient response and more accurate reference tracking of the voltage controller of the
DC/DC converter. For the particular issue of mismatched disturbances, Ref. [90] proposes
an integral SMC, additionally to the integration of the disturbance observer.

The feasibility of the application of SMC for the control of DC/DC converters is
challenged due to the infinitely high switching frequencies that are ideally required for
retaining the sliding behaviour on the switching surface [4,83]. High switching frequencies
result in excessive switching losses, inductor losses, and filter design complications, and
electromagnetic interference (EMI) noise issues. In addition, the switching action interacts
with parasitic dynamics of actuators and sensors, exciting unmodelled high-frequency
dynamics [83,91]. Therefore, in real-world practice, the switching frequency of the con-
trol input must be restricted within a feasible range. Switching time delays should also
be considered. This means that, in reality, the ideal SMC is transformed to the approxi-
mation quasi-SMC: the state trajectories do not slide on the sliding surface, but exhibit
high-frequency oscillatory behaviour around the surface and thus gravitate around the
equilibrium point without reaching it. This is the undesirable phenomenon of chattering.
Consequently, the aforementioned control performance is deteriorated and the robustness
is reduced [4,83].

The chattering phenomenon can be reduced by adding hysteresis modulation or
boundary layer control, so that the issue of the finite switching frequency is compro-
mised without sacrificing the large-signal robustness of SMC. Nevertheless, systematic
design method and implementation criteria of the hysteresis-modulation-based SMC are
still missing [4,83,91]. Another approach to attenuate the chattering phenomenon involves
the introduction of frequency shaping in the design of the switching surface, to suppress
frequency components of the sliding modes in the designated frequency band of chat-
tering [91]. Moreover, the chattering due to interactions of the switching action with the
parasitic dynamics can be neutralised by an observer, which acts as a high-frequency bypass
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loop [91]. A very attractive approach to deal with the chattering issue is the higher-order SMC,
in which the discontinuity of the switching variable acts only on its higher-order deriva-
tives, and thus the applied control signal remains smooth. In the higher-order SMC, the
finite-time convergence to the switching surface, as well as the robustness against matched
disturbances, remain valid properties as in the ideal SMC, as explained in the theory of
the chattering-free SMC in [92–94]. The most commonly implemented higher-order SMC
is the super-twisting algorithm [92]. Ref. [95] proposes a quasi-continuous second-order
SMC for buck converters, demonstrating the reduction of the chattering in a real imple-
mentation. Ref. [96] compares this second-order SMC of a buck converter with adaptive
and non-singular terminal first-order SMC models: the former presents faster transient
response under load variations, smaller steady-state error of output voltage in changes of
input voltage and faster reference tracking than the first-order SMC models, thanks to the
inclusion of the second-order sliding modes in the design of the SMC. Ref. [97] presents
a step-by-step design procedure for the second-order SMC of a buck converter through
Lyapunov control, which offers to the closed-loop system of the converter finite-time Lya-
punov stability and thus large-signal robustness against disturbances. More recent research
works propose fractional-order SMC for additionally achieving the acceleration of the
convergence of the state trajectories to the switching surface, and hence the improvement
of the control performance [84,98]. For the higher robustness of the fractional-order SMC,
Ref. [84] employed a high-order sliding-mode observer that estimates the lumped distur-
bance, whereas [98] introduced an adaptive fuzzy-logic system for the online adaptation of
the parameters of the nominal converter model.

An additional issue of the SMC is the resulting variable switching frequency operation.
Variable switching frequency complicates the design of input and output filters of the
converter and deteriorates the control performance properties. Furthermore, restraining
the switching noise is easier under constant switching frequency operation [83]. To keep a
constant switching frequency of SMC in all operating conditions of the converter, modifica-
tions or adaptive control in the hysteresis-based SMC are proposed; another approach is
the employment of PWM instead of hysteresis modulation [83,99]. The former suffer from
deterioration of the transient response, more complex control structures, and the increase of
the implementation cost due to additional hardware circuitries. The latter does not present
these issues, but the preservation of the ideal SMC law by the PWM-based implementation
is nontrivial [83].

Discrete-time implementation of the SMC can overcome the issues of the variable
switching-frequency operation appearing in continuous time [83,91]. However, it should be
noticed that continuous- and discrete-time SMC essentially exhibit different performance
properties. The main difference is the switching frequency: in the continuous-time SMC, this
tends to infinity, while in the discrete-time SMC, this is in principle, finite and it depends on
the sampling frequency. This means that the switching variable is equal to zero only at the
sampling instants, but its intersampling behaviour is not determined, as the control signal
is frozen within a sampling period. Therefore, there is not an exact sliding motion on the
sliding surface, but a quasi-sliding motion in a band around the surface. The discrete-time
quasi-SMC no longer ensures robustness against disturbances, but only some degree of
robustness expressed usually in terms of the magnitude of the switching variable on the
switching surface [77]. Various discretisation methods of the SMC are reviewed in [76].
Event-triggered discrete-time SMC, where the event mechanisms are based on stability
criteria, was proposed to reduce the size of the quasi-sliding motion band [100]. Disturbance
estimation through observers can be included in the discrete-time SMC, to cancel matched
or mismatched disturbances and thus enhance its robustness, as already discussed above in
the case of [89]. In [101] a second-order sliding mode disturbance observer is integrated in a
discretised quasi-SMC for estimation and cancellation of internal and external disturbances.
This type of observer offers finite-time convergence of the disturbance estimation, which
improves the transient response of the closed-loop system of the converter.
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Another limitation of the SMC is the requirement for the full state measurement
vector, which becomes increasingly troublesome and expensive in the high-order system
of certain DC/DC converters, and it also makes the controller more vulnerable to noise
as the measurements are never exact. One solution is the integration of a state observer
in the structure of the SMC, to estimate the states, like in [102] where the non-linear
observer of the control structure of a boost converter estimates not only the internal and
external disturbances but also the states. Alternatively, output feedback approaches can be
employed, where the control law requires knowledge of only the measured voltage output.
However, novel switching surfaces should be designed for the output feedback SMC, to
overcome the inherent limitations of direct voltage control in the converters of the NMP
system class. The most attractive of such approaches is the multirate output feedback SMC,
in which the measured output is sampled at a faster rate than the control input signal rate;
this enables to implicitly obtaining the unmeasurable states, which are then used for the
SMC design, avoiding the challenges of the output feedback SMC in the converters of the
NMP system class [76,77].

2.5. Synergetic Control

Synergetic control is another variable-structure control approach. The idea of syn-
ergetic control is to define a stable, invariant, and attractive manifold or hyperplane in
the state space, described by macrovariables, and design a controller to steer the state
trajectories to reach and remain on this manifold [103]. The macro-variables of the manifold
are defined usually as linear combinations of the error variables, i.e., the differences of
inductor current and capacitor voltage from their references, like in the application of the
synergetic control in boost converter in [104]. The geometric interpretation of a manifold
defined as linear combination of the error variables is illustrated in Figure 10 [105]. For the
synergetic control, the system of the converter is extended to include the external forces of
the control input, setting actions and external disturbances as internal interactions. The
synergetic control is based on these interactions of energy and information within the
extended system of the converter, to induce self-organisation and lead the system to the
equilibrium point [106,107]. The method of analytical design of aggregated regulators
(ADAR) is applied to design control laws to steer the state trajectories to the manifold and
to define recursively link equations for the desired moving dynamics along the manifold
towards the equilibrium point [108]. The generic structure of the synergetic control of a
buck converter is illustrated in Figure 11.

𝑥1 − 𝑥1𝑟𝑒𝑓  

𝑥2 − 𝑥2𝑟𝑒𝑓  

𝜓 = 𝑘 𝑥1 − 𝑥1𝑟𝑒𝑓 +  𝑥2 − 𝑥2𝑟𝑒𝑓  

Figure 10. Example of a linear manifold ψ of synergetic control.
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Figure 11. Generic structure of synergetic control applied in a buck DC/DC converter.
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The synergetic control restricts the motion of the system of the converter on the
manifold, ensuring the desired dynamic qualities according to the link equations. For this
reason, the approach is also known as stabilisation and control through system restriction
and manifold invariance [103,109]. In this way, the synergetic control provides asymptotic
stability of the closed-loop system, the desired transient response, as well as robustness
against external disturbances [108]. In addition, the construction of the link equations is
based on the sequential (recursive) system decomposition, resulting in the order reduction
of the system of the converter on the manifold, which lowers the controller complexity
and thus simplifies its implementation in the converter hardware [103,108]. However, the
capitalisation of the intrinsic properties and nonlinearities of the nominal converter model
to design the synergetic control can be considered also as a weak point of the approach,
as stated in several application works in DC/DC converters [110,111]. Full information
about the real converter plant is required for the control design; since this is not feasible,
the controller becomes less robust against converter model uncertainties, which can lead to
non-zero reference tracking errors at the steady-state operation of the converter.

The suitable definition of the macrovariables of the manifold is critical for the syner-
getic control, since it affects the global stability, the sensitivity to converter model uncer-
tainties, and the noise suppression [112]. Dynamic adaptation of the control parameters in
the manifold is proposed in [110]: the dynamic adaptation of the slope k of the manifold in
Figure 10 according to the output voltage error allows the reduction of the steady-state out-
put voltage error, while avoiding larger overcurrents and excessive stress on the switches
in the transients of the control operation. Integral terms can be added in the macrovariable
function of the synergetic control of buck converters [113] or boost converters [110], to
provide a control law highly insensitive to model uncertainties, by reducing the caused
steady-state errors. Moreover, selective activation of the integral term can avoid its negative
effect on the transient response of the closed-loop system. However, the additional integral
term increases the order of the system, making the controller more complex and thus more
difficult to implement [110]. Alternatively, a disturbance observer can be integrated in the
control structure, to estimate the disturbance caused by the uncertain parameters of the
nominal converter model, which can then be rejected to enhance the robustness of the syn-
ergetic controller, as claimed in [111]. To achieve high robustness against disturbances and
thus large-signal stability, dynamic compensation of the synergetic control law according
to the changes of the input voltage of a buck/boost converter has been proposed in [114].
In more recent research works, adaptive synergetic control has been also proposed for the
enhancement of the robustness. In [115] a fuzzy logic system is introduced in the control
structure for the online adaptation of the uncertain converter parameters, which are then
considered for the design of the synergetic control law. Moreover, stochastic optimisation
methods have been used for the online determination of the unknown parameters of the
manifold for good transient response of the synergetic control under a wide range of
operating points of the converter. Ref. [116] applies particle swarm optimisation for the
design of the synergetic control of a buck converter and [117] compares this design with
the one obtained by the application of a genetic algorithm: the former provides a more
robust synergetic controller with faster transient response. Apart from the voltage control
objective, practical restrictions, such as current limitation, can be considered by defining
more complex macrovariables [110,112].

The synergetic control exhibits the same inherent beneficial characteristic as the SMC,
namely, the decoupled design approach, according to which the control design problem can
be broken up to two separate problems, related to the dynamics on and off the manifold,
respectively [111]. For the same manifold definition, both control methods give the same
dynamics on the manifold. Their difference is the manner in which the state trajectories are
steered to reach the manifold. The SMC forces the trajectories to reach the switching surface
within a finite period of time with variable switching frequency, whereas the synergetic
control performs this exponentially and thus in a smoother manner, with constant switching
frequency, as concluded in many applications in converters mentioned above [104,110,111].
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In this way, the intrinsic disadvantage of the SMC, namely, the steady-state chattering at the
output voltage, is avoided, preventing large converter filters [110]. In addition, opposite to
the SMC, where the speed of convergence to the manifold depends only on the dynamics
of the converter, in the synergetic control, the off-manifold dynamics and thus the speed
of convergence to the manifold can be regulated by varying the parameters of the dy-
namic equations of the macrovariables [104,111]. In this way, the transient response of the
closed-loop system of the converter can be designed as desired. Another advantage of
the synergetic control over the SMC is the lower bandwidth requirements, although it re-
quires comparatively more complex calculations [104,110,111]. This offers low sensitivity to
high-frequency noise, and makes it more suitable for digital control implementation [111].

2.6. Optimal Control

The optimal control designs a control law that minimises a cost function, considering
the test conditions and the state equations of the system of the DC/DC converter [118,119].
The cost function reflects control objectives and practical restrictions for the design of the
converter controller, such as these mentioned in Section 1.1. The computational burden of
the optimal control is a challenge: the corresponding control law should be found with a
reasonable amount of energy in a reasonable amount of time [118]. Quadratic (2-norm) and
∞-norm cost functions present sufficient flexibility, achieving a good compromise between
competing objective terms in acceptable computational effort, where other control methods
become cumbersome [118].

One of the most widely applied optimal control methods is the linear quadratic regulator
(LQR), designed on the basis of the linear or linearised nominal converter model [118–121].
The cost function usually includes quadratic terms of the state vector x, to minimise the
average energy of the converter, and quadratic terms of the control input u, to minimise the
control effort, such as in (6), where Q and R are the corresponding weighting matrices for
these two objectives. Cross-terms of the states and control input, as well as terms of other
control objectives or practical restrictions, can be added in the cost function, with suitably
selected weights. For example, Ref. [122] presents an LQR controller for a boost converter,
where the cost function includes terms of power losses in the converter, for improving the
converter’s efficiency during the transition in new operating points.

J =
∫ ∞

0
(xTQx + Ru2) dt, (6)

The steady-state LQR gain is usually employed in converter control, which simplifies
the control design and implementation, since only constant gain amplifiers are required,
avoiding the need to store time-varying gains [118]. The steady-state LQR presents good
gain and phase margins, providing to the nominal converter model good transient response
and guaranteeing a minimum degree of robustness against converter model uncertain-
ties [118,119]. However, analysis of the robustness of its digital implementation is required,
as the discretisation sampling brings delays in the feedback loop, resulting in phase shifts
that destroy the guaranteed robustness of the continuous-time LQR. The sampling time
should be kept small, approaching zero, to allow for adequate stability margins and thus
robustness [118]. Moreover, the performance and robustness against large-signal distur-
bances occurring in the real converter plant is poor, since the control design is based on the
linearised (small-signal) nominal converter model. For overcoming this drawback, various
modifications of the LQR method have been proposed. The formulation of the LQR optimal
control problem in terms of linear matrix inequalities (LMIs) provides rejection of converter
model uncertainties at different operating conditions, with fast transient response and ac-
curate reference tracking. Ref. [123] proposes such LMI-LQR design for the voltage control
in buck and boost converters and compares its performance with the classical LQR design,
to conclude on the superiority of the former with regard to good transient response under
changes in the operating point. Ref. [124] compares the LMI-LQR design of the voltage
controller of a boost converter with PI control design, demonstrating the better performance
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of the former under disturbances; this work also presents frequency-domain analysis of
the disturbance rejection of the LMI-LQR design to support the time simulation results.
Ref. [125] further improved the LMI-LQR controller of a boost converter by employing
parameter-dependent Lyapunov functions in the control design, enhancing the robustness
and improving the control performance, whilst obtaining less conservative design. For
more accurate reference tracking, integral control is included in the LQR structure [118]. For
improving the transient response and increasing the stability margins of the LQR method,
frequency shaping techniques are also applied in the LQR design. Generally, LQR facilitates
the integration of control objectives expressed in the frequency domain, since it is equiva-
lent to theH2 optimisation problem. Moreover, for facilitating the design of the weighting
matrices of the LQR, which can be a time-consuming activity without guaranteeing the
desired control performance, soft computing techniques have been applied. Ref. [126] inte-
grates an enhanced shuffled frog-leaping optimisation algorithm to optimise the selection
of the weighting matrices of an LQR controller with integral gain action applied in DC/DC
X-converter. The proposed algorithm finds fast and accurately the global optimum for the
design of the LQR weighting matrices, providing a converter controller with enhanced
stability and transient response, while needing lower control effort. Ref. [127] uses a genetic
algorithm for the design of the LQR voltage controller of a boost converter; furthermore, it
applies fuzzy logic to combine different control designs, to ensure the good performance of
the designed controller under different operating conditions.

A major limitation of the LQR state feedback control is the need for measuring the
entire state vector, which is not practical for converter control as mentioned above. State
estimation is used to overcome this issue. A stochastic state estimation (Kalman filter) is
commonly integrated in the control structure to provide the needed estimated states to the
LQR. The combination of the LQR and the Kalman filter forms the linear quadratic Gaussian
(LQG) control method, in which the controller and the state estimator can be designed
individually thanks to the separation principle [118,119]. Steady-state LQG control is usually
applied, which allows the closed-loop system of the converter to be analysed as time-invariant
system [118]. This is the case for the majority of LQR and LQG applications in DC/DC
converters, like in [128] for a quadratic boost converter. Figure 12 illustrates the LQG voltage
controller of a buck DC/DC converter, where A, B, C are the matrices of the nominal state-
space model of the converter, L is the steady-state gain of the Kalman filter and K is the
steady-state gain of the LQR. An important limitation of the LQG control is the lack of
guarantee of stability and robustness, opposite to the LQR [118,119,129]. Similarly to LQR,
LQG presents low robustness against large-signal disturbances due to the linear control
design. Hence, adaptive LQG structures have been proposed, such as reference model
robust adaptive control (RMRAC), which update, online, the parameters of the nominal
converter model, enhancing the robustness against converter model uncertainties [130,131].
By including a disturbance estimation in the Kalman filter of the LQG structure, Ref. [131]
also achieved high robustness against external disturbances.

Loop transfer recovery (LTR) is a method commonly applied to design the LQG converter
controller for recovering the stability and robustness of the LQR. This leads to a family
of suboptimal controllers, and the final LQG/LTR controller is selected as a compromise
between nominal performance and robustness [118,119]. However, the robustness recovery
is not guaranteed for the converters of the NMP system class, and performance analysis
is required at the final LQG design [118,130]. Ref. [132] applies LQG/LTR control in a
multiport DC/DC converter, achieving good transient response and reference tracking, while
eliminating disturbances and measurement noise. Adaptive LQG structures can be modified
straightforwardly to adaptive LQG/LTR structures for converters of the MP system class.
However, this is not valid for converters of the NMP system class, where high computational
complexity should be taken into account for a feasible implementation [130,133].
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Figure 12. Linear quadratic Gaussian (LQG) control of buck DC/DC converter.

Similarly to the LQR, the LQG method can also be modified for more accurate reference
tracking and more effective disturbance rejection. The inclusion of integral control has been
suggested, as in LQR, like in [134] for the case of a boost converter. For the same purpose,
feedforward control is applied, but the sensitivity to converter model uncertainties should
be analysed, as the resulted control structure does not hold the robustness properties [118].
As for the LQR, optimisation algorithms are applied for the design of the weighting
matrices of the LQG, offering enhanced robustness against converter model uncertainties
and noise. An example of such design of LQG is presented in [135] for a two-switch forward
DC/DC converter.

Optimal control can be designed also by using the ∞-norm of the system of the con-
verter as a cost function. The ∞-norm is the worst-case gain of the system, thus providing
large flexibility for compromising competing control objectives, such as performance and
robustness [118]. In addition, in contrast to the 2-norm, the ∞-norm allows the modelling
and integration of disturbances. The H∞ optimal control method designs a feedback con-
troller that minimises the ∞-norm of the closed-loop system of the converter [118,136,137].
The integration of control objectives, such as robustness requirements, and disturbance
models through weighting functions in theH∞ control synthesis, in the so-called process
of µ-synthesis, leads to robust stability and performance. Figure 13 presents the generic
structure ofH∞ optimal control applied in a DC/DC converter. Opposite to the LQR con-
trol, theH∞ optimal control offers to DC/DC converters large-signal disturbance rejection
capability with guaranteed stability margins, as well as accurate reference tracking and
better transient response. These advantageous features are retained even after the order
reduction of the controller for easier implementation, as concluded from the application
of the H∞ optimal control in buck [63], LLC resonant [138] and boost [139] converters.
Adaptive mechanisms have also been integrated inH∞ control, as in the case of LQR and
LQG control, for the online update of the parameters of the nominal converter model
used for the controller design [140]. This enhances the robustness of the controller against
converter model uncertainties.
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Figure 13. Generic structure ofH∞ optimal control applied in a DC/DC converter.

The solution of theH∞ optimal control problem is a suboptimal controller that satisfies
a bound on the ∞-norm; the optimal solution can be approximated arbitrarily closely, by de-
creasing the bound until a suboptimal controller no longer exists, via a search procedure in
an iterative manner. The integration of a search algorithm in the converter controller makes
the computational burden larger, in contrast to theH2 optimisation problem [118,136,137].
The application of optimisation algorithms for the final selection of the H∞ optimal con-
troller is proven to be successful in the case of DC/DC converters. Examples of such design
techniques are the multi-dimentional Pareto front algorithm for the final selection of theH∞
controller of an LLC resonant DC/DC converter in [138] and the global search algorithm
for the optimisation of the parameters of the weighting functions and the final design of
the H∞ controller of a multi-input DC/DC converter in [141]. Refs. [142,143] apply H∞
control in buck and boost converters, respectively, by solving algebraic Riccati equations,
which provide an almost optimal controller of the same order as the converter, thus keeping
the implementation easy while achieving high robustness against a wide frequency range
of disturbances.

Instead of the full state measurement vector, theH∞ optimal estimator can be used to
estimate the converter states. By combining anH∞ optimal controller and anH∞ optimal
estimator, the H∞ output feedback controller is formed [118,136,137]. The structure is
similar to the LQG, but it violates the separation principle, because the H∞ estimator
depends on the controller design. This results in a more complex design of the overall
control structure [118,136].

2.7. Model-Predictive Control

Thanks to the increasing computational power of microprocessors and the significant
advances in algorithms for solving fast and efficiently complex optimisation problems,
model-predictive control (MPC) has recently become a promising design method for the
converter controller [144,145]. The aim is to determine a sequence of M control inputs
in a control horizon of M instants, for which the predicted output of the converter in a
prediction horizon of P instants is optimal with regard to an objective function [146–149].
The principle is illustrated in Figure 14, where, in the general case, the prediction horizon is
longer than the control horizon; in this case, the input is held constant after the M instants of
the control horizon until the end of the prediction horizon [149]. According to the receding
horizon approach, only the first control input of this sequence is actually implemented
to the converter at the current sampling instant k. The control input implemented at
the next sampling instant k+1 will be selected from the new sequence of control inputs
determined at the instant k+1 according to updated measurements. Figure 15 presents the
generic structure of two different strategies of MPC applied in a buck converter: Figure 15a
illustrates the finite control set MPC method and Figure 15b illustrates the explicit MPC
method. The former is the most common of the direct MPC strategies, which do not need
a PWM for their application in the DC/DC converter, as the modulation is formulated
and solved together with the optimisation problem. The latter belongs to the category
of indirect MPC strategies, which are applied in DC/DC converters by using a PWM. It



Energies 2023, 16, 4563 25 of 52

should be noted that the MPC can systematically handle nonlinearities and NMP behaviour
of the nominal converter model, as in the application in a boost converter in [150].
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Figure 14. Concept of model-predictive control: determination of M control inputs in the control
horizon for optimal predicted output reaching the voltage set-point in a prediction horizon of
P instants.
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Figure 15. Generic structure of model predictive control (MPC) applied in a buck DC/DC converter.
(a) Finite control set MPC method. (b) Explicit MPC method.

The nature of the MPC as an optimisation problem gives the possibility to accommo-
date different control objectives through multiobjective functions. In addition, practical
restrictions of the control input and output variables can be easily incorporated in the
constraints of the optimisation problem, opposite to the LQR optimal control [144,145,151].
For this, the MPC has to be formed in such a way to deal with variables of different dy-
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namics and nature. Modelling in different sampling times might be needed, to consider
the different time responses of the various variables. The formulation of the MPC is a
compromise between high flexibility of control performance and low design complexity
and computational burden. Weighting factors are commonly used for the different terms
of the multiobjective function, to combine variables of different nature or to determine
priorities of the corresponding, probably conflicting, control objectives [144,145]. However,
the tuning of these weighting factors is not trivial. Research on establishing tuning proce-
dures is reported in [144,145], which, however, lack in generalisation. Recently artificial
intelligence methods, such as neural networks and genetic algorithms, have been applied
for the tuning of the weighting factors to enable their real-time adjustment and automate
the tuning process. However, these require training procedures which re laborious and
nonexhaustive. In many cases, the practitioners still rely on empirical procedures and trial-
and-error tuning, although it is time-consuming [145]. In an attempt to establish a tuning
procedure with decreased uncertainty and increased effectiveness, Ref. [151] presents basic
tuning guidelines, which include classification of the terms of the objective function with
the same nature to group weighting factors that can be tuned in a similar way.

The prediction horizon is a design trade-off, since large values are necessary for good
transient response and stability, especially for converters of the NMP system class, but
increase the computational burden exponentially. There are different approaches to deal
with this issue, focusing on either the converter modelling or the computation of the
optimisation problem. Finite control set MPC (FCS-MPC) schemes with prediction horizon
of one instant have been proposed for keeping the computational burden low [152,153].
However, this MPC scheme acts as input–output linearisation for the converters of the NMP
system class, giving unstable zero dynamics and thus unstable operation of the DC/DC
converter. Ref. [154] provides a detailed analysis of this zero dynamics issue in the case
of a boost converter and proposed an exact input–state linearisation of the converter to
obtain a stable controller; an FCS-MPC scheme with prediction horizon one can then be
used, to reduce the complexity and, thus, the computational burden. Similar approach
is followed by [155], where the input–state feedback linearisation is employed in a boost
converter, to enable the application of a linear MPC scheme for the voltage control. In
this work it is demonstrated that the proposed controller outperforms the PID controller
in transient response and reference tracking accuracy with low inductor current inrush.
For low computational burden with large prediction horizons, the explicit MPC has been
proposed, which solves, offline, the optimisation problem, producing a look-up table of
input–output relationships (piecewise affine function—PWA) that is used for the generation of
the control law during the operation of the converter. However, the produced PWA functions
are usually complex and the needed online computations for their use and the generation of
the final control input still remain time-consuming. Ref. [156] proposed the application of
PWA-based neural network for the offline training that preserves the MPC structure, yielding
a simplified PWA map used in the online computations. In a similar approach, Ref. [157]
employs single-hidden-layer backpropagation neural network for the offline computation
of the input-output relationships. This decreases the storage burden, of the offline control
laws, but also shortens the time for the online computations. Recent research focuses on
adaptive prediction horizons by integrating the computational burden in the cost terms of
the objective function to deal with this design trade-off of the MPC formulation [158].

In general, the major challenge for the application of the MPC as converter controller is
the design complexity, with several factors of its formulation and implementation affecting
the control performance. Ref. [145] presents a detailed comparison of different expressions
of the objective function and different prediction horizons of MPC schemes for converter
control with regard to the achieved performance and stability. Despite the huge progress of
MPC for the control of converters over the last years, there are still aspects requiring further
research. Ref. [145] summarises the challenges and recent research trends in academia
and industry towards the improvement of the performance of MPC, the development of
advanced solvers to decrease the computational burden, and the employment of more
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powerful hardware platforms to facilitate the implementation of the MPC-based converter
controller, without the need for compromising in performance. In addition to design and
implementation aspects, the stability proof and the analysis of the MPC in the frequency
domain remain as open research questions [144,145,159].

2.8. Comparison of Modern Feedback Control Methods

In the previous paragraphs, different feedback control methods for the voltage regula-
tion in DC/DC converters were reviewed, by presenting their principles, advantages, and
limitations, to assess their performance with regard to the control objectives and practical
restrictions mentioned in Section 1.1. Control solutions were also presented to overcome
the discussed limitations. A summary of the review is provided in Table 2, which can be
used as brief recommendation for the selection of the suitable solution according to the
control requirements at different applications of DC microgrids. The discussed advantages
and limitations are listed in the table for each control method, for a comparison of their
performance features. In addition, references of applications in DC/DC converters, as well
as references of solutions to the limitations, are also provided, to offer directly examples
that can be used as basis for future applications. For a better overview of the application
scenarios, these references are grouped according to the type of the DC/DC converter,
in which each control method is applied. The majority of application scenarios refer to
source-side DC/DC converters in general DC microgrids. In few cases of the reviewed re-
search the DC microgrid is specified, to provide an application example, without, however,
imposing any additional requirement for the design of the voltage controller proposed
at those works. For example, Ref. [33] refers to a battery energy storage DC system of
cascaded buck converters, Refs. [46,62] present control methods for a boost converter in an
electric aircraft DC microgrid, Ref. [72] works on the boost and buck/boost converters of a
hybrid electric vehicle with a fuel cell and an ultracapacitor, and [63,88] propose control
methods for the buck and boost converters in DC shipboard microgrid, respectively.

Table 2. Feedback control methods for voltage regulation in DC/DC converters.

Feedback Control Method Advantages Limitations References of
Applications

Lyapunov
control

- applicable in NMP systems - no systematic design method Buck/boost: [32]
- large-signal stability Cascaded boost: [33]
- fast transient response
- no high current

for voltage regulation
- low computational burden
- no prone to saturation

PBC

- applicable to NMP systems
(for IDA-PBC)

- not applicable in NMP systems
(for EL-based PBC)

Buck: [39,42–44,46]
Boost: [38,40,42,45,46,49]

- robustness against
external disturbances

- low robustness against
model uncertainties

Buck/boost: [48]

- high computational complexity

Feedback
linearisation

- large-signal stability
- fast transient response

- not applicable in NMP systems
(for input-output
feedback linearisation)

Boost: [41,51,55]
Buck/boost: [52,53]
Cuk: [54]

- low robustness against
model uncertainties

Backstepping
control

- global asymptotic stability - not applicable in NMP systems Buck: [63,69,70]
- good performance

with low control effort
- low robustness against

model uncertainties
Boost: [60–62,65,66,73],

[68,71,72,74]
- not accurate reference tracking Buck/boost: [68,72]

N-phase IDD boost: [64]
Floating dual boost: [67]
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Table 2. Cont.

Feedback Control Method Advantages Limitations References of
Applications

SMC

- fast transient response - not applicable in NMP systems Buck: [89,95–97,99,101]
- accurate reference tracking
- robustness against

large-signal disturbances

- no robustness against
mismatched disturbances

- chattering

[84,98]
Boost: [81,82,86,88,90,102]

- variable switching frequency
- full state measurement

requirement

Synergetic
control

- asymptotic stability
- fast transient response

- low robustness against
model uncertainties

Buck: [63,107,113,115],
[116,117]

- robustness against
external disturbances

- low accuracy of reference tracking Boost: [104,105,110,112],
[111,114]

- low design complexity
- low sensitivity to noise

LQR/LQG

- applicable to NMP systems
- robustness against

small-signal model uncertainties
(only for LQR)

- low robustness against
large-signal disturbances

- difficult tuning
for weighting matrices

Boost: [122–125],
[127,128,134]

Cuk: [120,121]
X-converter: [126]

- easy implementation Three-port isolated: [132]
Two-switch forward: [135]

H∞

- applicable to NMP systems - challenging computational burden Buck: [63,140,142]
- global stability Boost: [139,143]
- fast transient response Multi-input converter: [141]
- accurate reference tracking LLC resonant: [138]
- robustness against

large-signal disturbances
- easy implementation

MPC

- applicable to NMP systems - design trade-offs Buck: [156,157]
- difficult tuning of factors Boost: [150,154,155,158]
- challenging design complexity

and computational burden

3. Approaches for Enhancement of Robustness of Feedback Control Methods Applied
in DC/DC Converters

One major limitation that all aforementioned feedback control methods exhibit, to
different extent, is the low robustness against disturbances, which deteriorates their per-
formance. For the enhancement of the robustness, various solutions have been already
presented in the previous section, such as adaptive control structures or the integration of
disturbance observers. In this section, these approaches to enhance the robustness of the
feedback controllers are discussed in a more systematic way. The focus now is on the tech-
nologies that offer robustness in a generic baseline feedback controller, rather than on the
modification of a specific feedback control method. Three extensively utilised approaches
are reviewed, by presenting their principles and common structures in their application
for the voltage regulation in DC/DC converters. Tables of application references are also
provided for the different approaches, for a better overview of the control structures. The
section ends with a comparison between these three approaches with regard to the achieved
disturbance rejection, as well as the recovery of the nominal control performance.

3.1. Adaptive Control

The main goal of the adaptive control is to adjust the behaviour of the baseline feedback
controller in response to disturbances, to retain the nominal performance. To achieve this,
the adaptive mechanism processes, in real time, input/output measurements of the real
converter and designs/adjusts online the feedback controller or chooses the appropriate
control from a set of controllers [5,160–162]. In this way, the adaptive control structures
present inherent robustness against disturbances occurring in the real converter, while
maintaining acceptable stability margins without performance degradation. For example,
this is demonstrated through frequency-domain analysis in the case of a buck converter with
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an adaptive loop added in the conventional voltage control loop in [163]. This is opposite
to the baseline feedback controllers presented above, which are fixed-gain, static control
structures, causing degradation of the performance when applied in the real converter. In
other words, the baseline feedback controllers heavily rely on the nominal converter model
used for the design, which is an ideal model without disturbances, whereas the adaptive
control structures are model-independent. Over the last decades, the field of adaptive
control has experienced tremendous progress in theory. Ref. [164] traced the developments
from a historical perspective by presenting the problem statements and key solutions in
the field.

The generic structure of adaptive control is depicted in Figure 16. The online adapta-
tion mechanism is designed according to the class of the adaptive control scheme. In the
most widely applied class of the identifier-based adaptive control, this mechanism includes
an online parameter estimator, also referred to as parameter identifier or adaptive law,
and the online adjustment of the feedback controller according to the estimated control
parameters. In the class of the nonidentifier-based adaptive control, the adaptive mech-
anism consists of stored feedback control models and an appropriate logic for selecting
the right one in real time [160]. In many studies, gain scheduling is also considered as an
adaptive control scheme, where the adaptation mechanism includes just a look-up table
with a schedule logic [160].

DC/DC Converter

Online 
Adaptive 

Mechanism

Feedback 
Controller

Voltage 
set-point

Voltage 
measurement𝑑 

 Adaptive control structure

Figure 16. Generic structure of adaptive control applied in a DC/DC converter.

The identifier-based schemes can be designed in two different approaches, according
to the way the online parameter estimator is combined with the feedback control law:
the indirect or explicit adaptive control and the direct or implicit adaptive control [160].
The former is more difficult in application, as the solution of the algebraic equations for the
online control design is not guaranteed at each time (stabilisability problem) [160], which
can be critical for the operation of the converter. The latter is suitable only for converters of
the MP system class [5], and thus not applicable for the direct voltage control of DC/DC
converters in the boost stage. Combined direct/indirect adaptive control schemes have
been proposed, which solve the stabilisability problem of the indirect approach and relax
the MP assumption of the direct approach. However, this is achieved at the cost of higher
complexity of the resulted adaptive control structure [5], which makes more difficult its
implementation in the converter hardware.

The most popular identifier-based schemes are the model reference adaptive control
(MRAC) and the adaptive pole placement control (APPC) [5,160]. For example, an MRAC
scheme is combined with an LQG controller in [131], to adjust its control parameter, for
ensuring the stability and robustness against converter model uncertainties, as discussed
in Section 2.6. The main limitation of the MRAC is its nonapplicability to converters
of the NMP system class. On the other hand, APPC is suitable for both MP and NMP
systems [160]. This scheme is usually referred to as self-regulator or autotuning scheme.
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Ref. [165] classifies the auto-tuning scheme as an adaptive control that is enabled and
executed at discrete intervals upon event detection, regularly scheduled interval or external
command. However, the term of auto-tuning is used more widely also for adaptive mecha-
nisms that update the parameters of the feedback controller continuously, to accommodate
changing operating point or external disturbances. The adaptation mechanism consists
of methods, such as Ziegler–Nichols, fuzzy logic, or genetic algorithms, that evaluate, in
real-time the control performance according to predefined indicators and metrics, such
as damping factor and natural frequency of oscillations, to adjust the feedback controller
parameters for achieving the desired behaviour determined by the control objectives [161].
Examples of the application of such APPC schemes in the DC/DC converters were dis-
cussed in the previous section, where autotuning adaptation mechanisms are introduced
in the structure of baseline feedback controllers to adjust their parameters in response
to real-time measurements for the enhancement of their robustness against disturbances;
selectively, some are listed here again [68,98,115,140].

For the online parameter estimation, system identification (SI) techniques have been
integrated in the identifier-based adaptive control structures. Ref. [166] reviewed SI tech-
niques suitable for DC/DC converter applications. Nonparametric SI techniques, such as
correlation estimation [167] and power spectrum density methods [168], have the advan-
tage of no need for prior knowledge of the converter model. However, these techniques
usually present low accuracy and speed of the parameter estimation, high sensitivity to
disturbances, and high computational complexity [166]. Therefore, the feasibility of their
application should be investigated at each case. Further research is required for reducing
the computational complexity and the impact of disturbances on the accuracy of the pa-
rameter estimation. For example, Ref. [167] proposed an analog cross-correlation-based
parameter computation, which has lower computational complexity and data storage
requirements in comparison to digital correlation implementations. Parametric SI tech-
niques have gained application interest, although these require a definition of the converter
model in advance [169]. The selected converter model is always application-dependent
and the complexity of the SI technique is subject to the modelling approximations [169].
Iterative and recursive estimation algorithms, such as least mean squares [170], recursive
least squares [169] and Kalman filter [171], have been integrated in the adaptive control
of DC/DC converters, providing simple adaptive mechanisms with higher convergence
speed, higher accuracy of parameter estimation, and lower sensitivity to disturbances
than the nonparametric SI techniques [166]. The main issue of these parameter estimation
algorithms, especially the recursive ones, is the high computational burden due to the
large number of needed mathematical operations, which may require a high-specification
microprocessor for the successful implementation in the converter hardware. Hence, these
techniques have not been fully exploited and adopted for the online parameter estimation
in adaptive control in low-cost, low-power converter applications [169]. There are research
attempts to reduce the computational complexity of these techniques, such as through
the integration of dichotomous coordinate descent, which offers a fast, computationally
light adaptation mechanism [169]. Ref. [170] proposed a state-space-based parametric SI
technique that reduces the computational burden in comparison to transfer function-based
techniques, since fewer parameters have to be estimated. Ref. [171] proposed partial up-
date methods applied to the Kalman-filter-based SI to reduce the computational burden
of the identification algorithm. Noniterative estimation methods, such as limit cycle os-
cillation [172] or relay schemes, present low computational burden, but suffer from low
parameter estimation accuracy and cause oscillations of large amplitude in the output
voltage of the converter during the identification process [166,170]. The parametric SI
techniques can be easily applied in adaptive control structures such as APPC and MRAC
for the online parameter estimation, and can be implemented directly in digital control
designs, eliminating the errors of domain transformation [166]. However, many factors
regarding the efficient implementation of the iterative estimation algorithms, like their
step size, are still not discussed in literature [166]. The introduction of new-generation
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microprocessors allows the investigation of the capabilities of alternative SI techniques. In
general, further research in the area of online parameter estimation through SI techniques
is required to further reduce the computational complexity and the digital hardware usage
and allow compact low-cost implementations while achieving parameter estimation of
high speed and accuracy. This is imperative for the wider adoption of adaptive control in
the field of DC/DC converters.

Although the adaptive control approach is adopted to enhance the robustness of the
baseline feedback control, the parameter estimation of the adaptive mechanism is also sen-
sitive to converter model uncertainties, as its design relies on the nominal converter model.
This can drive the adaptive controller unstable. Modifications of the online parameter
estimation have been proposed in order to enhance its robustness, such as σ-modification
or leakage method and the use of a dead zone in the adaptation [5]. However, even these
robust adaptive control methods present drawbacks, such as slow parameter adaptation
leading to slow transient response of the converter controller and chattering due to dead
zone of the adaptive mechanism [162]. The improvement of the performance of robust
adaptive control is still an open research problem, as the proposed modifications in litera-
ture are application-dependent and rely on the ideal performance of other elements of the
control structure [162].

The stabilisability problem of the indirect adaptive control and the robustness issues of
the online parameter estimation do not occur in the class of the nonidentifier-based adaptive
control [160]. The major advantage of this switching-based adaptive control is the rapid
adaptation to sudden disturbances, which can occur during the converter operation [161].
One approach of this class is the multiple-model-adaptive control (MMAC) scheme, where a
switching approach, based on a supervisory control logic, selects a feedback controller from
a finite set of controllers based on the input/output measurements; the set of controllers
is designed according to a set of converter models. Robust MMAC (RMMAC) schemes
have been developed, where the feedback controller set is designed with robust control
techniques, to account for robust stability and performance requirements [160]. Despite the
good performance of the scheme, there are drawbacks related to the assumptions for the
design of the models set (disturbance model, especially stochastic one, initial conditions,
etc.), as well as stability limitations [160,161]. Another approach of nonidentifier-based
adaptive control is the unfalsified adaptive switching control (UASC), which relies solely
on input/output data to choose the feedback controller from a given set of controllers,
without requiring any converter model. This provides a model-free adaptive control, thus
relaxing thus the assumptions of the converter modelling included in MMAC [160,161].
The main drawback of this adaptive control scheme is the lack of guarantee that the
suitable feedback controller is chosen. The multimodel UASC (MUASC) scheme, where
nominal converter models can be pairwise associated with candidate feedback controllers,
can reduce the switching between different controllers and the chance that destabilising
controllers will be selected. This can reduce the transients in the converter performance,
which cannot be guaranteed in schemes without nominal converter models [160]. More
advanced adaptive control schemes mix the identifier- and nonidentifier-based approaches
to take advantage of positive features of both classes. Adaptive mixing control (AMC) can
mix/combine the outputs of candidate controllers, providing the advantage of smooth
transition (interpolation) from one controller or combination of controllers to another [160].
This adaptive control scheme achieves accurate parameter estimation and thus stability
of the closed-loop system. However, the interpolation of the control outputs, instead of
discontinuous switching logic between control candidates, might render this adaptive
control scheme slower to sudden disturbances than the classical switching-based adaptive
control (nonidentifier-based adaptive control class).

In general, (robust) adaptive control schemes can effectively deal with large-signal
disturbances, strongly enhancing the robustness of the baseline feedback controller of
the structure. One main limitation is that all schemes rely, to different extent, on online
learning of the real converter plant, to design or choose the suitable controller. Since the
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adaptive control is a highly data-driven approach, it relies on the quality of input/output
data to be processed for this online learning [162]. Corrupted data by disturbances can
lead to the design or selection of a feedback controller that cannot stabilise the DC/DC
converter, causing large transients in the converter operation [160]. Different adaptive
control schemes present different sensitivity to corrupted data and thus different probability
to result in transients in the different applications. Further understanding of the difficulties
associated with the process of controlling a converter, while trying to simultaneously to
learn the parameters of its mathematical model from input/output data, is essential for the
exploration of possible combination between adaptive mechanisms and baseline feedback
control methods [160]. Furthermore, more complex approaches at the intersection of adap-
tive control and artificial intelligence techniques, such as machine learning, reinforcement
learning and neural networks, have been proposed recently, leveraging on the suitability
of those techniques in approximating the nonlinear functions of the real converter plant,
without the need for “learning” a complex mathematical nominal model of the converter
dynamics [161,164]. For example, in [173] a deep reinforcement learning technique is
adopted for the online adjustment of the parameters of the sliding mode observer-based
PI control of a buck/boost converter. The computational burden and training time and
data are critical factors to be taken into account for the wide application of these promising
solutions of model-free-adaptive control [162]. The advancements in microprocessors and
high-speed computing technology will be proven crucial to enable further development
and practical implementation of adaptive control schemes on high-bandwidth converter
hardware [161]. Although active for several decades, the field of adaptive control is still a
fertile research area with many immature aspects to be further investigated and clarified,
such as convergence guarantees and methods for robustness analysis.

3.2. Robust Control

Robust control aims at designing feedback control laws that guarantee closed-loop
stability and desired performance not only for the nominal converter model, but also for the
real plant, with respect to a class of model uncertainties encountered in real life. The robust
control design method incorporates the knowledge of the converter model uncertainties,
as well as robustness and performance requirements, expressed as frequency-dependent
weighting functions, into the feedback control design process. This provides a systematic
approach to design the converter controller for high inherent robustness against model
uncertainties [10,11,174,175]. The weighting functions allow to design of the controller
so that the converter achieves the desired performance in a certain frequency range of
its operation, whereas it presents robustness against uncertainties appearing in other fre-
quency ranges, e.g., frequency of unmodelled dynamics [10,11,174]. This incorporation
of frequency-domain uncertainty models and performance requirements in the design of
robust control is related to the ∞-norm of the weighted closed-loop transfer function of the
converter, as explained in Section 2.6: the ∞-norm bound of the weighted closed-loop trans-
fer function provides a sufficient condition for robust stability and performance. Precisely,
the design methodology of robust control, called µ-synthesis, integrates the baseline feed-
back controller of theH∞ optimisation problem for synthesis and the structured singular
value µ for analysis. The robust control can deal with uncertainty models of different level
of structure. The µ-analysis is able to handle structured and unstructured model uncertain-
ties, opposite to theH∞ optimal control, which is not able to handle robustness bounds and
performance measures associated with structured uncertainties. For the µ-synthesis, the
control design problem is formulated into the general framework of the linear fractional
transformation illustrated in Figure 17, where P represents the interconnection structure of
the converter that includes the uncertainty weights, ∆ represents the uncertainties structure,
K is the feedback control law, υ is the external disturbance and e the caused error, y is the
measurement, u is the control input, and z and ū are outputs to and from the uncertainty
block. The controller K is usually designed with an iterative technique [10,11,174,175].
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Figure 17. General interconnection structure P of linear fractional transformation for the design of
robust control K according to uncertainties structure ∆.

Robust control manages to optimise the robustness and performance characteristics of
the baseline feedback control, thus achieving thus robust stability and performance. This
benefit is demonstrated in several applications in DC/DC converters. Ref. [176] provides
a detailed description of uncertainties in DC/DC converters and presents the theory and
procedure of the µ-synthesis of the robust control for a boost converter. In the same
application, Ref. [177] compares the performance of the robust controller with this of the PI
controller in frequency domain, demonstrating the superiority of the former in transient
response and disturbance rejection. Similar comparison conclusions are also drawn in [178]
for the case of a buck/boost converter. Ref. [139] demonstrates the superiority of the
H∞ voltage control, assisted by a constant-gain current control loop, over the classical
peak current mode controller in the case of a boost converter. The robust control exhibits
better transient response under disturbances, although the order of the resulted feedback
controller from the iterative technique is reduced, which is necessary to facilitate its practical
implementation in the converter hardware. Full and reduced orderH∞ robust control was
adopted for the design of PI control for the boost converters in a hybrid power generation
system in [179]. Time- and frequency-domain analyses demonstrate the higher robustness
in comparison with the classical PI control.

The key point of the robust control is the uncertainty model and its validation. Further
research is required to gain insight into the influence of the accuracy of the uncertainty mod-
els on the achieved robustness properties of the converter controller [10,174]. A systematic
approach to expand the robust control design framework to include system identification,
which can provide both nominal converter and uncertainty models, can be a major step
forward for its wide application [174]. Moreover, the developed techniques for the robust
control deal with the complex µ problem that considers complex values of uncertainties,
which is a reasonable assumption only for uncertainties representing unmodelled dynamics.
However, these techniques cannot deal well with real values of uncertainties, such as para-
metric uncertainties, resulting in conservative robust control designs. To handle the mixed
µ problem, where the uncertainties can have both real and complex values, Refs. [10,180]
suggest the use of alternative iterative techniques for the design of the controller K. Al-
though the mixed µ problem is more realistic approach in the case of converters, where the
model uncertainties can appear as real parametric uncertainties, while the performance
specifications are modelled as fictitious complex weighting functions, the developed tech-
niques are not widely applied. More work is necessary to provide insight in their features,
advantages, and limitations in their applications in the field of DC/DC converters.

3.3. Disturbance and Uncertainty Estimation and Attenuation (DUEA)

DUEA is a family of control techniques sharing the same fundamental idea of dealing
with disturbances in the real converter: in addition to the baseline feedback control action,
there is a mechanism that estimates the total disturbance and rejects this directly through a
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feedforward cancellation action [181–184]. The total disturbance is a lumped disturbance
that refers to both external and internal disturbances. Although these control techniques
became known with the name DUEA, the aim is not only to attenuate/suppress the
disturbance, but to cancel it directly in the sense of totality and finality, i.e., after the
disturbance rejection, there is no effect of it on the operation of the converter, thus achieving
the absolute invariance. In that sense, this principle of disturbance rejection is similar
to the invariance principle. For this reason, the DUEA techniques are also referred to as
disturbance rejection control (DRC) techniques [182]. They are also mentioned as active
antidisturbance control. This is opposite to the passive antidisturbance control approach of
feedback control structures without the feedforward disturbance cancellation, such as the
modern control methods of Section 2 or robust and adaptive control described in Section 3.1
and Section 3.2, respectively. The passive antidisturbance control in DC/DC converters
is driven only by the difference between the output voltage and its set-point, with the
goal to attenuate the disturbance that tends to drive the output away from this set-point.
Hence, it cannot react directly to disturbances and thus it can only compensate for them in
a relatively slow manner, opposite to the DUEA approach [181,182].

The generic structure of DUEA (or DRC) is illustrated in Figure 18 and consists of the
disturbance rejector and the feedback controller. The disturbance rejector includes the state
and disturbance estimation and the disturbance cancellation [182].
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Generator
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Figure 18. Generic control structure of disturbance/uncertainty estimation and attenuation (DUEA)
applied in a DC/DC converter.

The composite control action (control input) consists of two terms:

u = u f b + u f f , (7)

where u f b is a feedback term generated by the feedback controller and u f f is a feedforward
term generated by the disturbance rejector [181,183]. As appears in (7), the control action
is shared between the feedback controller and the disturbance rejector. The idea is that
the rejector estimates and cancels, in real time, the total disturbance, to transform the real
converter plant to the enforced plant, which is the nominal converter model. This enforced
plant, which is a disturbance-free converter model, represents the dynamics to be controlled
by the feedback controller [182]. The inner feedforward loop is thus designed for the control
objective of disturbance rejection, and the feedback control loop is designed independently
for the enforced plant, meeting the control objectives of nominal performance [181,183].
This two-degrees-of-freedom control structure allows the meeting simultaneously conflict-
ing control objectives. The separate design of the two loops also provides design flexibility
to the DUEA structure, as various disturbance estimation methods can be integrated in
various baseline feedback controllers, such as these presented in Section 2.
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The notions of the total disturbance, the disturbance rejector loop, and the enforced
plant bring benefits for the design of the DUEA structure. Since the model uncertainties
are cancelled as part of the total disturbance, there is no need for a high-fidelity model of
the real converter to design the feedback controller. This means that in DUEA structures,
the complexity of the control design problem, associated with nonlinear, uncertain, time-
varying converter models, can be decreased [182]. Moreover, the conventional boundaries
of system classes (linear or nonlinear, time-varying or time-invariant, MP or NMP, etc.), setting
apart different control methods, are completely dissolved [185]. The feedback controller can
be designed according to a simple nominal converter model by simply applying any modern
control method presented in Section 2, without the concern of possible robustness issues dis-
cussed in Section 2, as the disturbance rejector cancels the model uncertainties. In addition,
by assuming the natural couplings of the real converter as part of the total disturbance to be
rejected, the DUEA provides decoupling control, forming the converter model as a simple
input/output relation to be used for the feedback control design [186]. This approach is
advantageous in terms of design time and cost, considering many existing decoupling
control approaches, where the accurate mathematical model of the real converter plant is
needed for formulating and controlling the cross-couplings [187,188]. For example, such
a control approach provides effective decoupling control of power flows in a four-port
multi-active bridge converter in [189], requiring information only about the system order
of the converter.

In that sense, the DUEA techniques are model-independent control design approaches,
needing only information about the system order of the converter, as in model-free
control [182,186,190]. In practice, this means that the gains of the feedback controller are
independent of the converter plant, as it is designed for the simple, disturbance-free nom-
inal model. This allows the same feedback controller to be applied in different DC/DC
converters. The limit of this general applicability is determined by the timescale of the
converter that reflects its dynamics. Different converters with the same timescale can be
controlled by the same controller of the DUEA control structure, without any gain tuning or
other modification. Even more, the control gains can be adjusted easily between converters
of different timescales [191–193]. Furthermore, exactly because the total disturbance is
estimated and cancelled, there is no need for large value of the gain of the feedback con-
troller for disturbance rejection, as in the concept of the high-gain control [194]. In addition,
opposite to the control methods presented in Section 2 relying only on feedback loop, in
the DUEA structure the feedback control does not need to include additional integrators to
achieve accurate reference tracking, as the needed integral action is provided through the
disturbance rejection [195].

These benefits for the DUEA design occur thanks to the disturbance rejector loop.
The fast and accurate estimation of the total disturbance, including as much frequency
information as possible, is critical for the good performance of the DUEA applied in DC/DC
converters due to the fast dynamics in DC systems. On the other hand, the transfer of
high-frequency noise from the sensors of the converter into the control signal, through the
disturbance estimation, can easily cause actuator saturation and thus decrease of the control
quality. Therefore, the proper design of the disturbance rejector, to compromise between
speed and accuracy of the disturbance estimation and sensitivity to noise, is essential for
the good performance of the DUEA when applied in DC/DC converters. Moreover, the
better the disturbance estimation and cancellation in the rejector, the simpler the enforced
nominal converter model can be considered for the feedback control design [182]. On the
other hand, the more accurate the converter the model is considered in the design of the
disturbance rejector, the lesser the computational burden and the latency of the disturbance
estimation. The more accurate and fast the disturbance estimation, the more effective the
disturbance rejection. This leads the performance of the feedback controller to be closer to
the nominal, with fast transient response and accurate reference tracking. Considering these
relations of converter modelling, disturbance estimation and rejection, and performance of
the feedback controller, the quality of the DUEA control structure depends on the balance
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between the design of the disturbance rejector and the design of the feedback controller,
according to the benefits and costs of these designs [182].

The disturbance rejection makes the DUEA techniques more anticipatory than the
error-based PID control. Therefore, the DUEA techniques present significant reduction in
the control effort. In PID control, this can be addressed through feedforward terms, which
have to be customised for each converter and thus depend strongly on the knowledge
about the converter and the disturbance [186].

Apart from the various feedback control methods that can be applied, the disturbance
rejector can also take various forms. Considering the different disturbance rejectors, vari-
ous DUEA techniques have been developed, such as disturbance observer-based control
(DOBC), extended state observer (ESO) in active disturbance rejection control (ADRC), un-
certainty and disturbance estimator (UDE)-based control, unknown input observer (UIO) in
disturbance accommodation control (DAC), equivalent input disturbance (EID) estimator-
based control,and generalised proportional-integral observer (GPIO)-based control [183].
Although these DUEA techniques have been developed starting from different perspectives
and for different application purposes, they present strong conceptual similarities. Indeed,
they can all be reduced to the basic structure of the DUEA (DRC) of Figure 18, where the
disturbance estimation and cancellation are now unified in the notion of the disturbance
rejector [182]. Hence, the DUEA structure acts as an umbrella platform, a framework, which
encompasses all aforementioned methods. Moreover, it provides a generalised principle,
according to which various control solutions can be categorised and their similarities and
differences can be organised, especially in terms of the nature of the total disturbance and
how this is treated for its estimation and cancellation. Through the DUEA framework, pre-
viously scattered work in the field of disturbance rejection can now be sensibly understood
and reconnected in a systematic way to reveal its full potential [186].

The most common DUEA techniques are the DOBC and the ADRC; the rest of the
techniques present strong similarities with these two main DUEA structures [183]. The
generic structure of the DOBC is presented in Figure 19, where Gn(s) is the nominal model
of the real converter plant G(s), Q(s) is the filter (disturbance observer), which provides
the estimate d̂l of the lumped disturbance dl , Cd(s) is the feedforward control for the
disturbance cancellation, C f (s) is the baseline feedback controller, u f b is the feedback term,
and u f f is the feedforward term of the control input u, yr is the reference (set-point) of the
output voltage y, ȳ is the measured output voltage, n is the measurement noise, and d is the
external disturbance [181,183]. The filter is the most critical element of the DOBC, which
is designed considering the robustness objective, as well as bandwidth limitations of the
feedback controller and the converter [196,197]. The filter design can also be extended for
converters of the NMP system class as described in details in [198–200]. Guidelines for the
filter design, in terms of bandwidth constraints of the disturbance rejector, are provided
in [201,202] for MP and NMP systems. To exploit the (partially) known nonlinear dynamics
of the converter during the design of the DOBC structure, improving the estimation and
cancellation of the disturbance, and thus the performance and robustness of the controller,
nonlinear DOBC (NDOBC) techniques have been developed [181,183]. Design guidelines
for full-order and reduced-order NDO in NDOBC structures were proposed in [203,204].
Ref. [205] proposed NDOBC suitable for matched and mismatched disturbances, rejecting
totally the disturbance and thus providing thus higher robustness of the closed-loop system,
while achieving the nominal performance. Higher-order NDO have also been proposed to
exploit more structure information of higher-order disturbances, and thus facilitate their
estimation and cancellation [181,183]. Ref. [206] presented a historical review of the main
developments of the DOBC models.
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Figure 19. Generic structure of disturbance observer-based control (DOBC) applied in a DC/DC
converter.

As mentioned in Section 2, (N)DO and disturbance cancellation actions have been
integrated into many baseline feedback controllers, forming (N)DOBC structures applied
for voltage control in DC/DC converters. The (N)DO provide total disturbance rejection,
and thus robustness enhancement, while keeping the nominal performance of the closed-
loop system of the converter. In many of these works, like in [39,84], the formulation
of the system with lumped disturbances in both dynamic equations of the converter
or its coordinate transformation, like in (5), allows the estimation of both matched and
mismatched disturbances affecting adverse the voltage regulation of the converter. This
is independent from the type of the observer (e.g., finite-time, I&I, etc.). The estimated
disturbances are then integrated directly in feedforward channels in the design of the
feedback controller (e.g., backstepping control, SMC) to cancel their effect on the controller
performance. In other cases, like in the DOBC structure of a buck converter in [207], a
compensation gain is needed for the feedforward term of the mismatched disturbance in
the final control law. In this work design guidelines through stability analysis are provided
for this gain.

Figure 20 depicts the generic structure of the ADRC. The extended state observer
(ESO) estimates the physical states of the converter together with the virtual state of the
total disturbance. The estimated total disturbance is rejected by the feedforward term of the
control input, passing through the disturbance cancellation block. The feedback term of the
control input is generated by the feedback controller, which regulates the estimated states
of the converter to the state reference trajectory provided by the tracking differentiator
(TD) [183,194]. Refs. [191,192,195] provided insight into the progression of the well-known
PID control to the ADRC structure. The intelligent PID (i-PID) control, where the poorly
known real converter plant is estimated through numerical differentiation or algebraic
parameter identification techniques and cancelled by the control law, can be considered as
precursor of the more general ADRC structure [208–210]. The ADRC can incorporate any
observer model for the estimation of the states and the total disturbance, and any baseline
feedback control model, such as those in Section 2, not only the error-based PID controller.
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Figure 20. Generic structure of active disturbance rejection control (ADRC) applied in a DC/DC
converter.

The ESO can be designed as linear or nonlinear, with the former presenting larger
convergence speed due to shorter computation but the latter presenting higher estimation
accuracy. Appropriate design of a time-varying gain of the ESO can also facilitate the
estimation accuracy [194]. The accepted noise sensitivity should be also considered as
restriction for the ESO design [211]. Ref. [212] enhanced the linear ESO (LESO) in a DC/DC
converter with a correction function, which can estimate a wider spectrum of frequencies of
the total disturbance. This offers a more accurate disturbance estimation for various forms
of disturbances common in the field of converters. Ref. [213] introduced the differential
signal of the total disturbance as a new state in the traditional LESO of a DC/DC converter,
achieving the tracking of the dynamics of the total disturbance and thus the improvement
of the estimation accuracy and speed. In a more advanced ADRC model of DC/DC
converter, Ref. [214] proposed a cascaded ESO based on a virtual decomposition of the
total disturbance, where each ESO level is responsible for estimating different frequency
range of the disturbance. In this way, the accurate estimation of the total disturbance is
achieved, while the measurement noise suppression is increased, opposite to the traditional
single-level high-gain ESO. This ADRC model with the cascaded ESO structure belongs
to the more general category of the composite hierarchical antidisturbance control, where
multiple disturbance rejector loops are used for rejecting different types of disturbances
such as stochastic noise and deterministic disturbances due to unknown parameters of the
converter filter. The guaranteed stability of such control structure is the main advantage,
with the high complexity due to the coupling of the disturbance rejector loops being the
major concern [181,183].

The TD offers a transient profile that the converter states should track. This reference
profile changes gradually and thus smoother, without step jumps. This allows for a
more aggressive control design, for example, with higher gains, while avoiding actuator
saturation [194,195]. In addition, since the state reference trajectory is obtained through
integration, it is less sensitive to noises [195]. Nonlinear TD can be applied for the generation
of more accurate state reference trajectory; however, linear TD performs better in the
presence of measurement noise [194]. Ref. [215] presented the design conditions of the
three components of the nonlinear ADRC that guarantee stability, disturbance rejection,
and reference tracking.

The original ADRC formulation, where the ESO is expressed in integral-chain form
(canonical form) and the disturbance cancellation is a direct feedforward term, without any
particular gain, is applicable only to converters of the MP system class and can reject only
matched disturbances [216,217]. A generalised ADRC model has been proposed, where the
ESO incorporates knowledge about the converter plant, and the disturbance cancellation
action includes a compensation gain. The former makes the generalised ADRC applicable
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also to the NMP systems, whereas the latter makes it suitable for also rejecting mismatched
disturbances [216–218]. Hence, the generalised ADRC is applicable to a wider class of con-
verter plants and disturbance types than the original ADRC, presenting advantages in terms
of disturbance rejection and performance of the closed-loop system of the converter [219].

The more general form of the nonlinear ADRC (NL-ADRC) exhibits, in most of the
cases higher robustness to disturbances and better dynamic performance than the linear
ADRC (L-ADRC). However, the tuning methods for NL-ADRC are limited in practical
applications, because they require significant design effort and time and usually ignore
physical limitations of the actuator, such as bandwidth and noise. Moreover, the theoretical
analysis is a difficult task in NL-ADRC [220]. Ref. [221] used the describing function method
to approximate the NL-ADRC with a linearised model, through the concept of the equivalent
gain, to analyse the stability, transient response, and reference tracking in frequency domain.
The L-ADRC is more transparent to practicing engineers, and thus much more applied in
DC/DC converters. For example, Ref. [222] applies a L-ADRC in a boost converter and
relates it to the precursor PI control, by comparing the two approaches through analysis of
the achieved disturbance rejection in frequency domain. Ref. [223] integrates a reduced-
order ESO to the proportional controller of a buck converter and analyses the robustness of
the control structure against model uncertainties in frequency domain. However, there are
still only few theoretical works for the analysis of the L-ADRC performance in the frequency
domain with which practising engineers are more familiar [224–226]. Ref. [220] compared L-
ADRC and NL-ADRC in terms of tuning ease, as well as stability and performance analysis.
To integrate the merits of the L-ADRC and NL-ADRC, it also proposed a switching control
scheme between L-ADRC and NL-ADRC and analysed its stability.

For promoting the application of NL-ADRC models in DC/DC converters, research ac-
tivities focus on the online tuning of the parameters. For this purpose, heuristics algorithms,
such as particle swarm or ant colony optimisation or fuzzy control, have been applied in the
ADRC structure of DC/DC converters for the online adaptation of the control parameters,
like in the case of the NL-ADRC structure of a bidirectional DC/DC converter in [227].
Further research for the online tuning of the ADRC parameters in DC/DC converters can
be inspired by such applications in the similar systems of induction motors and hybrid
active power filters [228–230]. Up until now, the NL-ADRC models applied in DC/DC
converters usually refer to the abstract mathematical formulation, whose performance
depends only on the tuning of the parameters. Although the ADRC approach allows and
even promotes the incorporation of well-analysed existing methods for the estimation
and control, as the general DUEA framework, there are only few works in which modern
methods of observer or feedback controller are integrated in the ADRC structure when
applied in DC/DC converters. For example, in [231] the NL-ADRC structure of a boost
converter consists of a backstepping feedback controller and a generalised proportional-
integral observer (GPIO). A reduced-order GPIO is also used in the ADRC model of a buck
converter in [232], to enable easier practical implementation comparing to the traditional
full-order ESO. In this work, the feedback controller consists of an optimal control with
output voltage prediction, which enables the inclusion of performance indexes in the design
of the ADRC voltage controller of the converter. Further research should be performed
in this direction so that the ADRC design for the converter control can take advantage of
the beneficial properties of modern control and estimation methods regarding accurate
and fast estimation, high inherent robustness, excellent transient response, and accurate
reference tracking. Motivation can be extracted from the successful application of such
ADRC structures in the similar systems of motors [233,234].

Although the ADRC is just a particular rendition of the DUEA methods, in the litera-
ture it is considered their spearhead, and in many works the concept of the DUEA (or DRC)
methods is communicated through the ADRC structure [186]. This is mostly because ini-
tially the DOBC structure was initially developed to deal with external disturbances of linear
time-invariant systems, although the same structure equally applies to model uncertainties
(internal disturbances) [182]. Still, the main difference between DOBC and ADRC lies on the
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different observers designed for the same lumped disturbance. By using the frame of the
ADRC, the DOB in the DOBC can be generalised for estimating the total disturbance for
nonlinear systems under certain conditions [235]. In that sense, ADRC is a more general
category of DUEA methods, which can stabilise a more general class of non-linear converter
systems, without setting strict mathematical constraints on the disturbances that can be
estimated and rejected.

3.4. Applications of Feedback Control Methods with Enhanced Robustness for Voltage Regulation
in DC/DC Converters

To provide an overview of the control structures for the robustness enhancement of
the baseline feedback controllers, the applications for the voltage regulation in DC/DC
converters are summarised in this section. Tables 3 and 4 list the applications of adaptive
control and DOBC, respectively, discussed in Sections 2 and 3 according to the applied
baseline feedback controller. This categorisation makes clear which feedback control
methods are more suitable for the integration of adaptive mechanisms or disturbance
observers. It should be mentioned that the cited applications can be found also in Table 2,
as solutions for low robustness of the different feedback control methods. Therefore, the
combined information from all tables can provide an overview of the scenario of each
application in terms of type of converter and its control structure, including the applied
baseline feedback controller and the adopted approach for the robustness enhancement.

Table 3. Adaptive control applications for the voltage regulation in DC/DC converters.

PBC Backstepping SMC Synergetic H∞ MPC

[45,46] [68,69]
[70,71]

[73,86]
[87,98]

[115,116]
[117]

[140] [158]

Table 4. DOBC applications for the voltage regulation in DC/DC converters.

DOBC PBC Feedback
Linearisation Backstepping SMC

DOB [62,63]

NDOB
[40,43,44]
[45,48,49]

[39]
[55]

[64–66]
[61,67,70]

[74]

[82,88,89]
[84,90,101]

[102]

Table 4 categorises also the DOBC applications to linear and non-linear structures.
Similar categorisation is presented in Table 5 for the ADRC applications. It becomes clear
that the NDOBC dominates the applications for the voltage regulation in DC/DC converters
in comparison to DOBC, due to its better performance as discussed in Section 3.3. However,
this is not valid in the case of the ADRC applications. Thanks to its simplicity in tuning and
analysis, L-ADRC is still widely used in the real practice, although NL-ADRC outperforms,
as mentioned in Section 3.3. More research is required in the area of NL-ADRC, to make
clear its benefits, as discussed above.

Table 5. ADRC applications for the voltage regulation in DC/DC converters.

L-ADRC NL-ADRC

[212,213]
[222,223]

[214,227]
[231,232]

The robust control is directly related toH∞ optimal control. Therefore, the applications
of the robust control for the voltage regulation in DC/DC converters are not mentioned
again here, as they can be found directly in Table 2 in the section ofH∞ optimal control.
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3.5. Comparison of Approaches for Enhancement of Robustness of Modern Feedback Control

The three approaches for the robustness enhancement present differences in their
concept. Instead of adjusting the baseline feedback controller to the disturbances, similar
to in adaptive control, in the DUEA approach the real converter plant is adjusted to what
the feedback controller is designed for, i.e., the “disturbance-free” enforced plant (nominal
converter model). Instead of trying to incorporate robustness objectives and disturbance
models into the design of the baseline feedback controller, similar to in the robust control,
the DUEA approach, tries to disregard the disturbances of the real converter plant for
the feedback control design [182,186]. Therefore, in the DUEA approach, the focus of the
control design for the converter is not on the accurate system identification or the high-
fidelity converter and disturbance modelling, similar to in the model-based approaches of
adaptive and robust control, but on the disturbance rejector design. There is a paradigm
difference between the model-centric adaptive or robust control and the disturbance-centric
DUEA approach [182].

With regard to the achieved disturbance rejection and the recovery of the nominal
performance, the DUEA approach lies between the robust and the adaptive control, as
illustrated in Figure 21, similarly to conclusions in motor drives [184]. As it can be observed,
the DUEA approach might not manage to handle all disturbances appearing in the real
converter plant. Therefore, it does not present so high robustness compared to the robust
control, which is designed to achieve the highest possible robust stability and performance,
by rejecting all defined disturbances. However, the DUEA approach presents promising
inherent robustness too, thanks to the total disturbance estimation and rejection, and thus
it can be regarded as a “refined” robust control approach [184]. On the other hand, it
can maintain the nominal performance, as the feedback controller is designed for the
disturbance-free nominal converter model. This is opposite to the robust control, where
the nominal performance is sacrificed for the robustness, due to the fixed conservative
design according to the worst disturbance. In practice, this means that the converters, which
operate, in most of their operational time, close to their nominal operating point, will usually
present degraded performance when robust control is applied. In the case of the DUEA
application, this issue does not occur. In addition, the robustness of the existing adaptive
control techniques against model uncertainties is low, since the adaptive mechanism is
highly converter-model-dependent, as discussed in Section 3.1. On the contrary, the DUEA
techniques manage to reject such disturbances as part of the total disturbance. As a result,
adaptive controllers might become unstable due to unmodelled high-order dynamics of
the converter, whereas the DUEA techniques maintain good performance.

Nominal 
Converter Model

Nominal Performance

Disturbances

DUEA

Robust 
Control

Adaptive 
Control

Figure 21. Comparison of adaptive control, robust, control and DUEA with regard to disturbance
rejection and recovery of nominal performance.
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4. Discussion

The reviewed papers in the previous sections prove that there is a lot of progress
in the application of these modern control methods in the voltage regulation of DC/DC
converters. However, there are still aspects that need further investigation with regard
to the design and development of the control methods, the theoretical analysis of these
models and their implementation and execution in the hardware of the converter.

On the direction of new developments, further research is needed for the combination
of different approaches and techniques, to leverage on the advantages of all involved
components, while cancelling their disadvantages. The development of robust adaptive
control models is still an open research question, by making the adaptive mechanisms
actually model-independent. The integration of artificial intelligence techniques in the
control of converters is a fertile research area, which can yield solutions towards the
robustification of the existing adaptive control schemes. On the other hand, adaptation
of robust control is required to relax its conservative design. Research should be focused
on the inclusion of adaptation mechanisms in the robust control for the online modelling
of the converter with the related disturbances, to avoid worse-case gain design. In the
area of DUEA, new designs should be developed, by combining different observers with
different feedback controllers. This will make the DUEA models more appealing for certain
applications, where certain control or estimation methods present advantages. Moreover,
the comparison of different DUEA techniques and models should be widely promoted,
since it can reveal similarities in methods and possibilities of exchange of components
between the different models, according to the control objectives of each application.

In the area of the theoretical analysis of the modern control models, the development
of new tools for the analysis in the frequency domain is required in almost all cases of the
aforementioned control methods. This will provide to the practicing engineers a better
understanding of their benefits and potential for the effective voltage regulation in DC/DC
converters. The research in this area should focus on the derivation of guidelines for a
systematic design of the converter controllers. Moreover, research effort should be put on
the theoretical proof of the properties of the control models, which will enable their wider
adoption in the field of converter control.

Regarding implementation and execution aspects, the complexity of the modern
control methods and the resulted computational burden are challenging factors to make
them feasible control solutions for DC/DC converters. The issue will become more and
more critical, as the control structures will become more complex with the integration of
more advanced components, e.g., artificial intelligence. Although there is huge progress in
the field of microprocessors for the control execution, there are still open questions requiring
further research. Apart from new developments in high-speed computing technology,
advancements in software (solver algorithms) are required, to enable the solution of the
control equations in lower computational burden and thus the effective execution in high-
bandwidth hardware.

The research in these areas can lead to better performance of the modern contro
methods and easier implementation, rendering them more promising solutions than the
common industrial practice of PID control.

5. Conclusions and Future Work

This paper provides an overview of modern feedback control methods for the voltage
regulation in DC/DC converters of DC microgrids. The fundamental theory of each control
method is provided, by presenting its concept and properties. The advantages and limitations
of the methods when applied in the DC/DC converters are discussed, with regard to the
following indicators: required fidelity of the nominal converter model, the applicability to
different classes of the converter system, the achieved recovery of the nominal performance
in the real converter, the type of disturbances that can be rejected, the computational
complexity, the control effort and ease of the implementation in the converter hardware.
Recent application trends and open research questions for overcoming the limitations and
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improving the performance are also mentioned. A comparison of the feedback control
methods is provided, which can be useful for the selection of the suitable method according
to the performance requirements of the DC/DC converters in the DC microgrid. The low
robustness against converter model uncertainties and external disturbances is found to be
a major issue in all feedback control methods, to different extent at each. This is critical
challenge for the performance of the DC/DC converter, whose operation is subject to
disturbances, as the operating point changes continuously, due to variations at the load and
input source, and the conditions of the DC systems alter with the increasing integration
of converters and their connection/disconnection in the network. For the enhancement
of the robustness, three approaches are reviewed, namely the adaptive control, the robust
control and the DUEA framework, by providing their principles and common structures
for their application in DC/DC converters. These approaches are also compared with
regard to the achieved robustness enhancement and the relevant cost of the nominal
performance degradation. The DUEA is found to be the most promising approach for
converter applications, managing a good balance between nominal performance recovery
in the real converter and high robustness against disturbances, through a flexible design of
low complexity, opposite to most existing robust and adaptive control models.

This work reviews research on the voltage regulation in DC/DC converters. The
majority of the examples presented here refer to buck, boost or buck/boost converters, as
these present a simple switch configuration, which does not impose particular requirements
for the control design. Hence, from the viewpoint of control, such a DC/DC converter
type acts as a general plant. The control methods are discussed for their applicability and
performance in this general plant of the DC/DC converter. This overview can provide
recommendations for the application of the control methods in any DC/DC converter
type. The deep insight in the principles of the control methods, offered in this paper,
makes possible any needed adjustment in their structure, for incorporating additional
control objectives or practical restrictions related to the certain DC/DC converter type
of each application. Moreover, the understanding of the advantages and limitations of
the reviewed control methods can facilitate the selection of the suitable solution for other
control problems in DC/DC converters, like current or power control. In addition, this
overview can provide useful recommendations for the control design for the voltage
regulation in AC/DC converters, as the control objectives and practical restrictions are
similar as in the DC/DC converters discussed here. Furthermore, this review can suggest
possible control solutions for motor drives and active power filters, which are systems
similar to the DC/DC converters.
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