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Abstract: Accurately predicting power load is a pressing concern that requires immediate attention.
Short-term load prediction plays a crucial role in ensuring the secure operation and analysis of
power systems. However, existing research studies have limited capability in extracting the mutual
relationships of multivariate features in multivariate time series data. To address these limitations,
we propose a multi-dimensional time series forecasting framework called TS2ARCformer. The
TS2ARCformer framework incorporates the TS2Vec layer for contextual encoding and utilizes the
Transformer model for prediction. This combination effectively captures the multi-dimensional
features of the data. Additionally, TS2ARCformer introduces a Cross-Dimensional-Self-Attention
module, which leverages interactions across channels and temporal dimensions to enhance the
extraction of multivariate features. Furthermore, TS2ARCformer leverage a traditional autoregressive
component to overcome the issue of deep learning models being insensitive to input scale. This also
enhances the model’s ability to extract linear features. Experimental results on two publicly available
power load datasets demonstrate significant improvements in prediction accuracy compared to
baseline models, with reductions of 43.2% and 37.8% in the aspect of mean absolute percentage error
(MAPE) for dataset area1 and area2, respectively. These findings have important implications for the
accurate prediction of power load and the optimization of power system operation and analysis.

Keywords: multivariate time series; load prediction; TS2Vec; transformer; attention

1. Introduction

Electricity is an indispensable component of our daily lives, playing a vital role in
powering various aspects of modern lifestyles. Ensuring the stable and reliable operation
of power systems is a key objective for electric power companies. To achieve this, a
dynamic balance between electricity supply and demand must be maintained, efficiently
meeting the energy needs of consumers without interruption. Accurate load forecasting
is fundamental to achieving this dynamic balance and holds significant practical value
for power companies. It enables cost reduction, improved efficiency, and contributes to
the realization of “dual-carbon” goals in the power system transformation. Short-term
load forecasting (STLF) has been widely applied in recent years as a time series forecasting
problem [1,2]. This article focuses primarily on short-term load forecasting, aiming to
construct a multidimensional time series model using historical load data and relevant
influencing factors to predict the load for the next day.

Recently, deep learning-based methods have gained popularity in power load forecast-
ing due to the development of deep learning techniques and the availability of abundant
data. These methods leverage neural networks and other deep learning models to capture
complex load patterns and correlations with relevant factors, aiming to improve prediction
accuracy. For example, Kong et al. [3] used LSTM for short-term load prediction, but it
struggles with long input sequences, diluting historical information and losing sequence
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details. Future information, such as weather data, is also overlooked. Lu et al. [4] explored
relationships in data using GRU and proposed a multi-energy coupling short-term load
forecasting model. Liu et al. [5] used LSTNet to predict short-term electricity load. This neu-
ral network is adept at capturing the long-term relationships among multiple variables and
extracting both highly nonlinear long-term and short-term characteristics, as well as linear
characteristics, from the data. Zhang et al. [6] combined AR’s interpretability with LSTM’s
predictive capability, successfully applying it to forecast COVID-19 cases with promising
outcomes. Bai et al. [7] introduced TCN, which incorporates convolutional layers to handle
sequential data, achieving better performance on certain tasks. Guo et al. [8] proposed
a hybrid model that combines CEEMDAN and TCN with adaptive noise for time series
prediction. To account for external factors such as price, weather, and calendar, studies have
explored incorporating this information into short-term load forecasting (STLF) models [9].
However, limited research has been conducted on analyzing the dimensional relationships
between electrical loads and exogenous data as a multivariate time series. Improving the
feature analysis can enhance the accuracy of deep learning-based STLF models. Multiple
time series prediction tasks have also been explored, such as the combination of Transformer
and other models for traffic graph prediction [10] and the use of deep learning methods
to predict highway passenger volume [11]. Kim et al. [1] proposed a novel approach for
extracting features from multivariate time series data, including electrical load and related
data. Their framework consists of two processes: tagging and embedding. These processes
identify patterns within the data and capture their temporal and dimensional relationships.
Thorough experimentation demonstrated impressive performance in short-term electrical
load forecasting. However, these methods face challenges and room for improvement in
encoding and modeling multiple features. Traditional deep learning methods often have
low encoding efficiency and overlook the interrelationships between different features.
Moreover, deep learning models are insensitive to input scale, limiting their adaptability
and accuracy for the periodic variations in power load data.

These research methods primarily focus on long- and short-term forecasting tasks
in the time domain, neglecting the interrelationships among multidimensional features
in power load data. This results in inefficient encoding of multidimensional data using
traditional deep learning methods. Analysis of electricity load data has revealed a clear cor-
relation between meteorological data and electricity load forecasting (as shown in Figure 1).
Building on the findings of Hernández et al. [12], their discovery of the relationship between
meteorological variables and electric power demand through experiments underscores
the importance of taking this correlation into account when conducting electricity load
forecasting within the context of a smart grid. However, existing models such as LSTM
only consider temporal dependencies and fail to fully capture the interrelationships among
multidimensional features, limiting their accurate modeling of multidimensional informa-
tion. Additionally, deep learning models struggle to adapt to the varying periodicity of
power load data due to their fixed input scale. Power load data exhibit different cyclic
patterns, such as seasonal variations or holidays, and traditional deep learning models lack
the flexibility to adapt to such changes, leading to inaccurate predictions.

To address these challenges, this paper proposes a novel framework for short-term load
prediction named TS2ARCformer, comprising TS2Vec, Transformer, and AR components.
TS2ARCformer leverages the TS2Vec layer [13] to embed the original time series data,
transforming it into higher-dimensional feature vectors. These feature vectors capture
more abstract information, enabling a better representation of long-term dependencies
and periodic variations in the time series data. For prediction tasks, the encoded data are
fed into the Transformer model, where a Cross-Dimensional-Self-Attention mechanism is
introduced to enhance the utilization of inter-task correlations. The Cross-Dimensional-
Self-Attention considers both the internal dependencies within the electricity load sequence
and the dependencies with other relevant tasks, effectively extracting multidimensional
feature information from the data. Additionally, an autoregressive (AR) component is
incorporated to independently forecast the electricity load, thereby improving the model’s
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short-term prediction capability. Compared to conventional methods, the TS2ARCformer
demonstrates significant performance advantages. To sum up, the contributions of this
paper are shown as follows:

• Efficient Multi-Dimensional Encoding. We incorporate the TS2Vec layer into the
multi-dimensional time series forecasting task to improve the encoding efficiency of
diverse features;

• Enhanced Interdependency Learning. By introducing a Cross-Dimensional-Self-Attention
mechanism to the Transformer model, we enable better exploration of interdependencies
among multi-dimensional features, enhancing the model’s learning capabilities;

• AR Integration for Scale Sensitivity. To address the insensitivity of traditional deep
learning models to input scale, we integrate an autoregressive (AR) component into
our framework, enhancing the model’s ability to extract linear features and adapt to
varying input scales;

• Comprehensive analysis and validation of TS2ARCformer.The proposed TS2ARCformer
model’s predictive performance is thoroughly analyzed and validated, providing in-
sights into its effectiveness for power load forecasting.

The remainder of this paper is structured as follows: Section 2 provides a description
of the related work. The methodology of this is presented in Section 3. Section 4 introduces
the dataset used for the case study and analyzes and compares the results. Lastly, Section 5
provides a summary of the paper.
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Figure 1. Impact of Meteorological Data on Load.

2. Related Work

Currently, both domestic and international research on electricity load forecasting
methods can be roughly categorized into three types: (1) traditional methods, (2) machine
learning methods, and (3) deep learning methods. Traditional electricity load forecasting
methods include multivariate linear regression [14], Kalman filtering [15], exponential
smoothing models [16], etc. These methods utilize historical load data to predict future
loads and consider the temporal nature of the data. However, they have limited capability
in handling nonlinearity. Machine learning methods encompass techniques such as random
forests [17], support vector machines [18], and artificial neural networks [19]. By incorpo-
rating machine learning algorithms, these methods address the nonlinear relationships
among data effectively. However, they still have limitations in fully utilizing the tempo-
ral information in time series data. In recent years, deep learning-based methods have
been widely applied in short-term load forecasting [20]. Commonly used deep learning
models such as RNN [21], LSTM [22], and GRU [23] have been widely adopted. However,
when dealing with long time series data, these models may suffer from issues such as ex-
ploding or vanishing gradients, insufficient exploitation of nonlinear relationships among
sequential data, and difficulty in capturing long-term dependencies between sequences.
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Moreover, these models often require sequential data input, leading to low training effi-
ciency. Therefore, there is a need to explore more innovative and efficient deep learning
models to address these challenges. Dong et al. [24] proposed a short-term load forecasting
method that combines k-means clustering and CNN to accommodate large-scale power
load data. The high-order features extracted by CNN were found to effectively improve
the accuracy of load forecasting. Park et al. [25] proposed a load forecasting method based
on the Long Short-Term Memory (LSTM) neural network, utilizing load feature decom-
position techniques to predict the load of the previous day. Rafi et al. [26] introduced a
combined approach using Convolutional Neural Networks (CNN) and Long Short-Term
Memory (LSTM) networks for short-term load forecasting. This network performed well
in short-term load forecasting tasks but had limitations in handling inputs and outputs
of different lengths. While LSTM can handle long and short-term dependencies to some
extent, issues such as dilution of historical information and loss of sequential informa-
tion still persist when the input sequence is too long. To address this problem, a novel
sequence-to-sequence (Seq2Seq) structure was first applied to load forecasting tasks by
Gong et al. [27]. Wu et al. [28] proposed a hybrid neural network model, GRU-CNN, which
combines the GRU model with the CNN model.

The Transformer model [29], as a novel deep learning model, has gradually been
applied in various fields such as speech recognition, image recognition, and machine
translation. Recently, research has shown that the Transformer model has better poten-
tial in capturing long-term dependencies [30]. Some scholars have attempted to apply
the Transformer model to time series forecasting and achieved promising results [31].
Guo et al. [32] constructed an attention-based spatiotemporal graph network for traffic
flow prediction, where the attention mechanism is implemented using the Transformer
model. L’Heureux et al. [33] proposed a Transformer-based load forecasting architecture
by modifying the NLP Transformer workflow, introducing n-space transformations, and
designing a new technique for handling contextual features. Zhao et al. [34] proposed a
novel model based on the Transformer network to provide accurate load forecasting for the
previous day. The model includes a similar day selection method involving LightGBM and
k-means algorithms. Compared to traditional RNN-based models, the proposed model can
avoid falling into local minima and outperform global search. Koohfar et al. [35] employed
the Transformer model to predict electric vehicle charging demand for short-term and
long-term forecasting of electric vehicle charging load. The performance of the model was
evaluated using RMSE and MAE. The results demonstrated that the Transformer model
outperformed other models in both short-term and long-term forecasting, showcasing its
ability to address time series problems, particularly in electric vehicle charging prediction.
Li et al. [36] proposed a novel hybrid neural network, FDG-Transformer, which combines
the GRU, LSTM, and multi-head attention (MHA) Transformer. The integrated Transformer
network can encode the varying weights of the influence from each past time step to
the current time step, thus establishing a time series model at a deeper granularity level.
Wang et al. [29] developed a multi-task model, MultiDeT (Multi-Decoder Transformer),
which employs a single encoder-multiple decoder structure to achieve a multi-task archi-
tecture and jointly predicts multi-energy loads. Ran et al. [37] proposed a hybrid model
that combines complete ensemble empirical mode decomposition with adaptive noise
(CEEMDAN), sample entropy (SE), and Transformer.

In summary, compared to LSTM and GRU, Transformer model can better handle time
series relationships, capturing long-term dependencies, and uncovering latent features.
However, traditional Transformers overlook correlations between data dimensions, limiting
their use with multivariate data and complex relationships. To address these issues, we
propose a Cross-Dimensional-Self-Attention mechanism to enhance feature extraction and
improve anomaly handling in the Transformer model.
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3. Materials and Methods
3.1. Preliminary

We represent the multi-dimensional time series prediction task as a function approxi-
mation problem. Given historical observed data XT = {y1, y2, . . . , yT} ∈ RT×S, where
each column yt ∈ RS represents the values of S-dimensional variables at different time steps,
our goal is to predict the future signal sequence Y′ = {yT+1, yT+2, . . . , yT+h} ∈ Rh×1

by learning a function f . Here, h represents the desired prediction time horizon, and
the predicted Y′ corresponds to the one-dimensional electricity load value sequence that
we need.

We represent the function f as a mapping relationship: Y′ = f (XT), where f is a
function that maps the input matrix XT to the output sequence Y′. The objective of this
function is to capture patterns and dependencies in the historical observed data and apply
them to future predictions.

In the modeling process, we can select various deep learning models such as RNNs,
LSTMs, CNNs, or Transformers to capture features and patterns from historical data.
These models enable us to forecast future time steps of the signal by learning from
past observations.

3.2. Overview

The overview of TS2ARCformer is depicted in Figure 2, offers several advancements
over current methods for load forecasting. By utilizing the TS2Vec layer, TS2ARCformer
effectively captures temporal features and maps them to a high-dimensional space. Further-
more, it combines the predictions of the autoregressive (AR) component and the enhanced
Transformer model, harnessing their individual strengths. The AR component enhances
the model’s ability to capture temporal features, dependencies, and contextual information.
Meanwhile, the Cross-Dimensional-Self-Attention module employed by the enhanced
Transformer model enables a comprehensive consideration of relevant information in
time series data, resulting in more accurate load forecasting This integration of the Cross-
Dimensional-Self-Attention module enhances the Transformer model’s expressive power
and generalization ability for the task of electricity load prediction.
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3.3. Framework

In this section, we will provide detailed information about each module involved in
the model.

3.3.1. TS2Vec Layer

TS2Vec layer is a neural network-based method that generates embeddings for time
series data, transforming time features into a high-dimensional space. Similar to word em-
bedding layers in NLP, TS2Vec layer provides a stable representation of timestamps through
contrastive learning, improving performance. The universal framework of TS2Vec learns
time series representations by comparing sequences to identify hierarchical features and
comparing timestamps within sequences to identify temporal features. The essence of se-
quence learning is maximizing the utilization of historical data. Let us assume we have N
sets of time series {X1, X2, ..., Xk} as input, where each set Xi = {y1, y2, . . . , yT} ∈ RT×S .
After using the TS2Vec layer, the output will consist of N sets of representation vectors
{R1, R2, ..., Rk}. Each vector’s feature dimension is denoted as F, indicating that the dimen-
sion of a set of representation vectors is F × T. Thus, each set of representation vectors
Ri = {r1, r2, . . . , rT} ∈ RT×F. The network model fθ of TS2Vec consists of three parts: an
input mapping layer, a timestamp masking layer, and an expanded convolution module;
that is, Ri = fθ(Xi). The TS2Vec layer incorporates various modules to capture temporal
information and enhance data feature learning. It leverages dilated convolutional layers
for robust feature extraction and employs temporal contrastive loss and instance-wise
contrastive loss for comprehensive learning. These contrastive learning techniques enable
the model to capture specific load data features and dynamic trends over time, facilitating
information expression at multiple scales. By effectively capturing temporal features, the
TS2Vec layer is well-suited to handle random, complex nonlinear, and multiscale changes
in power load-related time series. Leveraging these advantages, we integrate the TS2Vec
layer into our hybrid deep learning model. This integration allows for improved extraction
of temporal features and simplifies data processing, contributing to more accurate load
forecasting. The basic structure of TS2Vec layer is shown in Figure 3. The TS2Vec layer is
capable of handling multivariate time series data as input. It encodes the multivariate data
into multidimensional feature vectors using its encoder. These encoded feature vectors
are then passed to the Hierarchical Contrasting component for contrastive learning. This
process enables the model to capture and represent complex patterns and relationships
present in the multivariate time series data.

Energies 2023, 16, x FOR PEER REVIEW 7 of 23 
 

 

features and simplifies data processing, contributing to more accurate load forecasting. The 
basic structure of TS2Vec layer is shown in Figure 3. The TS2Vec layer is capable of handling 
multivariate time series data as input. It encodes the multivariate data into multidimen-
sional feature vectors using its encoder. These encoded feature vectors are then passed to 
the Hierarchical Contrasting component for contrastive learning. This process enables the 
model to capture and represent complex patterns and relationships present in the multivar-
iate time series data. 

 
Figure 3. The structure of the TS2Vec Layer. 

For iX , randomly select its two subsequences with overlapping parts. It is expected 
to obtain consistent context expression from overlapping features. Let i  be the index of 
the input time series sample and t  be the timestamp. Then ,i tr  and ,i tr′  denote the rep-
resentations for the same timestamp t  but from two argumentations of iX . The tem-
poral contrastive loss for the -thi  time series at timestamp t  can be formulated as: 

( ) ( )( )
, ,

, , [ ] ,

( , )

,

exp

xe

( )
log

p exp
ti t

temp
t t t t

i t i

i t i i t i

r r

r rt r r

′

≠′ ′ ′
′′

⋅

⋅ +
= −

⋅


∑ ∈Ω 
 (1) 

where Ω  is the set of timestamps within the overlap of the two subseries, and   is the 
indicator function. 

The instance-wise contrastive loss indexed with ( , )i t  can be formulated as: 

( )
( ) ( )( )

, ,( , )

, , [ ] , ,
1

exp
log

exp exp

i t i ti t
inst B

i t j t i j i t j t
j

r r

r r r r

′

′
≠

=

⋅
= −

⋅ + ⋅



 (2) 

where B denotes the batch size. We use representations of other time series at timestamp 
t  in the same batch as negative samples. 

The overall loss is defined as: 

( , ) ( , )

t

1 ( )i t i t
dual temp instiNT

= + ∑∑  (3) 

3.3.2. AR (AutoRegressive Component) 
In the paper [38], a model called LSTNet is proposed, which enhances the robustness 

of nonlinear deep learning models to scale violations in time series data by introducing a 
traditional auto-regressive linear component alongside the nonlinear neural network 
component. This model also improves the accuracy of short-term forecasting. Building 
upon this idea, we introduce the auto-regressive component into the Transformer model. 

Figure 3. The structure of the TS2Vec Layer.



Energies 2023, 16, 5825 7 of 22

For Xi, randomly select its two subsequences with overlapping parts. It is expected
to obtain consistent context expression from overlapping features. Let i be the index
of the input time series sample and t be the timestamp. Then ri,t and r′ i,t denote the
representations for the same timestamp t but from two argumentations of Xi. The temporal
contrastive loss for the i−th time series at timestamp t can be formulated as:
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3.3.2. AR (AutoRegressive Component)

In the paper [38], a model called LSTNet is proposed, which enhances the robustness
of nonlinear deep learning models to scale violations in time series data by introducing
a traditional auto-regressive linear component alongside the nonlinear neural network
component. This model also improves the accuracy of short-term forecasting. Building
upon this idea, we introduce the auto-regressive component into the Transformer model.
Due to the significant fluctuation in power load data, conventional deep learning models
may not be sensitive enough to local extreme changes. To address this issue, we decompose
the final prediction of power load into a linear component (focused on local scale issues)
and the non-linear component of the Transformer. In the architecture of the load forecasting
model, we employ the classical auto-regressive (AR) component as the linear component.
The AR component can be represented by the following parameters:

hL
t =

qar−1

∑
k=0

War
k yt−k + bar (4)

Among them, hL
t is the predicted value of the AR component, which has a dimension

of n. qar is the size of the input window on the input matrix. War represents the weight
assigned by the AR component to each linear component, with a dimension of qar, and bar

is the bias value of the linear autoregressive component.
We utilize hT

t to denote the output of the predictive component of the Transformer model.
Ŷt signifies the ultimate predicted electricity load value, and Ŷt can be represented as:

Ŷt = hT
t + hL

t (5)

3.3.3. Transformer Model

The Transformer model, initially developed for natural language processing, can also
be effectively applied to multivariate time series prediction. By treating each element at
each time step of the time series as a word embedding input, the Transformer leverages its
superior ability for parallelization and modeling long-term dependencies, surpassing tradi-
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tional recurrent neural networks (RNNs). This makes it particularly suitable for handling
complex multivariate time series data, such as electric load data. The core structure of the
Transformer accommodates this data type by employing multiple encoding layers com-
prising components such as multi-head attention, feed-forward fully connected, residual
connections, and normalization layers. These layers collectively capture the interdependen-
cies and interactions across different dimensions of the multivariate time series. Through
the utilization of self-attention, the model identifies crucial features and relationships within
the input sequence. In the decoding phase, the Transformer incorporates similar layers,
including an additional multi-head attention layer, enabling it to consider both the encoded
representations and past predictions, resulting in accurate forecasts for future values. By
leveraging attention mechanisms, non-linear transformations, and residual connections, the
Transformer effectively captures intricate dependencies and patterns within multivariate
time series data, making it a powerful tool for various forecasting tasks. The component of
the Self-Attention is illustrated in the following Figure 4.

Energies 2023, 16, x FOR PEER REVIEW 8 of 23 
 

 

Due to the significant fluctuation in power load data, conventional deep learning models 
may not be sensitive enough to local extreme changes. To address this issue, we decom-
pose the final prediction of power load into a linear component (focused on local scale 
issues) and the non-linear component of the Transformer. In the architecture of the load 
forecasting model, we employ the classical auto-regressive (AR) component as the linear 
component. The AR component can be represented by the following parameters: 

1

0

ar

t k

q
L ar ar
t k

k
h W y b

−

−

=

= +  (4) 

Among them, L
th  is the predicted value of the AR component, which has a dimen-

sion of n. arq  is the size of the input window on the input matrix. arW  represents the 
weight assigned by the AR component to each linear component, with a dimension of arq

, and arb  is the bias value of the linear autoregressive component. 
We utilize T

th  to denote the output of the predictive component of the Transformer 
model.  tY  signifies the ultimate predicted electricity load value, and  tY  can be repre-
sented as: 

 T L
t t tY h h= +  (5) 

3.3.3. Transformer Model 
The Transformer model, initially developed for natural language processing, can also 

be effectively applied to multivariate time series prediction. By treating each element at 
each time step of the time series as a word embedding input, the Transformer leverages 
its superior ability for parallelization and modeling long-term dependencies, surpassing 
traditional recurrent neural networks (RNNs). This makes it particularly suitable for han-
dling complex multivariate time series data, such as electric load data. The core structure 
of the Transformer accommodates this data type by employing multiple encoding layers 
comprising components such as multi-head attention, feed-forward fully connected, re-
sidual connections, and normalization layers. These layers collectively capture the inter-
dependencies and interactions across different dimensions of the multivariate time series. 
Through the utilization of self-attention, the model identifies crucial features and relation-
ships within the input sequence. In the decoding phase, the Transformer incorporates sim-
ilar layers, including an additional multi-head attention layer, enabling it to consider both 
the encoded representations and past predictions, resulting in accurate forecasts for future 
values. By leveraging attention mechanisms, non-linear transformations, and residual 
connections, the Transformer effectively captures intricate dependencies and patterns 
within multivariate time series data, making it a powerful tool for various forecasting 
tasks. The component of the Self-Attention is illustrated in the following Figure 4. 

Q K V

Matmul 

Scale

Softmax

Matmul 

Linear Linear Linear

Q K V

Scaled Dot-Product Attention 

Concat

Linear

h

h
Mask(opt.)

 
Figure 4. Multi-Head Self-Attention Component. Figure 4. Multi-Head Self-Attention Component.

The Multi-Head Self-Attention in the encoding layer can be represented as follows:

Multihead(H) = concat(head1, ..., headh)WO (6)

headi = so f tmax(
QKT
√

dk
V) (7)

where Q, K, and V are query, key, and value vectors, respectively, used to calculate the
attention and taken from the input matrix, Wo refers to the weight matrix of the linear
layer. Given that h is the number of heads and dk represents the dimensionality of the
attention heads.

3.3.4. Cross-Dimensional-Self-Attention Module

In the paper [39], a method called Cross-Shaped Self-Attention mechanism is proposed,
which allows for the simultaneous calculation of attention weights in both horizontal and
vertical directions. This method has shown promising performance in the field of computer
vision. Motivated by this idea, we introduce the Cross-Dimensional-Self-Attention module
into the Transformer model for time series forecasting.

The Cross-Dimensional-Self-Attention mechanism allows for simultaneous attention
to both the positional relationships within the sequence data and the correlations across
different dimensions, achieving the goal of global attention. By introducing the Cross-
Dimensional-Self-Attention mechanism, we can capture complex associations between
different dimensions of the multivariate data and enhance the richness of feature represen-
tations. This improvement enables the model to better understand and utilize the feature
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information in multivariate time series data, thereby improving prediction accuracy. Fur-
thermore, the Cross-Dimensional-Self-Attention mechanism helps mitigate the interference
of outliers on the prediction results, enhancing the robustness of the model. Therefore, by
introducing the Cross-Dimensional-Self-Attention mechanism, we can better capture the
intrinsic relationships and feature representations in multivariate time series forecasting
tasks, leading to improved model performance.

We have proposed an enhanced Transformer model by integrating the Cross-
Dimensional-Self-Attention mechanism with the Transformer. Cross-Dimensional-Self-
Attention mechanism enables Transformer to attend to both the positional relationships
within the sequence data and the correlations across different dimensions, achieving
a comprehensive global attention. This mechanism captures complex associations be-
tween different dimensions of the multivariate data, enriching the feature representa-
tions. Consequently, the model gains a better understanding of the feature information
in multivariate time series data, resulting in improved prediction accuracy. Addition-
ally, the Cross-Dimensional-Self-Attention mechanism helps mitigate the impact of out-
liers on the prediction results, enhancing the model’s robustness. By incorporating the
Cross-Dimensional-Self-Attention mechanism, we can effectively capture intrinsic rela-
tionships and feature representations in multivariate time series forecasting tasks, leading
to superior model performance. Figure 5 provides a comparative analysis of different
attention mechanisms.

Energies 2023, 16, x FOR PEER REVIEW 10 of 23 
 

 

 
Figure 5. Comparing Various Attention Mechanisms. 

Figure Description: The figure illustrates different attention mechanisms and their re-
spective attention scopes. The red and blue dots represent the values of a specific dimension 
at a certain time step. The corresponding light-colored blocks represent the attention range 
of the current element, indicating which elements it attends to within its local context. The 
green color represents the global attention scope, indicating that the element attends to all 
elements across different dimensions and time steps. The introduction provided is as fol-
lows: 
1. Temporal Self-Attention (Vertical Weight Allocation) + Multivariate Self-Attention 

(Horizontal Weight Allocation) ≈ Global Attention Allocation. 
2. Global Self-Attention (Weight Allocation Across the Entire Sequence) (Disadvantage: 

The model becomes complex, especially for long forecasting tasks, its complexity be-
comes intolerable). 

3. Temporal Self-Attention (Weight Allocation Along the Temporal Axis) (Disadvantage: 
Lack of vertical attention span, resulting in information loss and lower accuracy). 
Let us assume that our input data is a matrix X, which represents encoded multivariate 

time series data. In this matrix, n represents the number of dimensions (features) horizon-
tally (multivariate features), and t represents the number of dimensions vertically (temporal 
features). The process of the Cross-Dimensional-Self-Attention module can be described as 
follows: 

( )
T

h h
h h

k

Q KZ softmax V
d

=  (8) 

( )
T

v v
v v

k

Q KZ softmax V
d

=   (9) 

  + h v
T
t Zh Z=  (10) 

In this context,  T n
hQ R ×∈ ,  T n

hK R ×∈  and  T n
vV R ×∈  are obtained through linear 

transformations of the input data X, while the  T n
hQ R ×∈ ,  T n

hK R ×∈  and  T n
vV R ×∈  are 

obtained through linear transformations of representation vectors 1 2{ , ,..., }kR R R  encoded 
by TS2Vec layer, representing the query, key, and value vectors for vertical self-attention. 
The parameter kd  represents the dimensionality of the attention heads. The softmax  

Figure 5. Comparing Various Attention Mechanisms.

Figure Description: The figure illustrates different attention mechanisms and their
respective attention scopes. The red and blue dots represent the values of a specific
dimension at a certain time step. The corresponding light-colored blocks represent the
attention range of the current element, indicating which elements it attends to within its
local context. The green color represents the global attention scope, indicating that the
element attends to all elements across different dimensions and time steps. The introduction
provided is as follows:

1. Temporal Self-Attention (Vertical Weight Allocation) + Multivariate Self-Attention
(Horizontal Weight Allocation) ≈ Global Attention Allocation.
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2. Global Self-Attention (Weight Allocation Across the Entire Sequence) (Disadvantage:
The model becomes complex, especially for long forecasting tasks, its complexity
becomes intolerable).

3. Temporal Self-Attention (Weight Allocation Along the Temporal Axis) (Disadvantage:
Lack of vertical attention span, resulting in information loss and lower accuracy).

Let us assume that our input data is a matrix X, which represents encoded multi-
variate time series data. In this matrix, n represents the number of dimensions (features)
horizontally (multivariate features), and t represents the number of dimensions vertically
(temporal features). The process of the Cross-Dimensional-Self-Attention module can be
described as follows:

Zh = so f tmax(
QhKT

h√
dk

)Vh (8)

Zv = so f tmax(
QvKT

v√
dk

)Vv (9)

hT
t = Zh + Zv (10)

In this context, Qh ∈ RT×n, Kh ∈ RT×n and Vv ∈ RT×n are obtained through linear
transformations of the input data X, while the Qh ∈ RT×n, Kh ∈ RT×n and Vv ∈ RT×n are
obtained through linear transformations of representation vectors {R1, R2, ..., Rk} encoded
by TS2Vec layer, representing the query, key, and value vectors for vertical self-attention.
The parameter dk represents the dimensionality of the attention heads. The so f tmax
function is used to normalize the attention weights. Finally, the output Zh from vertical self-
attention and the output Zv from Cross-Dimensional-Self-Attention are linearly combined
to obtain the final attention output hT

t .

3.4. TS2ARCformer

TS2ARCformer is an integrated model for short-term load prediction, combining
time series embedding learning layer (TS2Vec), an autoregressive component (AR), and
an enhanced Transformer model. TS2Vec layer transforms historical load data into high-
dimensional vector representations, capturing nonlinear features and periodic patterns. The
AR component predicts current load values based on previous time steps, capturing tem-
poral dependencies. The enhanced Transformer model incorporates a Cross-Dimensional-
Self-Attention module, considering both internal dependencies and relationships with
related tasks. The predictions from the AR component and Transformer model are com-
bined, leveraging the strengths of each for improved accuracy and stability. By considering
time features, temporal dependencies, and associations with related tasks, TS2ARCformer
enhances efficiency and accuracy in electricity load forecasting. This hybrid approach
has practical implications for power system operation and planning. The model takes
the input data XT = {y1, y2, . . . , yT} and generates the output {yT+1, yT+2, . . . , yT+h}.
Each y represents the historical data up to the current timestamp, and h denotes the size
of the prediction window. In this paper, we propose a load forecasting model structure
as shown in Figure 6, which only utilizes the encoder part of the Transformer. The model
incorporates the extensive use of the Cross-Dimensional-Self-Attention mechanism. It
takes historical load-related data as input and generates future multi-step load predictions
as output.
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4. Experimental Results and Analysis
4.1. Evaluation Metrics

This article evaluates the performance of prediction models by using four evaluation
criteria: MAPE (Mean Absolute Percentage Error), RMSE (Root Mean Square Error), MAE
(Mean Absolute Error), and R2 (Coefficient of Determination). In short-term power load
forecasting, a higher accuracy of the prediction model is indicated by a smaller value of
the first three mentioned criteria. On the other hand, a model with good interpretability is
represented by a larger value of coefficient of determination, R2. The calculation formulas
are shown in Equations (11)–(14):

MAPE =
1
n

n

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣× 100% (11)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2

(12)

MAE =
1
n

n

∑
i=1
|(yi − ŷi)| (13)

R2 =

n
∑

i=1
(yi − ŷi)

2

n
∑

i=1
(yi − yi)

2
(14)

The loss function in this study applies Mean Squared Error (MSE), which measures
the deviation between predicted and actual values, as demonstrated in Equation (15):

Loss =
1
n∑ n

i=0(yi − ŷi)
2 (15)

Explanation: The predicted load values and true load values of the i-th sampling point
are represented by ŷi and yi, respectively, with n being the total number of test samples in
this study.
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4.2. Data Preparation

The dataset used in this study is the standard dataset provided by the National College
Student Mathematical Contest in Electrical Engineering. The dataset includes electricity
load data and weather data for area1 and area2 from 1 January 2009 to 10 January 2015. The
electricity load data are sampled every 15 min, with 96 samples per day, and the unit is in
MW. The weather data include daily maximum temperature, daily minimum temperature,
daily average temperature, daily relative humidity, and daily rainfall. Missing values in
the dataset are filled with the column’s average value. The dataset is divided into training,
testing, and validation sets. The proposed electricity load forecasting model in this study
uses a sliding historical window size of 24 and a future window size of 24. This means
that based on the historical 24 h load-related data, the model predicts the load for the next
24 h. The experiments were conducted on a platform equipped with NVIDIA RTX 3090,
and the deep learning framework Pytorch was used to build and train the models. To
facilitate model training, the data were normalized using the min-max scaling method to a
range of [0, 1]. To gain a deeper understanding of the electricity load data, a specific dataset
was carefully selected for analysis, as depicted in Figure 7. Figure 7A shows the trend and
volatility of the electricity load data, indicating significant fluctuations and non-stationarity
with some periodic patterns. Figure 7B displays the autocorrelation coefficients of the load
data, revealing a high autocorrelation even at longer time lags, indicating the presence of
significant long-term dependence. Therefore, the Transformer model, capable of addressing
long-term dependencies, was chosen for modeling. Figure 7C illustrates the correlation
between different data features, highlighting a strong correlation between weather factors
and load values. Thus, in this study, the impact of weather factors on load forecasting was
considered to improve prediction accuracy. Figure 7D depicts the distribution of electricity
load from 2009 to 2015.
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4.3. Experimental Setup

To validate the effectiveness of TS2ARCformer, this study compared it with five
commonly used deep learning models from the RNNs and Transformer classes. The
nine baseline models selected for comparison were LSTM, GRU, Transformer, TS2Vec,
TS2Vec-LSTM, and TS2Vec-GRU, Seq2Seq, TCN, TCN-Transformer. The following is a brief
introduction to these nine models:

LSTM (Long Short-Term Memory): LSTM is a widely used recurrent neural network
(RNN) for time series modeling. It captures long-term dependencies in sequences through
gated mechanisms.
GRU (Gated Recurrent Unit): GRU is another type of gated recurrent neural network that
simplifies the gating mechanism while capturing sequence dependencies effectively.
Transformer: Transformer is a model with self-attention mechanism, initially used in
natural language processing. It captures dependencies in a sequence and processes long
sequences efficiently.
TS2Vec: TS2Vec is a representation learning method that encodes multi-dimensional data
into fixed-dimensional vectors. It extracts features for prediction tasks. In this case, TS2Vec
is used for encoding, followed by a fully connected layer for prediction.
TS2Vec-LSTM: TS2Vec-LSTM combines TS2Vec with LSTM for sequence modeling and
prediction, capturing multi-dimensional features and time dependencies.
TS2Vec-GRU: TS2Vec-GRU is similar to TS2Vec-LSTM but uses GRU for sequence modeling,
with fewer parameters and higher learning efficiency.
Seq2Seq: The Seq2Seq model, widely employed for sequence-to-sequence tasks, consists of
an encoder and a decoder. Both the encoder and the decoder are built using LSTM networks.

TCN is a type of neural network architecture designed specifically for processing time
series data. It utilizes 1D convolutions to capture temporal patterns in the data. TCN can
efficiently model long-range dependencies in time series, making it suitable for tasks such
as sequence-to-sequence prediction and forecasting.

TCN-Transformer is a hybrid model that combines the Temporal Convolutional Net-
work (TCN) and the Transformer architecture. TCN is used to capture local temporal
patterns in the time series data, while the Transformer handles global dependencies and
long-range interactions. The table below presents detailed information on the compared
models and the proposed method, including their parameter configurations. Models were
evaluated on the same dataset, and grid search was performed for parameter selection.
Cross-validation was used to estimate performance on the validation set. For more detailed
parameter information, please refer to Tables 1–6.

Table 1. Parameter setting of TS2Vec.

Item Hyper-Parameter

represent_dimension 320
lr 0.001

batch_size 256
epochs 200

Table 2. Parameter setting of LSTM and GRU.

Item Hyper-Parameter

batch_size 16
hidden_size 256
num_layers 1

gamma 0.9
weight_decay 1× 10−5

step_size 8
loss_function MSE

epochs 200
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Table 3. Parameter setting of Transformer.

Item Hyper-Parameter

batch_size 16
d_model 256

optimization Adam
n_head 8

num_layers 10
step size 8

lr 0.001
dropout 0.1
epochs 200
gamma 0.9

weight_decay 1× 10−5

loss_function MSE

Table 4. Parameter setting of Seq2Seq.

Item Hyper-Parameter

batch_size 32
step_size 8

lr 0.001
epochs 200

node in hidden layer 256
optimization Adam
loss_function MSE

Table 5. Parameter setting of TCN.

Item Hyper-Parameter

batch_size 32
step_size 8

lr 0.001
num_channels [6]

kernal_size 7
epochs 200

optimization Adam
loss_function MSE

Table 6. Parameter setting of TS2ARCformer.

Item Hyper-Parameter

batch_size 16
step size 8

lr 0.001
gamma 0.9

weight_decay 1× 10−5

epochs 200
optimization Adam
loss_function MSE
d_model_trvs 256

ar_window 48
ar_output 48

Explanation: Since the TS2Vec model shares the same parameters with the compared
models TS2Vec-LSTM, TS2Vec-GRU, and TS2Vec-Transformer, the parameters of the TS2Vec
model are separately listed to avoid redundancy in the parameter table.
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4.4. Comparative Experiments

In the experiment, we utilize the TS2ARCformer model to predict the short-term
electricity load in area1 and area2. We then compare the results with several other models,
such as LSTM, GRU, TS2Vec, TS2Vec-LSTM, TS2Vec-GRU, Transformer, Seq2Seq, TCN,
TCN-Transformer. The temporal scale is represented on the horizontal axis, while the load
data values are represented on the vertical axis. The obtained results are shown below:

The performance of the LSTM, GRU, Transformer, TS2Vec, TS2Vec-LSTM, TS2Vec-
GRU, Seq2Seq, TCN, TCN-Transformer and TS2ARCformer models in predicting load data
on the area1 test dataset is shown in Figure 8 of this paper. The x-axis represents the time
scale, while the y-axis represents the load values. In the dataset, the load data exhibit clear
periodic variations. It can be observed that LSTM, GRU, TS2Vec, Transformer, Seq2Seq
and TCN models have poor fit to the data’s changing trends. However, the prediction
models using TS2Vec encoding achieve better fit than individual models. Furthermore,
we notice that utilizing Temporal Convolutional Network (TCN) for encoding the data on
dataset area1, and then employing Transformer for prediction, resulted in better outcomes
in comparison to solely using Transformer. Table 7 presents the experimental results
of various metrics for LSTM, GRU, Transformer, TS2Vec, TS2Vec-LSTM, TS2Vec-GRU,
Seq2Seq, TCN, TCN-Transformer and TS2ARCformer models. From the table, it can be
observed that among the individual models, the Transformer model has the worst fit
compared to LSTM, GRU, Seq2Seq and TCN models, with LSTM performing the best.
A more visual comparison is shown in Figure 9. The combination model with TS2Vec
layer encoding achieves better results than individual models, indicating that TS2Vec layer
effectively encodes the data, enhances the model’s information extraction capability, and
improves prediction accuracy. It is worth noting that the single TS2Vec model with a fully
connected layer does not achieve high prediction accuracy compared to TS2Vec-LSTM and
TS2Vec-GRU models, suggesting that the role of the prediction model is also crucial after
data representation learning. Additionally, our proposed TS2ARCformer model exhibits
the best prediction performance on dataset area1 compared to the baseline Transformer
model, showing significant improvements across multiple metrics. It reduces the MAPE
metric by 43.2% and the MSE metric by 60.7%. As depicted in Figure 8, TS2ARCformer
demonstrates more accurate peak predictions of power peaks, which could be attributed
to the Cross-Dimensional-Self-Attention mechanism learning more interdependencies,
enabling the model to better capture the growing trend of load data. Moreover, we find
that TS2ARCformer not only accurately captures the details of load data changes, possibly
due to the AR component within TS2ARCformer enhancing the short-term prediction
capability of the overall model. To validate the generalization of TS2ARCformer for multi-
to-multi prediction tasks, we further conducted comparative experiments on the power
load dataset area2. As shown in the diagram, Table 8 (A more visual comparison is shown in
Figures 10 and 11) demonstrate that TS2ARCformer achieves a 37.8% reduction in MAPE
metric and a 57.9% reduction in MSE metric compared to the baseline model. Overall, our
proposed TS2ARCformer model exhibits strong generalization ability, achieving state-of-
the-art results on both dataset area1 and dataset area2.

Table 7. Performance Comparison of Different Models on Load Testing Dataset area1.

Models MAPE% MSE/MW MAE/MW R2

LSTM 6.42 0.00419 0.03813 0.8733
GRU 7.21 0.00495 0.04632 0.8413

Transformer 7.43 0.00512 0.04666 0.8312
TS2Vec 6.99 0.00448 0.04363 0.8652

TS2Vec-LSTM 5.03 0.00254 0.03121 0.9222
TS2Vec-GRU 4.76 0.00252 0.03037 0.9211

Seq2Seq 7.10 0.00473 0.04566 0.8491
TCN 7.01 0.00489 0.04401 0.8405

TCN-Transformer 6.75 0.00467 0.04277 0.8586
Ours 4.22 0.00201 0.02623 0.9412



Energies 2023, 16, 5825 16 of 22

Table 8. Performance Comparison of Different Models on Load Testing Dataset area2.

Models MAPE% MSE/MW MAE/MW R2

LSTM 5.79 0.00319 0.04017 0.8929
GRU 5.55 0.00268 0.03771 0.9182

Transformer 5.74 0.00314 0.03813 0.9031
TS2Vec 5.30 0.00232 0.03494 0.9307

TS2Vec-LSTM 4.41 0.00186 0.03012 0.9395
TS2Vec-GRU 4.08 0.00179 0.02859 0.9401

Seq2Seq 5.63 0.00283 0.03891 0.9119
TCN 5.26 0.00275 0.03533 0.9143

TCN-Transformer 5.56 0.00279 0.03724 0.9169
Ours 3.57 0.00132 0.02376 0.9622
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In addition, we compared the computational resources of various short-term electricity
load forecasting models. These models include LSTM, GRU, Transformer, TS2Vec, TS2Vec-
LSTM, TS2Vec-GRU, Seq2Seq, TCN, TCN-Transformer, and our proposed model (referred
to as “Ours”). As shown in Table 9, from the perspective of Flops, Training Time (in
seconds), and Params (Size of Parameters of each model), the following observations can
be made:

1. In terms of computational resource consumption, TCN (206.21 K Flops) is one of the
most efficient models, while Transformer (305.82 M Flops) and our model “Ours”
(406.84 M Flops) require higher computational resources.

2. Regarding training time, TCN (236 s) and TS2Vec (185 s) are the quickest to train,
while our model “Ours” (2250 s) and TCN-Transformer (1805 s) take longer to com-
plete training.

3. In the number of model parameters, TCN (2.063 K Params) and Seq2Seq (565.344 K
Params) have the fewest parameters, while Transformer (5.523 M Params) and our
model “Ours” (6.621 M Params) have more parameters.
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Table 9. Comparison of Computational Resources for Different Models.

Models Flops Training Time Params

LSTM 28.51 M 470 s 295.01 K
GRU 21.99 M 390 s 227.424 K

Transformer 305.82 M 1449 s 5.523 M
TS2Vec 61.02 M 185 s 637.95 K

TS2Vec-LSTM 89.53 M 635 s 932.96 K
TS2Vec-GRU 83.01 M 565 s 865.37 K

Seq2Seq 54.65 M 1629 s 565.344 K
TCN 206.21 K 236 s 2.063 K

TCN-Transformer 308.69 M 1805 s 5.885 M
Ours 406.84 M 2250 s 6.621 M

Although our proposed model “Ours” exhibits relatively higher computational re-
source consumption compared to some other models in the comparison, it demonstrates
significantly improved predictive performance. This higher resource consumption is a
trade-off that we willingly accept to achieve better forecasting accuracy. However, it is
crucial to note that the nature of the electricity forecasting task allows for relatively small
resource consumption across all models. In this context, our model’s resource consumption
falls within an acceptable range. In practice, the focus should be on the predictive accuracy,
which is the more important metric for electricity load forecasting tasks. The improved
accuracy of our model can lead to more reliable and efficient decision-making, making
the higher resource consumption worthwhile. As such, the trade-off is justified, as the
predictive performance gains outweigh the incremental resource cost.

4.5. Ablation Experiment

To validate the effectiveness of incorporating the TS2Vec layer, AutoRegressive (AR)
component, and Cross-Dimensional-Self-Attention module in enhancing the performance
of the Transformer model for long sequence prediction, we conduct ablation experiments
on two datasets under the same experimental settings. The dataset is divided into a ratio
of 6:2:2 for training, testing, and validation, respectively. We comprehensively evaluate
the impact of these three modules on the experiments using various evaluation metrics,
including MAPE, MSE, MAE, etc. (where MSE and MAE are normalized). Based on the
results of these metrics, we assess the effectiveness of this approach.

By conducting these ablation experiments and analyzing the results, we gain in-
sights into the impact of the AutoRegressive (AR) Component, TS2Vec Layer, and Cross-
Dimensional-Self-Attention module on the performance of the Transformer prediction
model in different prediction scenarios. The results of the ablation experiments are pre-
sented in Tables 10 and 11. To display the results in Tables 10 and 11 more clearly, a more
visual comparison is depicted in Figures 12 and 13. The results are analyzed as follows:

1. Data Set Comparison: In the initial step, we evaluate the performance of the base-
line model on two distinct datasets. It is observed that the Transformer model ob-
tains a MAPE of 7.43% on dataset area1, whereas the baseline model achieves a
MAPE of 5.74% on dataset area2. This suggests that there are variations between the
two datasets, which establishes a reference point for future ablation experiments.

2. Impact of TS2Vec Layer: In our study, we conduct representation learning on the
power load data using the TS2Vec layer and feed the learned representations into
the Transformer model for prediction. We perform experiments on two different
datasets and observe the following results. When we introduce the TS2Vec layer, we
achieve a MAPE of 6.01% on dataset area1. This results in a substantial reduction of
19.11% compared to the baseline. Similarly, on dataset area2, the MAPE decreases
to 4.84%, showing a reduction of 15.6%. These results clearly demonstrate that the
inclusion of Module 1 positively impacts the performance of the prediction model on
both datasets. Notably, dataset area1 experiences a more pronounced improvement.
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Additionally, we observe improvements in three other performance metrics when
compared to the baseline Transformer model without the TS2Vec layer. This suggests
that the utilization of the TS2Vec layer for representing temporal data enhances the
performance of the prediction model in downstream tasks. The analysis of these
results indicates that training the prediction model using the TS2Vec layer yields a
significant improvement in performance compared to the Transformer model trained
without the TS2Vec layer.

3. Impact of AR Component and Cross-Dimensional-Self-Attention Module: We con-
duct an evaluation to assess the impact of incorporating the Autoregressive (AR)
component and Cross-Dimensional-Self-Attention module into the Transformer ar-
chitecture of our forecasting model. The results show that these modules improve
the predictive accuracy of the model. Specifically, when the AR component is in-
cluded, the MAPE on dataset area1 decreases from 7.43% to 6.97%, representing a
reduction of 6.19%. Similarly, on dataset area2, the MAPE decreases from 5.74% to
4.77%, indicating a reduction of 16.89%. These findings demonstrate the positive effect
of the AR component on both datasets, with a slightly more significant impact on
dataset area2. Furthermore, the integration of the Cross-Dimensional-Self-Attention
module further enhances the model’s performance. On dataset area1, the MAPE
decreases to 5.55%, resulting in a reduction of 25.30%. On dataset area2, the MAPE
decreases to 4.74%, showing a reduction of 17.42%. The results demonstrate that
the Cross-Dimensional-Self-Attention module successfully captures relationships be-
tween different time steps, leading to improved forecasting accuracy on both datasets.
Furthermore, we integrated these two modules to evaluate their combined impact on
the model’s performance. The results demonstrate that when the AR component and
Cross-Dimensional-Self-Attention module are used together, the MAPE on dataset
area1 further decreases to 5.22%, representing a relative reduction of 29.74%. Simi-
larly, on dataset area2, the MAPE decreases to 4.11%, showing a relative reduction of
28.40%. These findings highlight the further enhancement of the model’s performance
on both datasets through the integration of the Cross-Dimensional-Self-Attention
module with the AR component. In summary, the experimental findings indicate
that incorporating the AR component and Cross-Dimensional-Self-Attention module
positively affects the performance of the forecasting model. The incorporation of these
modules results in significant decreases in MAPE and three other metrics for both
datasets, highlighting their effectiveness in capturing temporal dependencies and
enhancing the model’s predictive abilities.
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Table 10. Ablation Experiment Results on dataset area1.

Models MAPE% MSE/MW MAE/MW R2

Transformer 7.43 0.00512 0.04666 0.8312
TS2Vec 6.99 0.00448 0.04363 0.8652

AR + Transformer 6.97 0.00424 0.04382 0.8700
Enhanced Transformer 5.55 0.00320 0.03490 0.9024

AR + Enhanced Transformer 5.22 0.00262 0.03267 0.9157
TS2Vec-Transformer 6.01 0.00325 0.03606 0.9029

Table 11. Ablation Experiment Results on dataset area2.

Models MAPE% MSE/MW MAE/MW R2

Transformer 5.74 0.00314 0.03556 0.9031
TS2Vec 5.28 0.00230 0.0348 0.9313

AR + Transformer 4.77 0.00221 0.0326 0.9358
Enhanced Transformer 4.74 0.00218 0.0328 0.9311

AR + Enhanced Transformer 4.11 0.00161 0.0277 0.9524
TS2Vec-Transformer 4.84 0.00198 0.0311 0.9439

5. Conclusions

This paper introduces a novel framework called TS2ARCformer for multivariate
time series forecasting. The framework combines the TS2Vec layer for encoding multi-
dimensional features with an enhanced Transformer model and an autoregressive com-
ponent (AR) for predicting future data. The enhanced Transformer model incorporates
Cross-Dimensional-Self-Attention mechanism to improve the model’s ability to extract in-
formation from multi-dimensional features. Through extensive experiments, our proposed
method achieves state-of-the-art performance on multiple datasets in multivariate time
series forecasting. Ablation experiments were conducted to validate the effectiveness of
each component of TS2ARCformer.

In conclusion, TS2ARCformer offers a promising framework for multivariate time
series forecasting, with the potential to make significant contributions to the field. In
the future, we aim to apply TS2ARCformer to forecast other multivariate datasets and
further explore its generalizability. We will also focus on optimizing model training
time and computational resources to enhance overall efficiency while maintaining high
predictive accuracy.
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STLF Short-term Load Forecasting.
AR AutoRegressive.
TCN Temporal Convolutional Network.
CNN Convolutional Neural Network.
RNN Recurrent Neural Network.
LSTM Long Short-term Memory.
GRU Gated Recurrent Unit.
Seq2Seq Sequence-to-Sequence.
MAPE Mean Absolute Percentage Error.
RMSE Root Mean Square Error.
MAE Mean Absolute Error.
R2 Coefficient of Determination.
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