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Abstract: Nowadays, the penetration of inverter-based energy resources is continuously increasing in
low-voltage distribution grids. Their applications cover traditional renewable energy production and
energy storage but also new applications such as charging points for electric vehicles, heat pumps,
electrolyzers, etc. The power ratings range from a couple of kW to hundreds of kW. Utilities have,
in the last few years, reported more challenges regarding power quality in distribution grids, e.g.,
high harmonic content, high unbalances, large voltage and frequency excursions, etc. Phase-Lock-
Loop (PLL) algorithms are typically used for grid synchronization and decoupled control of power
converters connected to the grid. Most of the research within PLLs is mainly focusing on grid voltage
angle estimation while the byproducts of the algorithms, e.g., frequency and voltage magnitude, are
often overlooked. However, both frequency and voltage magnitude estimations are crucial for grid
code compliance. Practical considerations for implementation on microcontroller boards of these
algorithms are also missing in most of the cases. The present paper proposes a modified PLL algorithm
based on a Synchronous Reference Frame that is suitable for both grid synchronization and frequency
monitoring, i.e., the estimation of RMS phase voltages and frequencies in highly distorted distribution
grids. It also provides the tuning methodology and practical considerations for implementation on
commercial DSP boards. The performance of the proposed approach is assessed through simulation
studies and laboratory tests under a wide range of operational conditions, showing that the proposed
PLL can estimate the grid frequency, for all considered grid events, with an accuracy of less than
±5 mHz, which is a significant improvement on the current state-of-the-art solutions, having an
accuracy of at least ±20 mHz or more.

Keywords: distorted low-voltage grids; grid synchronization; phase-lock-loop; frequency estimation

1. Introduction

Renewable energy, mainly wind and solar PV, set a record worldwide in new power
capacity in 2022, being the only source of electricity generation that registered a net increase
in total capacity [1]. Renewable electricity for heat was also the second-largest renew-
able energy contribution to heat demand in buildings in 2019 [1]. However, renewable
electricity shares only 0.3% of the energy demand in the transportation sector according
to [1]. In Europe, wind accounted for about 36% of the total electricity generated from
renewable sources in 2021, while solar power was the fastest-growing source covering
14% [2]. These developments are expected to continue over the next few years to support
the environmental targets set for 2030.

Low-voltage distribution grids have seen a major change in the asset types connected
to the grid but also in the consumption profiles. More small wind turbines up to 25 kW
are installed in rural areas. Solar PV systems, typically of 6 kW, were installed on rooftops
both in urban and rural areas due to attractive feed-in tariffs at the beginning of the last
decade. Some large consumers like agricultural farms adopted earlier hybrid solutions,
i.e., wind and solar PV, in the range of hundreds of kW to minimize their energy bills. The
liberalization of electricity markets has led to solutions that require local storage of energy,
typically in the form of stationary batteries. By using energy management systems targeting
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the minimization of power exchange with the utility grid, the owner of such hybrid systems
becomes a prosumer. The number of electrical vehicles (EV) is also increasing and home
chargers as well as public charging points of 300–500 kW have been deployed in the
low-voltage grid [3]. Moreover, local production of green hydrogen is expected to grow [4].

Grid connection of renewable-based generation and new assets poses new operational
challenges for distribution system operators (DSO). Many have reported large voltage
unbalances due to uneven distribution of single-phase loads such as EV chargers and heat
pumps in their low-voltage grids. The voltage unbalance in a secondary substation in
northwestern Denmark where a large number of single-phase heat pumps are connected is
shown in Figure 1. A high unbalance value close to permissible limits settled by the EN
50160 standard for power quality can be observed during peak hours on 18 January 2016.

Figure 1. Voltage unbalance (black) in a secondary substation in Denmark (courtesy of Thy Mors
Energi A/S).

More recently, a power outage of about 6 h on the Christmas Eve of 2021 was affecting
335 customers in the city of Fredericia, Denmark [5]. Preliminary investigations are pointing
to a very high electrical consumption due to EV chargers and heat pumps combined with
an uneven phase distribution of the customers’ loads in the supply system. The occur-
rence of these events may further increase in the near future due to higher penetration of
distributed resources.

Another challenge of modern distribution grids is related to the high harmonic content
generated by, e.g., switch mode power supplies, renewable generation, asynchronous
motors-based loads, etc. A typical voltage harmonic content in a low-voltage grid is shown
in Figure 2. The measurements were performed in a 10/0.4 kV substation supplying a
pig farm. A 250 kW solar PV system, mounted on the stable, and a 255 kW asynchronous
generator-based wind turbine were connected on the secondary side of the transformer. A
relatively high level of the fifth and seventh harmonics was given by the many induction
motors driving different installations on the pig farm. The harmonic compatibility levels
and the Total Harmonic Distortion (THD) still complied with the EN 50160 standard.
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Figure 2. Voltage harmonic compatibility levels (HCL) for a substation supplying a pig farm with
local renewable generation on-site, i.e., solar PV and wind turbines.

Reliability and security of the power supply is essential in modern society and the
national network codes are one of the instruments for assuring them. Typically, the basic
requirements for the grid connection of units connected to distribution grids cover the
power quality aspects, frequency response, and protective functions such as over/under
voltage and frequency, e.g., [6–9]. Large facilities above 1 MW may be required to provide
additional control functions such as voltage and frequency control, e.g., [6–9]. Specific
requirements for the measurement accuracy of voltage and frequency are also specified.
Typically, the Root-Mean-Square values of the voltage in every phase should be calculated
according to [10,11]. Frequency measurements must be carried out with 10 mHz accuracy
or higher, covering at least an interval from 47 to 52 or 53 Hz [6–9]. The sensitivity of the
control function must be 10 mHz or lower [6–9].

Modern distributed energy resources up to 500 kW typically use a two-level Ac-
tive Front End voltage source inverter directly connected to a low-voltage utility grid,
e.g., [12–17]. The switching frequency is 2.5 to 8 kHz, depending on the cooling method
of semiconductors [12–17]. Typically, synchronous reference frame-based algorithms are
employed to achieve the decoupled control of active and reactive power at the point of
connection (PoC) [18,19]. These algorithms rely on an accurate estimation of the voltage
angle at the PoC for a wide range of operational conditions, i.e., harmonics, phase jumps
due to short circuits, large voltages, and frequency excursions.

Thus, grid synchronization and the monitoring of grid variables, i.e., voltages and
frequency, have received a lot of attention over the last decade with many algorithms and
approaches proposed, e.g., [18–32], to mention some of the previous work undertaken in
this area. It is also recognized by the research community that there is no unique solution
that can offer high accuracy, fast dynamics, robustness, and low computational burden for
every grid condition.

Two main approaches are typically used for grid synchronization, i.e., open loop and
closed loop. The first approach estimates the grid voltage angle only based on filtered
phase voltages measured at the PoC, while the second approach may include a filtering
stage but will track the accuracy of estimation by using a closed-loop control structure.
It is well recognized that open-loop methods lack accuracy, have slow-phase tracking
dynamics, and are also prone to interference, especially under highly distorted voltages.
The synchronous reference frame phase-locked-loop (SRF-PLL) is one of the most utilized
closed-loop structures for grid synchronization [19–32]. It offers fast dynamics and a low
steady-state error for grid voltages with low harmonic content [32]. This structure has been
used as a benchmark for assessing newly proposed approaches for grid synchronization
in the last few years. The tuning methodology for SRF-PLL is based on designing the
response of the closed-loop system to match the desired response of a second-order system
where the settling time and damping are the design parameters [19]. An overview of the
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selected relevant approaches for grid monitoring and synchronization is provided in the
next paragraph.

A hybrid PLL for interconnecting renewable energy systems to the grid is proposed
in [24]. This structure aims to track accurately the grid voltage angle under fault conditions,
i.e., two-phase to ground faults and voltage sags down to 50% from the nominal volt-
age. Simulation results against SRF-PLL and other synchronization methods, as well as a
laboratory implementation on a dSPACE platform, are provided [24]. However, the steady-
state accuracy in estimating grid frequency under faulty conditions and high harmonic
content is not documented. Moreover, the RMS voltages in every phase cannot be calcu-
lated in the proposed PLL structure. Considerations about discretization methods are not
provided either.

A comprehensive design methodology for SRF-PLL structures, i.e., multiple reference
frame PLL (MRF-PLL), dual second-order generalized integrator PLL (DSOGI-PLL), and
multiple complex coefficient filter PLL (MCCF-PLL), is proposed in [23]. The authors
propose a combination of low-pass and notch filters inserted in the SRF-PLL loop combined
with positive sequence extraction in the case of MRF-PLL. The tuning of these filters is
performed for a cut-off frequency twice that of the fundamental one, while the classical
tuning for the PLL is still used. This approach does not allow the desired settling time
to be specified. A similar tuning approach is used for MCCF-PLL. The performance of
the proposed design was evaluated on a DSP implementation under various grid events,
e.g., voltage sags, phase jumps, voltage unbalances, and harmonics. Targeted harmonics,
i.e., the fifth and the seventh, are removed from the stationary reference frame voltages
using multiple filters in the case of MCCF-PLL. This leads to a relatively complicated
implementation when targeting the entire spectra up to the 40th harmonic. The authors
claim that MCCF-PLL provides a zero steady-state error in estimating grid frequency
when the fifth and the seventh harmonics are present in the three-phase supply voltages.
However, the laboratory results do not consider the entire harmonic spectra as defined in
power quality standards, e.g., EN 50160 [10]. Moreover, practical considerations regarding
discretization methods for all the proposed filters are not provided.

A moving average filter (MAF) instead of a low-pass filter is introduced before the PI
controller in the SRF-PLL in [25]. A 10 ms window length is considered for the MAF and a
20 ms one is proposed for grid voltages with dc-offset and harmonics. Two controllers, i.e.,
a PI and a PID controller, are considered in the PLL structure. The performance of these
two structures is evaluated using offline simulation results where Gaussian noise is added.
Harmonic content according to power quality standards is not considered. Considerations
about discretization methods and practical implementation are not provided.

A sliding Discrete Fourier Transform is proposed in [26] for harmonic filtering of
the stationary reference frame voltage components (αβ) as an equivalent to MAF in the
synchronous reference frame. A Proportional (P) controller is considered in the proposed
PLL structure and guidelines for the gain selection are provided. The performance of the
proposed approach is evaluated by means of offline simulations and laboratory implemen-
tation on a dSPACE platform under voltage/frequency steps, phase jumps, and harmonics.
The approach proposed in [26] does not provide an estimation of voltage amplitude in each
phase, and the steady-state error in estimating grid frequency is not quantified.

A robust open-loop estimation of grid frequency based on the Clarke transform and
fixed transport delay finite impulse response filters is proposed in [29]. It provides only
an estimation of grid frequency and, thus, cannot be used for the grid synchronization of
converter control.

A new method for the estimation of grid frequency using a Low-Pass Filter (LPF)
approach is provided in [27]. The estimated frequency is used to tune a second-order
generalized integrator (SOGI) filter. The proposed approach presents a smooth transient re-
sponse to steps in grid frequency and good rejection of harmonic distortions. However, the
verification is based only on simulation results and no practical laboratory implementation
is provided.
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A novel open-loop algorithm of resonant frequency estimation using a resonant filter
and a signal scaling model is proposed in [30]. Its performance is compared with the
double decoupled synchronous reference frame PLL (DDSRF-PLL) and DSOGI-PLL. The
algorithm provides only the estimated grid frequency, and thus it cannot be used for
grid synchronization.

Finally, a more recent paper evaluated several DSOGI-PLL algorithms proposed over
the last decade for phase estimation in weak grids, against the classical SRF-PLL [32].
The evaluation comprises extensive off-line simulation results, then laboratory testing for
selected algorithms under a wide range of operational conditions including high harmonic
content. Based on the results, it is concluded that fixed frequency double SOGI PLL
(FFDSOGI-PLL) is the most suitable algorithm for weak grids with high harmonic content.
It provides an accurate phase and frequency estimation when the grid frequency variations
are within ±5%.

Based on the reviewed approaches [20–32], it was found that (i) the estimation of
voltage magnitude in every phase is not considered at all; (ii) a clear tuning methodol-
ogy of parameters in PLL-based algorithms that enable selection of the settling time is
not presented; (iii) the quantification of both steady-state errors or deviations for phase
and frequency estimations is not documented in all cases; and (iv) discretization meth-
ods and practical considerations for the implementation of the proposed algorithms are
not provided.

This paper proposes a modified SRF-PLL structure including the tuning methodology
for the parameters, which provides a robust and accurate estimation of the phase and
frequency under a wide range of grid conditions, e.g., amplitude, frequency, and phase
steps as well as high harmonic content. It also provides the estimation of the voltage
magnitude in every phase. Practical considerations are also given for the discretization and
implementation of low-cost commercial DSPs. The algorithm is suitable for synchronization
and monitoring in smart grid applications, e.g., protective functions, frequency response,
and frequency control. The proposed approach is verified through laboratory experiments
against the FFDSOGI-PLL, which is the state-of-the-art algorithm for these applications [32].

Section 2 presents the grid monitoring and synchronization algorithms in scope,
i.e., FFDSOGI-PLL and the proposed one. Block diagrams and detailed tuning method-
ologies are given. Section 3 discusses the practical implementation of the algorithms in
microcontrollers. A sensitivity analysis of discretization methods applied for the main sub-
systems in the algorithm is performed in terms of frequency response. Section 4 presents the
experimental results. Finally, discussions and recommendations are detailed in Section 5.

2. Grid Monitoring and Synchronization Algorithms

This section will first give a brief overview of the FFDSOGI-PLL algorithm as the most
suitable synchronization algorithm for low-voltage grids with high harmonic content and
unbalances according to [32]. Then, the proposed PLL algorithm will be detailed in terms
of main computational modules and tuning methodology, as well as a sensitivity analysis
for parameters.

2.1. FFDSOGI-PLL
2.1.1. Block Diagram

The general structure of the FFDSOGI-PLL is shown in Figure 3. The three-phase
voltages are transformed to a stationary reference frame (αβ) and then applied to a DSOGI-
based positive sequence extraction (DSOGI-PSE). The positive sequence values in the
stationary reference frame are then transformed to a synchronous reference frame by
Clarke transform using the estimated grid voltage angle. The quadrature component of
the synchronous reference frame voltage (vq) is then applied to the SRF-PLL that provides
the estimated grid voltage angle and the grid frequency. Typically, the positive sequence
voltage in the stationary reference frame is used to compute the RMS voltage of the three-
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phase system. An LPF with a cut-off frequency of 10 Hz then provides the final estimated
voltage value.

Figure 3. Block diagram of FFDSOGI-PLL (based on [30]).

The structure of the DSOGI-PSE block is detailed in Figure 4 where the DSOGI quadra-
ture signal generators (DSOGI-QSG) extract the direct and quadrature signals of the sta-
tionary reference frame voltages.

Figure 4. Block diagram of DSOGI-based Positive Sequence Extraction.

These DSOGI-QSG blocks implement the following transfer functions [32]:

HD(s) =
V′αβ(s)

Vαβ(s)
=

kωs
s2 + kωs + ω2 (1)

HQ(s) =
qV′αβ(s)

Vαβ(s)
=

kω2

s2 + kωs + ω2 (2)

where k is the quality factor and ω is the centered frequency. Typically, the quality factor is√
2 with a centered frequency of 50 Hz for these two filters. A value of 0.5 is used for the

kPSE gain in Figure 4. The Bode plots for these two filters are shown in Figure 5.

Figure 5. Frequency response of SOGI-QSG transfer functions for direct and quadrature axis.
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The transfer function for d-axis HD(s) is basically a band pass filter centered on 50
Hz while the one in q-axis HQ(s) is a second-order low-pass filter with a gain bigger than
unity for frequencies up to cut-off frequency, i.e., 50 Hz.

Finally, the structure of the SRF-PLL block is given in Figure 6 with a PI controller that
basically tracks the angle of the grid voltage. The estimated grid frequency is also filtered
with an LPF with a cut-off frequency of 10 Hz.

Figure 6. Block diagram of SRF-PLL.

2.1.2. SRF-PLL Design

The tuning of the PI controller and, hence, the overall performance of the PLL is based
on designing the response of the closed-loop system to match the desired response of a
second-order system [19]. The settling time and damping are the design parameters for this
tuning [19]. The linearized small-signal model of the entire SRF-PLL is given in Figure 7,
based on [17].

Figure 7. Small-signal model for SRF-PLL based on [19].

Where the following transfer function is considered for the PI controller:

HPI(s) = kP +
kI
s

(3)

The transfer function between the error signal ε fed to the PI controller and the
estimated voltage angle θ̂ shall be equivalent to a second-order system as:

Hε(s) =
ε(s)
θ(s)

=
s2

s2 + kPs + kI
≡ s2

s2 + 2ξωns + ω2
n

(4)

The parameters of the PI controller are then obtained as:

kI = ω2
n and kP = 2ξωn (5)

The design typically assumes a desired damping factor ξ and a settling time Tset within
a specified steady-state bandwidth error. Based on these values the natural frequency ωn is
computed as:

ωn =
kSSE
ξTset

(6)

where kSSE is the steady-state error gain, as defined in Table 1.
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Table 1. Typical values for steady-state error gain kSSE.

Steady-State Error Criterion
[%]

kSSE

2 ≈4

1 ≈4.6

0.5 ≈5.3

In general, a damping factor of 0.707, a settling time of 100 ms, and a 1% steady-state
error criterion are used as inputs for the PLL design. Thus, by using these design inputs
the PLL parameters are obtained as kP = 92 and kI = 0.0021.

2.2. Proposed PLL

This section presents the proposed PLL structure.

2.2.1. Block Diagram

The block diagram of the proposed PLL is shown in Figure 8.

Figure 8. Block diagram of proposed PLL structure for grid monitoring and synchronization.

The three-phase grid voltages from the Point of Connection (PoC) are filtered using a
band pass filter (BPF) then the common mode voltage (or the zero-sequence component)
is extracted using the common mode voltage extraction (CMVE) block. Based on the
filtered voltages v f

abc, the stationary reference frame components vαβ and then the q-axis
component vq are calculated using θ̂, the estimated angle of the grid voltage. Besides the
Park transformations, a weighting of voltages is applied so that the synchronous reference
frame components are provided per unit. The quadrature component of the grid voltage
is then filtered with an LPF and applied to the PI controller as in the SRF-PLL structure.
Typically, the error signal fed in the PI block has a 100 Hz component due to voltage
unbalances, i.e., the negative sequence component in the supply voltages. This component
passes through the PI controller and then is integrated when estimating the grid frequency.
Thus, the main purpose of the LPF filter is to remove the 100 Hz component that may
appear on the q-axis component used for tracking the angle. This structure also provides
the root-mean-square values of voltages in each phase. Instead of an LPF as in typical
PLL structures, a circular buffer is used to calculate the mean value over the desired time
window. The same circular buffer is also used to calculate the mean value of the estimated
grid frequency f̂ .

The following subsections will detail the design of the main subsystems in this block
diagram including the tuning procedure for the PI.

2.2.2. Band Pass Filter Design

The band pass filter is described by the following transfer function in the
Laplace domain:

HBPF(s) =
ω0
Q s

s2 + ω0
Q s + ω2

0
(7)
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The centered frequency of the filter f0 is 50 Hz in this case, while the quality factor Q
is given by Q = f0

BW where BW is the filter bandwidth, being the main design parameter.
Selection of the BW is essential for filtering polluted grid voltages without affecting their
magnitude and phase. The BPF should also have the desired performance for grid frequency
excursions as required in network codes, i.e., 47 to 53 Hz. It may be useful to utilize a
narrow bandwidth to better filter harmonic components; however, a large phase delay
may be introduced as well as a decrease in the measured voltage amplitude. A sensitivity
analysis of the BPF for different BW values is shown in Figure 9.

Figure 9. Frequency response of the BPF for different BW values: (a) extended frequency range;
(b) required operational frequency range by network codes.

Narrow filter bandwidth values significantly attenuate the input voltages and also
introduce phase delays of about 30 degrees at the frequency interval limits, i.e., 47 Hz and
53 Hz, as shown in Figure 9b. Thus, for grid-connected applications, a BW value of 50 Hz
will provide a good rejection of harmonic components without attenuating the amplitude
of the measured voltages and their phase.
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2.2.3. Common Mode Voltage Extraction

The common mode voltage or zero sequence component may have significant values
in the case of power converters connected to four-wire unbalanced low-voltage distribution
grids. Voltage measurements from a secondary substation are shown in Figure 1. A
voltage unbalance of about 2% was reported for RMS voltage amplitudes, i.e., 216, 230, and
235 volts, in the three phases. This gives a magnitude for the zero sequence of about 44 V.
By removing this off-set from the measured three-phase voltages, it will improve both the
estimation of RMS voltages per phase and the performance of the PLL.

Thus, the CMVE block implements the following equation:

v f
i = vi −

1
3∑ vi, i = a, b, c (8)

2.2.4. Mean Value Computation

A circular buffer is used to store values over the desired time window for the compu-
tation of RMS values for voltages and frequency. The size of the buffer shall be determined
based on the sampling time for running the PLL and the desired time window. The RMS
voltages for monitoring and protective functions shall be provided every 10 ms. Estimated
frequency may be computed in 2 stages. A 10 ms average may be useful for fast controls,
e.g., frequency containment reserves or frequency response, while a 200 ms value may be
used for monitoring purposes. Thus, 50 values per buffer are needed for averaging the
input over 10 ms with a sampling frequency of 5 kHz.

2.2.5. PI Tuning Procedure

The small-signal model for tuning the proposed PLL structure will include the addi-
tional LPF in the main path as shown in Figure 10.

Figure 10. Small-signal model of proposed PLL structure.

The transfer function for the low-pass filter is formulated in terms of time response as:

TLFP =
1

ω0
=

1
2π f 0

(9)

where f0 is the cut-off frequency of the filter.
Additionally, a time constant Tint of 1 s is included for the integrator to support the

design process.
The symmetry optimum criterion as detailed in [33] is proposed for determining

the parameters of the PI controller in this case. This criterion offers the “best” response
for the closed loop system with dB gain near zero over a wide range of frequencies and
a good rejection of disturbances [34]. The method is also suitable for systems having a
pure integrator [34] as in the case of the proposed PLL structure. According to the design
methodology explained in [34], the “optimum” parameters for the PI controller to provide
the “best” response for the closed-loop system are determined as:

kP =
1

2TLPF
(10)

kI =
1

8T2
LPF

(11)



Energies 2023, 16, 6856 11 of 21

The main assumption here is that the time response of the LPF is considerably smaller
than the time constant of the integrator. The method also provides analytical expressions to
estimate time response (Tr), settling time (Tset), and overshoot (OS) for a step response as:

Tr = 3.1 TLFP (12)

Tset = 16.5 TLFP (13)

OS = 43 [%] (14)

Thus, the time constant of the LPF may be the main design parameter for this tuning
procedure. A sensitivity analysis for three values of the cut-off frequency of LPF, i.e., 10,
20, and 50 Hz, is performed using the small-signal model. The frequency response of the
closed-loop system is presented in Figure 11 while the step response is shown in Figure 12.
The magnitude is slightly amplified around the cut-off frequency. The time response and,
hence, the settling time increase when the cut-off frequency decreases. Thus, the cut-off
frequency of the LPF defines the response and settling times for the closed-loop system.

Figure 11. Frequency response of proposed PLL linearized model.

Figure 12. Step response of proposed PLL structure for different cut-off frequencies of LPF.

An evaluation of the deviations from the analytical expressions of the expected perfor-
mance and the actual estimations provided by MATLAB® based on step response is given
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in Table 2. Overall, the analytical expressions quantify very well the expected response of
the closed-loop system.

Table 2. Dynamic performance of closed loop system for LPF cut-off frequency of 20 Hz.

Analytical Estimated from
Step Response

Deviation
(abs)

Deviation
(%)

Rise Time (s) 0.0247 0.0228 19 × 10−4 7.7

Settling Time (s) 0.1313 0.1317 4 × 10−4 0.3

Overshoot (%) 43 43.3919 0.4 0.93

The design can also start from a defined time response for the closed system and
calculate the required cut-off frequency of the LPF using Equation (12).

3. Considerations for Practical Implementation in Microcontrollers
3.1. Discretization Methods

In order to implement any control algorithm on a microcontroller, an analog system
in the S-domain needs to be transformed into a digital system in the Z-domain. The
discrete-time equivalent equations can be derived by different approximation methods,
e.g., the Forward Euler, Backward Euler, and Trapezoidal (Tustin) methods. However, the
stability of these approximations needs to be considered for a practical implementation.
A stable continuous-time system may be mapped into an unstable discrete-time system
when using Forward Euler, while Backward Euler will always give a stable discrete-time
system. The main advantage of using Tustin’s approximation is that the left half s-plane is
transformed into the unity circle in the z-plane [34,35]. These methods are also available in
MATLAB®/Control System Toolbox, which makes the transformations easier. Automatic
code generation is supported by many hardware platforms [36]. However, this feature
is not always supported, and the algorithms need to be directly coded. A simple and
consistent way to cover the implementation of the algorithm in any hardware platform is
presented in the following.

The methodology will consider, as an example, a simple second-order system such as
the q-axis SOGI-QSG given by (2):

H(s) =
b0

a2s2 + a1s + a0
(15)

According to the discretization method, the Laplace operator s is replaced by an
expression for translation to Z-domain, as given in Table 3.

Table 3. Translation of Laplace operator to Z-Domain.

Backward Euler Forward Euler Tustin

s ⇒ 1−z−1

Ts
s ⇒ 1−z−1

Ts z−1 s ⇒ 2
Ts

1−z−1

1+z−1

Where Ts is the desired sampling time period.

By performing algebraic calculations, the discrete transfer function can be expressed
in the causal canonical form as:

H(z) =
Y
U

=
b′0 + b′1z−1 + b′2z−2

1− a′1z−1 − a′2z−2 (16)

From this expression, a basic block diagram for implementation can be realized, as
shown in Figure 13.
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Figure 13. Block diagram implementation of a second-order system.

Starting from this block diagram, the pseudocode for the considered transfer function
is shown in Box 1.

The variables OldState1 and OldState2 shall be defined as persistent. This procedure
can be applied to all transfer functions presented in Section 2 and it provides a consistent
way to implement any transfer function in various simulation environments. Moreover, it
provides the opportunity to analyze complex control models using control theory tools such
as frequency domain analysis, root locus, etc. The next subsections will give a sensitivity
analysis of different discretization methods for the transfer functions presented in Section 2.

Box 1. Pseudocode implementation of a second-order system.

%Calculation of New State variable
NewState1 = U + a1 * OldState1 + a2 * OldState2;
NewState2 = OldState1;

%calculation of Output
Y = b0 * NewState1 + b1 * OldState1 + b2 * OldState2;

%Update Old State variable for next run
OldState1 = NewState1;
OldState2 = NewState2;

3.2. Sensitivity Analysis for FFDSOGI

The transfer functions for DSOGI and QSOGI QSG were discretized using the Back-
ward Euler method, as the most common method preferred by industry, and the Tustin
one, as it can provide a stable system at the cost of computational time [37]. A sam-
pling frequency of 5 kHz is used for discretization. The frequency responses for both
functions are presented in Figure 14. A resonance frequency at half sampling frequency,
i.e., 2.5 kHz, appears as expected when the Tustin method is used. The magnitude response
for QSOGI QSG is higher than the continuous S-Domain or Backward Euler implemen-
tation at the cut-off frequency. The phase response is also changed around the cut-off
frequency when using Tustin implementation for the QSOGI QSG. Overall, Backward Euler
gives a good response compared to the S-Domain reference response for both magnitude
and phase for a frequency range covering DC signals to about twice the cut-off frequency.
Greater harmonic content in the input signals, as expected in distorted distribution grids,
may affect the response of both transfer functions and, hence, the entire monitoring and
synchronization process.
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Figure 14. Frequency response with different discretization methods: (a) DSOGI-QSG and
(b) QSOGI-QSG.

The same discretization methods were applied to the SRF-PLL structure that com-
prises PI and the Integrator, as shown in Figure 6. Several combinations of methods were
investigated as previously reported work highlighted the instability challenges for practical
implementation [38].

All considered discretization methods show a similar magnitude response for frequen-
cies up to 1 kHz as shown in Figure 15. However, the phase response is very different in the
frequency interval from 100 to 1000 Hz. Utilization of the Tustin method for discretization
of the PI controller leads to a nonminimum-phase system that will exhibit a slow response
due to the faulty behavior at the start of the response [39]. Thus, an implementation using
Discretization #1 or #2 is preferred.

Figure 15. Frequency response of SRF-PLL with different discretization methods: Discretization #1:
Backward Euler for both PI and Integrator; Discretization #2: Backward Euler for PI and Forward
Euler for Integrator and Discretization #3: Tustin for PI and Forward Euler for Integrator.

3.3. Sensitivity Analysis for Proposed PLL

The sensitivity analysis for the proposed PLL structure was performed individually
for the main components since the band pass filter does not affect the overall response
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in tracking the voltage angle. Again, the main components, namely, the BPF and PLL
main loop, were discretized using the Backward Euler method, and the Tustin one, which
was the same as that for the FFDSOGI, for a suitable comparison. Forward Euler is also
considered for the integrator in the main PLL loop as a solution to remove instabilities [38].

3.3.1. Band Pass Filter

The frequency response of the BPF using the two discretization methods is shown in
Figure 16. The magnitude response is highly overestimated around the centered frequency,
i.e., 50 Hz, when using the Backward Euler method, while the Tustin method exhibits
a similar response as the S-Domain transfer function. Similarly, the Backward Euler
implementation adds an additional phase delay in the response compared to the other two
cases. The implementation using the Tustin method provides the expected attenuation as
well as phase delay over the entire frequency interval of interest, i.e., 0.1 to 1000 Hz. The
upper-frequency limit can be extended only by increasing the sampling frequency.

Figure 16. Frequency response of BPF with different discretization methods.

3.3.2. PLL Main Loop

The discretization of the PLL main loop considers three combinations of methods, as
in the previous analysis, and the frequency response of the PLL main loop is shown in
Figure 17.

Discretization #1 and #3 exhibit resonances below 0.2 Hz, i.e., 0.1 Hz for Discretization
#1 and close to 0.2 Hz for Discretization #3. This may be a disadvantage if low-frequency
voltage oscillations are present in the power system. However, the inclusion of BPFs on
input voltages completely mitigates any potential stability issues. All methods provide
a similar magnitude response for frequencies above 0.5 Hz and up to 1 kHz. A shift of
180 degrees in the phase response is present for Discretization #1 and #3 at the same
frequencies as the peaks in magnitude response (i.e., 0.1 Hz and 0.2 Hz) while there are no
changes in the phase response for Discretization #2. Overall, Discretization #2 provides
a very good response in both magnitude and phase for a frequency range from 0.1 up to
100 Hz. Thus, this combination will be considered for further analysis and implementation
in the laboratory setup.
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Figure 17. Frequency response of the PLL main loop with different discretization methods: Dis-
cretization #1: Backward Euler for LFP, PI, and Integrator; Discretization #2: Tustin for LPF, Backward
Euler for PI and Forward Euler for Integrator and Discretization #3: Tustin for LPF, Tustin for PI and
Forward Euler for Integrator.

3.4. MVC Implementation

As mentioned in Section 2.2.4, a circular buffer is used to store values over the desired
time window for the computation of RMS values and frequency for the measured voltages.
These RMS values are computed continuously at each sampling time, considering the entire
length of the buffer, and down-sampled to the desired update rate, e.g., 10 or 200 ms.

4. Experimental Validation
4.1. Setup Description

The experimental setup for assessment of the two algorithms is presented in Figure 18.
It consists of a grid simulator and a power electronic converter including an LC filter and
an interface card for connection to a dSPACE DS1103 platform. Voltage measurements are
provided by an LEM-based system. The grid simulator, a Regatron TC.GSS 50 kVA four
quadrant system, is used to generate the voltage waveforms including a 2% unbalance with
harmonic components according to EN 50160. The PLL algorithms are implemented in
dSPACE, as explained in Section 3. Three tests (10% voltage dip, 0.5 Hz frequency drop, and
a −60◦ phase jump) are performed to compare the performance between FFDSOGI-PLL
and the proposed PLL structure. The voltage dip, large frequency excursion, and phase
jump are scheduled in a sequential manner, in order to test the robustness of the considered
PLL algorithms.

Figure 18. Block diagram of experimental setup.
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4.2. Experimental Results
4.2.1. Voltage Dip

The phase angle and frequency estimation from both FFDSOGI-PLL and the proposed
PLL are compared in Figure 19 for a 10% drop in the supply voltages. The RMS values for
all three voltages are shown for a clear illustration of the event. Both PLLs can track the
grid angle for this event with similar performance. However, the main difference between
them can be observed in the estimated frequency. The inclusion of CMVE and BPF blocks
in the proposed PLL structure will provide fewer oscillations and also a lower overshoot for
the proposed PLL compared to FFDSOGI-PLL. Meanwhile, the high 100 Hz ripple in the
frequency estimation of FFDSOGI-PLL is given by the unbalanced three-phase voltage that
cannot be removed. The proposed PLL has a first overshoot of about 33 mHz, while the
FFDSOGI-PLL exhibits a first undershoot close to 900 mHz. Both algorithms have similar
settling times close to the expected values from the design of about 150 ms.

Figure 19. Experimental results for 10% voltage dip.

4.2.2. Frequency Excursion

According to [40], the maximum rate of change of frequency (ROCOF) in the European
continental grid is ±2.5 Hz/s. Therefore, a frequency ramp test is conducted as shown
in Figure 20. As this event cannot be seen clearly in grid voltage waveforms, only the
estimated grid voltage angle and frequency are shown in this figure.

Figure 20. Experimental results for a large frequency excursion.
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Both the FFD-SOGI PLL and the proposed PLL can estimate the grid frequency excur-
sion with accuracy. However, the background harmonics and voltage unbalances generate
a high ripple of about ±20 mHz in the frequency estimation for FFDSOGI-PLL. On the
other hand, the proposed PLL has a better rejection of the harmonic content and unbal-
anced voltage measurement signals and provides better performance for grid frequency
estimation with a ripple of less than ±5 mHz.

4.2.3. Phase Jumps

Remote short circuits in distribution grids are typically observed at the point of
connection of a grid-connected converter as a phase jump in the grid voltage, assuming
that the protection systems are reacting as designed. Thus, a test case with a 60-degree
phase jump is considered as shown in Figure 21.

Figure 21. Experimental results for a 60-degree phase jump in the supply voltages.

The estimated frequency from FFDSOGI-PLL has the first undershoot of 39 Hz, while
the proposed PLL has an undershoot of 40.3 Hz. Both, algorithms provide a similar estima-
tion of the grid angle of about 150 ms after the event. Due to the BPF used on measured
voltages, the phase jump and high-frequency noise are filtered out by the proposed PLL
structure. On the other hand, the FFDSOGI-PLL also provides a good estimation of grid
frequency as the DSOGI-PSE block acts as a band pass filter with a 50 Hz center frequency.
Therefore, both PLLs have a similar capability to reject large phase jump disturbances.

4.2.4. Steady State Operation

The grid connection requirements specify a ±10 mHz accuracy for measurement of
the grid frequency [6–8]. The performance of both PLLs for estimating the nominal grid
frequency of 50 Hz is shown in Figure 22.

The FFDSOGI-PLL exceeds the accuracy limits with at least 20 mHz while the proposed
PLL structure provides the estimation inside the accuracy limits with an average ripple of
±4 mHz. The Grid Simulator has a static accuracy for a delivered frequency of 2 mHz [41],
which can justify an average offset for both estimations.

4.3. Summary

In order to validate the theoretical analysis of the proposed PLL structure, three
different dynamic test responses and a steady-state one are conducted. The proposed PLL
algorithm is compared with the FFDSOGI-PLL under three test cases, i.e., a 10% voltage
dip, a large frequency excursion, and a 60◦ phase angle jump, for a 2% unbalanced voltage
supply system with a harmonic content according to EN 50160.
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Figure 22. Experimental results for frequency estimation in normal operation.

Both algorithms track the voltage phase angle in less than 150 ms as expected from the
design and make them suitable for classical converter control schemes in a synchronous
reference frame. The major difference between the two investigated algorithms is the quality
of frequency estimation. The FFDSOGI-PLL has a high ripple of more than ±20 mHz in all
tested grid events, which makes it non-compliant with the requirements for measurement
accuracy from grid codes and standards. On the other hand, the proposed PLL provides a
ripple of less than ±5 mHz in all investigated grid events.

5. Conclusions

The PLL algorithms including grid frequency estimation are critically important
for grid-connected renewable energy sources and storage systems (i.e., wind turbines,
PV plants, and battery systems). Moreover, new types of power electronics-based loads
such as electrolyzers or EV charging points/stations are rapidly emerging in distribution
grids. Thus, the application-oriented design of PLL is crucial for the operation of future
distribution grids with high penetration levels of converter-based applications. A good
synchronization, i.e., the accurate tracking of the grid voltage angle, will enable standard
converter controls to be utilized in a wide range of grid conditions. The accurate estimation
of grid frequency is also crucial for ancillary services such as fast frequency response and
frequency containment reserves that must be implemented locally in the converter control.

In this paper, a robust PLL for grid synchronization and the frequency monitoring
method is proposed and experimentally verified. A comparison with a state-of-the-art PLL
algorithm based on FFDSOGI under different grid events, i.e., voltage dips, large frequency
excursions, and phase jumps, is presented. A complete design procedure, sensitivity
analysis, and guidelines for implementation in microcontrollers are also provided. The
impact of the different discretization methods and parameters is also theoretically analyzed.
We identified that the discretization methods for every subsystem in both algorithms
are very important and should not be overlooked. Both PLL algorithms have a specific
combination for these discretization methods for achieving the desired stable response
over the required frequency range. The complexity and number of states are similar for
both algorithms and should not pose major challenges for implementation in any low-
cost microcontrollers. The experimental verification in a laboratory setup revealed that
both algorithms track the voltage angle under the considered grid events with similar
performance as expected from the design phase. However, the FFDSOGI-PLL is not able
to estimate the grid frequency with the required accuracy according to the grid codes, i.e.,
less than ±10 mHz. On the other hand, the proposed PLL estimates the grid frequency
for all considered grid events, with an accuracy of less than ±5 mHz. Future work on
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the proposed PLL algorithm may include an assessment of asymmetrical grid faults in
distribution grids.
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