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Abstract: The paper deals with an optimization problem in an electricity distribution network with
different types of distributed generation and a battery storage system in terms of a smart grid
concept. The optimization problem considers two objectives, namely, the annual energy losses and
the exchange of energy with the higher-level power grid. The decision variables of the problem are
the allocation of the different distributed generation units and the battery storage system, the annual
power profiles of the controllable distributed generation and the battery storage system, and the
power factor profiles of the controllable and noncontrollable distributed generation. All decision
variables are solved simultaneously in a single optimization problem. The variable load shapes of
the grid consumers and the profiles of the photovoltaic and wind power systems are considered in
the study. All data are observed at the annual level with hourly resolution. The problem solving
method uses computational intelligence techniques, namely, metaheuristic optimization methods
and artificial neural networks. The study proposes a framework for optimizing the decision variables
in the planning phase of distributed generation and battery storage, and for controlling the variable
power and power factor profiles based on an artificial neural network in the implementation phase.
The optimization problem is solved with a power system simulation program and a metaheuristic
optimizer in cosimulation synergy. The three cases of distributed generation and battery storage
are considered simultaneously. The proposed method is applied to the test grid operator IEEE with
37 buses, and reductions in annual energy losses and energy exchange are obtained in the ranges
34–86% and 41–99%, respectively.

Keywords: battery energy storage system; computational intelligence; cosimulation; energy losses
reduction; power distribution network

1. Introduction

Due to their environmental characteristics, renewable energy sources are increasingly
used in power grids. Renewable energy sources utilize primary energy sources in the
form of solar energy, wind, and water flow. In addition to these primary energy sources,
renewable energy sources also include biogas-powered sources. Since renewable energy
sources are very attractive from an environmental point of view, their use in the power
system presents a technical challenge. The intensity of primary energy varies and is
naturally determined by meteorological conditions. Depending on the primary energy
content (per unit area or volume), the technical realization of renewable sources is associated
with production units of lower power. Therefore, renewable energy sources are classified
as distributed sources, usually referred to as distributed generation (DG). Due to these
technical characteristics of renewable energy sources, intensive scientific and research
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efforts are currently required to propose solutions for the high-quality implementation
of decentralized energy production in current and future practice. Due to the different
intensity of the primary energy source, the use of a battery energy storage system (BESS)
is also promoted to increase the utilization of the primary energy source. The studies in
this area are related to the planning of the optimal allocation of the distributed sources
in the planning phase and the optimization of the management of the duty cycle of the
battery units and the management of the distributed generation. The need to develop the
modeling and management of battery storage and renewable energy sources must be seen
in the context of the introduction and implementation of the advanced grid concept.

In [1], an overview of the current deployment of batteries in the distribution grid for
different battery technologies is provided. It also highlights the purpose of using battery
energy in modern advanced grids, which is to improve power quality, control voltage and
frequency in the grid, reduce peak demand, control consumption, and trade electricity.
Depending on the purpose of the storage capacity of batteries in the power grid, different
algorithms and methods are used to manage the battery power in its cycle. In addition to
researching the impact of battery storage in power grids, there is a need to develop and pro-
pose procedures and methods for battery allocation and battery power/energy management.

The authors in [2] present the optimization of prosumers’ energy storage profile
with the aim of determining prosumers’ trading strategy considering renewable energy
uncertainty. The locations of renewable energy sources and energy storage are given and
are not considered in the problem. It is also investigated how the use of energy storage
at the prosumer’s location affects the size of the photovoltaic system. In [3], an optimal
dispatch strategy for given DG and BESS sites in a power system is presented. The study
optimizes the dispatch strategy considering the variability of generation sources and loads
and focuses on the system economics based on increased forecast accuracy at the daily
level. In [4], an optimization of peer-to-peer energy trading is proposed that takes into
account renewable energy uncertainties and individual preferences of prosumers. Again,
the locations of DGs are not part of the optimization and are taken as given. Optimization
of peer-to-peer power distribution between smart public buildings and the main power
grid using a typical daily yield scenario for wind and light without optimizing DG locations
in the system is described in [5]. In [6], the configuration and profiles of a cloud energy
storage system are presented. The study considers load variations during the day without
considering the location of the cloud energy storage system in the power grid. For an
overview of smart energy system optimization research considering the economics of
integrating and controlling DGs and BESS, one can see [7]. As can be seen in [7] and in
the literature review in this paragraph, optimization considering energy price is not about
optimizing the size and locations of DGs and BESS in the system.

In [8], the authors solve the optimization problem of optimal allocation of distributed
generation using the DG cost objective, network cost, and environmental improvement
index functions. The problem is solved by applying a gradient method that does not
rely on a simple solution. The investment costs of distributed generation, batteries, and
capacitor banks and the voltage stability index are calculated as functions of the objective in
solving the problem of optimal allocation of distributed generation, batteries, and capacitor
banks in [9]. The model assumes constant DG production and loads. The authors used the
multiobjective ant lion optimizer as a metaheuristic optimization method.

In [10], the authors presented battery storage performance optimization for a multiob-
jective problem with two objective functions, daily losses and battery consumption size.
The population-based optimization technique, particle swarm optimization (PSO), is a tool
for optimization. In this study, the variable loads are considered over an annual period
with hourly resolution. The authors in [11] formulated the multiobjective problem of opti-
mal allocation of DG and BESS considering DG and BESS acquisition costs and pollutant
emissions as two objectives. The metaheuristic multiobjective ant lion optimizer (MOALO)
is used to solve the problem considering daily changes (with hourly resolution) in loads
and DG productions. The total production cost and pollutant impact are used as objectives
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in the optimal DG allocation problem presented in [12]. The two metaheuristic methods,
the bacterial foraging optimization (BFO) algorithm and the firefly optimization algorithm
(FA), are used to solve the problem. The time horizon considered in the optimization was
1 day with hourly input data.

The authors in [13] studied the problem of optimal DG allocation considering variable
load and DG production. For the simulations, 12 typical days with minute-level input data
were used. Minimization of DG capacity and power losses are considered as objectives in
two separate studies. In [14], evolutionary algorithms are used to find an optimal allocation
of DG, considering maximizing the penetration of DG in the power grid. The value of the
objective function is calculated by implementing power flow equations in the presented
method. Constant load values and production of DG are implemented in the optimization
model. In [15], the optimal DG allocation is solved by metaheuristic algorithms that
consider the minimization of power losses in the power system. Constant DG production
and load values are assumed, and the power flow calculation is coded together with the
optimization algorithm in the programming environment. The authors in [16] used a
metaheuristic optimization based on PSO for the optimal allocation of DG, considering the
minimization of power losses as the objective function of the problem. The constant DG
power and load are considered, and the power flow calculation is coded along with the
optimization algorithm.

The method of automatic generation for DG power control is presented in [17].
The metaheuristic firefly algorithm (FA) is used to solve the optimization problem of
optimal DG power allocation among different DGs in the case of variable load. In the
paper [18], the authors optimized the power supply in a microgrid consisting of electric
vehicles (EV) as sources. The objective function of the optimization problem is composed of
two objectives, the operating cost and the environmental cost of the microgrid. The problem
is solved using two metaheuristic optimization algorithms that take into account both the
variable production of the wind turbines and the energy price and charging power of
the EVs. In [19], a PSO-based metaheuristic optimization method is applied to solve the
economic dispatch problem in a power system with thermal and wind power plant DG.
Variable load and DG production are considered in the study.

Constant DG production and network loads are considered in [20] to solve an optimal
DG allocation problem with the objective of improving the voltage profile of the distribution
network and minimizing the DG purchase cost. The genetic algorithm (GA) is used as an
optimization method. The power system is simulated using the OpenDSS software , and the
optimization algorithm is implemented in a MATLAB programming environment. In [21],
the optimal allocation of DG production units is performed considering the minimization of
power losses and the improvement of the voltage profile of the grid. Metaheuristic methods
are used to solve the problem with constant network loads and DG production. In [22],
the researchers applied the grasshopper optimization algorithm (GOA) to find an optimal
allocation of DG, shunt capacitors, and EV charging stations in the power distribution
network. The optimization problem is solved for peak load and variable grid load, and DG
impact on grid operation is studied for peak-load-obtained optimal allocations. The optimal
DG allocation problem solved by a metaheuristic algorithm that considers minimization of
power losses as an objective function is presented in [23].

The cosimulation approach, which uses MATLAB for the coding optimization method
and OpenDSS for the power system simulation, is used in research. The DG production
and the grid load are modeled with constant values. Minimizing the network losses and
voltage deviation and maximizing the network stability index are the objectives of the
research presented in [24], and metaheuristic optimization is applied to solve the optimal
DG allocation problem. In the paper, constant network load and DG production are studied.
In [25], the PSO algorithm is used to solve the optimal DG allocation problem with the
objectives of minimizing power losses and voltage deviations. In the tested power system,
constant load and DG production are assumed in this study. Minimizing power losses and
voltage deviations are also objectives of the DG allocation optimization problem in [26].
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Metaheuristic optimization methods are used, and three load levels are considered in the
simulations. Variable load and DG production are considered in the optimal DG allocation
problem in [27]. Differential evolution (DE) is used as an optimization algorithm to solve
the problem. Optimal control of DG power factors based on measured DG and substation
power inputs is also determined for previously specified DG locations and sizes.

In [28], the authors applied a metaheuristic optimization method, namely, the African
buffalo optimization algorithm, to simultaneously solve for the optimal allocation of wind
power (WP) and battery storage systems (BEES) and the optimal charge/discharge profile
of BEES. The authors used a two-stage optimization called outer layer and inner layer
optimization to solve the problem. This approach was the motivation and inspiration for
our research presented here.

Based on the above review of the current literature on optimal DG and BESS allocation
and control, the following conclusions can be drawn:

• Most research uses metaheuristic optimization techniques due to the complexity of
the problem.

• The optimization method and the computation of the objectives and constraints (based
on the power flow computation) of the optimization problem are coded in parallel in
a programming environment.

• The load values and the output power DG are considered constant or the typical
profile with a lower number of input data in a series of studies.

Our study focuses on the issue of optimal allocation and management of distributed
generation and battery storage, with a number of key aspects contributing to the topic:

• Simultaneously optimizing DG and BESS allocation and control of unit outputs using
a cosimulation approach;

• Performing optimization processes considering variable input data at the annual level;
• Application of a two-stage optimization framework to reduce the dimensionality of

the optimization problem;
• Use of ANN to estimate DG and BESS profiles for data different from those used in

the optimization procedure.

The proposed optimization framework is the continuation of the authors’ research [29]
with the following improvements:

• In [29], the power factors of all DGs (PV, wind, biogas) are considered constant; in this
research, the power factors are variable and are controlled by ANN.

• In [29], the installations of BESS in the power grid are not considered.
• In [29], the input data to determine the profile of the biogas plant are the load curves

of the consumers; in this research, the input data to determine the power factor profile
of all DGs and the power profiles of biogas DG and BESS are measured voltages, SoC
of BESS, and the PV and wind generation DG at a given time.

The proposed procedure attempts to contribute to the topic of optimal allocation of
DG and BESS and their optimal profiles with respect to the next two topics. A review of the
literature on this topic shows that the optimal allocation of DG and BESS takes into account
the fixed loads and/or the production of DGs, or counts with variable loads at the daily or
weekly level. However, it is questionable whether the optimal allocation and BESS profile
determined using the data of a particular day/week are optimal for other days/weeks
of a year. Since the profiles of the renewable energy sources PV and wind DG and the
load profile have fewer or more annual cycles, it is reasonable to consider the variability of
the input data at the annual level when solving the given optimization problem. Another
problem related to the optimization problem is the optimal control of the controllable DG
power and the BESS operating state at a given time with the aim of reducing the annual
energy losses in the grid. Solving these two problems requires a large computational effort
due to the large amount of data; e.g., at hourly resolution at the annual level, there are
8760 data for which power flow calculations must be performed for only one of the possible
optimal solutions. As the temporal resolution of the input data increases, both the amount
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of data and the computational cost increase rapidly. The method proposed in this paper
solves both problems by

• Simultaneously optimizing the allocation of DG and BESS, the power factor profiles
of DG, the generation profile of controllable DG, and the charge/discharge profile
of BESS;

• Predicting the optimal power factor of DG, the generation of controllable DG, and the
charge/discharge state of BESS at a given time using ANN.

The proposed method assumes a steady state of the distribution network; i.e., it is
based on load flow calculations. From the above literature review of research in this area,
it appears that such an approach is not used for the observed optimization problem, or is
used very rarely.

The remainder of the article is organized as follows: Section 2 presents the formulations
of the optimization problem of DG and BESS power scheduling and allocation. Section 3
presents the proposed method and describes the tools used. Section 4 shows the application
of the proposed method to solve the optimization problem using a case study for a power
distribution network. Section 5 draws the conclusions from the research.

2. Motivation for the Research

Based on the literature review given in the previous section, the modeling of the
optimization problem involves several different levels of realistic modeling of system parts
as well as the variability of quantities associated with the problem. Table 1 provides an
overview of the parts of the system modeled in the literature and the variability of the
variables used in the formulation of the optimization problem.

Table 1. Researched literature overview regarding modeled system elements and variability of the
quantities used in the formulation of the optimization problem. (3 —considered in research, 7 —not
considered in research).

Literature
PV DG-
Constant
Variable

Wind DG-
Constant
Variable

Biogas DG-
Constant
Variable

BESS-
Constant
Variable

Load-
Constant
Variable

Time
Horizon-

Resolution
of Data

[9] 3 -cons. 7 7 7 cons. 7

[10] 7 7 7 3 -cons. var. year - hourly

[11] 3 -var. 3 -var. 7 3 -var. var. day - hourly

[12] 3 -var. 3 -var. 7 7 var. day - hourly

[13] 3 -var. 3 -var. 7 7 var. day - 1 min

[14] 3 -var. 3 -var. 7 7 cons. 7

[15,16]
undefined
DG type

-cons.

undefined
DG type

-cons.

undefined
DG type

-cons.
7 cons. 7

[18] 3 -var. 3 -var. 7 3 -var. var. day - 15 min

[19] 7 3 -var. 7 7 var. day - hourly

[20–26]
undefined
DG type

-cons.

undefined
DG type

-cons.

undefined
DG type

-cons.
7 cons. 7

[27] 3 -var. 3 -var. 7 7 var. day - hourly

[28] 3 -var. 3 -var. 7 3 -var. var. day - hourly

this paper 3 -var. 3 -var. 3 -var. 3 -var. var. year - hourly
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The main goal of the research presented here concerns as many elements as possible
of the given optimization problem of optimal DG and BESS assignment with the aim
of increasing the realism of the model rather than improving a particular optimization
technique/algorithm. A procedure/framework is developed for applying different com-
putational tools in a simulation environment (formulated through cosimulation setup)
to solve this very complex optimization problem. The main objective of the research is
to show how the whole optimization process can be formulated to take into account as
much as possible the real situation in terms of changes of variables over time or year,
with fewer or more repetitions of the variable quantities over a longer period of time (a
decade or some years). This requires the simultaneous processing and consideration of
many time-varying variables. Therefore, the paper proposes a framework that includes a
more realistic modeling of the problem of optimal allocation of DG and BSEE.

3. Description of the Optimization Problem

The optimization problem investigated in this study involves the simultaneous search
for the optimal allocation of BEES, controllable (biogas plants) and noncontrollable (PV
and wind plants) DG sources and controlled power profiles of BESS and controllable DG
units. Optimizing the power factor over time of controllable and noncontrollable DG is also
part of the optimization problem. The technical objectives are considered in the problem.
The main interest in installing DG in the power grid is to reduce the energy losses in the
distribution grid, which is used as one of the objectives. In addition, one of the objectives of
the smart grid concept is to increase DG production in the distribution network to reduce
energy exchange with the higher-level (transmission) network. These two “standard”
objectives of implementing DG in the distribution grid are objectives that are considered
here as objective functions of the optimization problem. The problem formulation also
defines technical constraints that take into account the limits of the node voltages and the
transmission capacity of the lines.

3.1. Objective Function 1: Annual Energy Losses

The energy losses in the power distribution system at the annual level are used as the
objective function for the optimization problem. This objective function is defined as

f1(~x) = Wloss =
n

∑
i=1

Pi,loss · ti (1)

where Wloss are annual network energy losses, n is the number of periods, and Pi,loss are
active power losses for period i and ti duration of period i.

3.2. Objective Function 2: Exchange of Annual Energy with the Upstream Power System

One of the ideas in implementing DG in the power distribution system is to generate
energy locally near the consumers to make the local power distribution system as sustain-
able as possible. In addition, such an approach reduces losses in the system and the cost of
purchasing energy from the higher-level power grid. The total annual amount of energy
exchanged with the higher-level grid can be defined as follows:

f2(~x) = Wexc =
n

∑
i=1

Si,exc · ti

Si, exc =
√

P2
i,exc + Q2

i,exc

(2)

where Wexc is the annual energy (include active and reactive energy) exchange between the
distribution and up-level network, and Si,exc, Pi,exc, and Qi,exc are apparent, active, reactive
power exchanged for period i, respectively.
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3.3. Multiobjective Approach

Since there are numerical differences between objectives (1) and (2), multiobjec-
tive optimization is used to avoid the inclusion of aggregate objective functions with
weighting factors:

~F(~x) = [ f1(~x), f2(~x)]. (3)

When applying an aggregation approach to a natural multiobjective problem in order
to transform it into a single-objective optimization problem, numerical problems may arise
that make it difficult for the optimization algorithm to solve the problem, which in turn
may affect the quality of the solution. This numerical problem originates from the fact
that the numerical difference between the values of the objective function is of the order of
102–103. This can affect the two possible solutions in the following way. The significant
change in one of the objective values may have such an overall effect on the aggregate
single-objective function that the change in the other objective value is negligible.

3.4. The Constraints of the Optimization Problem

The constraints of the optimization problem refer to the ranges of the node voltages
and the current limits of the power lines. The node voltage, line current, and box (decision
variable ranges) constraints are in the form of inequality constraints:

Vmin ≤ Vi,j ≤ Vmax for each period ti and each node j

Ii,k ≤ Imax for each period ti and each line k

~xmin ≤ ~x ≤ ~xmix

(4)

where Vmin, Vi,j, and Vmax are minimum, calculated, and maximum nodal voltage, respec-
tively, and Ii,k and Imax are calculated and maximum (rated) line current, respectively.

4. Proposed Cosimulation for Solving the Optimization Problem

As mentioned above, the optimization problem under study involves the optimal
allocation of the units DG and BESS and the controllable variables of DG and BESS. The allo-
cation of the units means finding the optimal locations and nominal capacities (sizes) of the
BESS, PV, wind and biogas plants. The controllable variables included in the optimization
problem are the power factors of the units of the PV, wind, and biogas plants DG and the
power profiles of the biogas plants and BESS units.

4.1. Cosimulation Setup

The cosimulation approach used to solve the problems (3) and (4) uses a software
tool specialized in power system modeling and simulation and an optimization tool that
implements a metaheuristic optimization method (Figure 1). Such an approach allows
for more realistic modeling of the power distribution system by incorporating models
for all parts of the modern distribution system. The disadvantage of such an approach
is the fact that the objective function and the constraints of the optimization problem are
calculated by simulation. This means that the optimization procedure is a kind of “black
box” optimization. Since the optimization problem cannot be expressed in an analytical
form, a metaheuristic optimization technique must be used in this case. A metaheuristic
optimization technique is suitable for finding a near-optimal solution because it requires
only numerical values for the objectives and constraints (which is the case when using the
simulation tool), without requiring an analytical formulation of the problem. The devel-
oped cosimulation setup is shown in Figure 1. The OpenDSS software, version 9.4.0.3, ([30])
is used as a tool for simulating the power distribution system, which performs the calcula-
tions to determine the values for the optimization objective and constraints. OpenDSS is
intended for the simulation of modern power distribution networks and is very suitable
for the implementation of cosimulation, as it provides a number of interfaces to different
programming languages, such as MATLAB, Python, C, Java, and Julia . The metaheuris-
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tic optimization tool MIDACO (mixed-integer distributed ant colony optimization [31]),
version 5.0, is used here to solve the optimization (1). MIDACO as a metaheuristic opti-
mization tool has interfaces for different programming languages (MATLAB, Python, C,
Java, Julia, etc.), so it can be easily implemented in a cosimulation. MIDACO is used for an
outside optimization loop and for an inside optimization loop; the differential evolution
(DE) algorithm [32] from the SciPy ([33]), version 1.9.0, Python, version 3.11.0, package
is used.

4.2. Proposed Framework for the Optimization Procedure

As presented in the introduction at the beginning of the article, in most studies, the
optimal allocation of DG and BESS is solved for constant loads in the system. In the case of
considering variable loads and DG productions, a short time period (e.g., a day with hourly
resolution) or a characteristic day, week, or month is usually used. For weekly, monthly,
or annual changes, the averaged daily, weekly, or monthly values, respectively, are used.
In addition, the allocation problem is solved alone, without considering the simultaneous
management of generation output. The main reason for solving the allocation optimization
problem and the energy management optimization separately is the huge amount of data
that is generated when we try to solve both optimization tasks simultaneously, especially
in the case of an annual horizon with hourly (or even 1 or 15 min) data resolution. Such an
amount of data requires a very high computational effort to solve the problem. This effort is
caused not only by the amount of input data, but also by the number of decision variables.
When the allocation of units and power profiles is included in an optimization, the number
of decision variables is equal to the number of allocated units times the number of periods
(8760 periods per year with hourly data resolution). This leads to tens of thousands of
decision variables, which makes solving the optimization problem very difficult. In the
study, a two-stage optimization procedure is proposed to overcome the high dimensionality
of the optimization problem. Two optimizations are proposed, one of which is within the
other. These two optimization procedures (two levels of optimization) are referred to here as
the external optimization procedure and the internal optimization procedure. The external
procedure controls the optimal allocation of the units DG and BESS. Here, the internal
optimization finds the optimal power factor profile of all DG and output power profiles of
the controllable units DG and BESS for each time period t over the entire annual horizon.
In this way, the optimization of the power factor and power profiles for each time period t
is solved by a new optimization. The proposed optimization framework ensures that the
optimal DG and BESS allocation is found simulatively along with the optimal power and
power factor profiles of the units (DG and BESS). The decision vectors of the optimization
problem (3) described above can be written down as follows:

~xout = [SPV , SW , SBG, CBESS, PBESS, LPL, LW , LBG, LBESS]

~xin = [ϕPV , ϕW , ϕBG, lhBG, lhBESS]
(5)

where ~xout and ~xin are decision variable vectors of outside and inside optimization levels,
respectively; SPV , SW , and SBG are rated apparent powers (sizes) of PV, wind, and biogas
plants; CBESS and PBESS are rated capacity (size) and power of BESS; LPL, LW , LBG, and
LBESS are locations of the PV, wind, biogas plants, and BESS, respectively; ϕPV , ϕW , and
ϕBG are phase shifts between voltage and current (defining power factors) of the PV, wind,
and biogas plants, respectively; and lhBG and lhBESS are load shape values of the biogas
plant and BESS for the period ti. The optimization procedure is carried out using the input
data from PV and wind power plants and the load profiles of the consumers. These load
profiles are usually estimated based on historical data using developed estimation and
forecasting methods. However, after the installation of DG and BESS in the distribution
network, the real data of DG generation and consumer load profiles may differ from those
used for optimization in the planning phase of the DG and BESS installation project. This
means that the optimal profiles of DG and BESS determined in the planning phase may
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not be as well matched with the different input data. ANN is used to control the power
profiles of the controllable DG and BESS to solve this problem after DG and BESS are
installed in the power distribution network. The inputs to ANN are the node voltages of
the busses where DG and BESS are installed, and the outputs of ANN are the decision
variables of the internal optimization (i.e., the power and power factor profiles of DG and
BESS). After training ANN with the data obtained during the optimization procedure,
the learned ANN is used to estimate the optimal profiles of DG and BESS in case the data
differ from those used in the optimization in the previous step of the procedure. The ANN
structure used in this study is shown in Figure 2. The whole developed and proposed
framework, based on cosimulation, two-step optimization, and ANN prediction (Figure 3),
was implemented in the Python programming environment. A schematic overview of the
developed framework is given in Figure 4.

Figure 1. Overview of the proposed optimization process based on cosimulation setup (Step 1 from
the developed framework given on Figure 3).
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Figure 2. The structure of ANN used to estimate optimal power factors of DG and power profiles of
biogas DG and BESS in the implementation phase (Step 2 from the developed framework given in
Figure 3).

Figure 3. Workflow of the proposed procedure for the optimization of allocation and output profiles
of BESS and DG.
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Figure 4. Schematic overview of developed procedure for optimization of allocation and output
profiles of BESS and DG.

During the first test of the optimization process, which includes the simultaneous
installation of PV, wind, and biogas plant DG and BESS, the significant influence of the
given power profiles of PV and wind DG on the final optimization result was found.
For this reason, three different cases are analyzed, including the installation of all types of
DG and BESS (Case 1), the installation of all types of DG without BESS (Case 2), and the
installation of PV and wind DG and BESS without the installation of biogas DG. A brief
overview of the cases studied can be found in Table 2.

Table 2. Different combinations of DG and BESS unit installations investigated in the study.
(3 —DG/BESS used in case, 7 —DG/BESS not used in case).

Studied Cases PV DG Wind DG Biogas DG BESS

Case 1 3 3 3 3

Case 2 3 3 3 7

Case 3 3 3 7 3

4.3. Details of the Step-by-Step

Procedure and Tools Used
In the main steps of the proposed procedure described above (Figure 4), the different

computational tools are used. In this section, some details about each step and the tools
used in the process are presented.

Step 1
In this step, optimization of DG allocations and power profiles of controllable DGs

(biogas plants) is performed. OpenDSS, DE, and MIDACO software are used together
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to calculate the values of the objective functions and find the optimal allocation and DG
profile. Two simultaneous optimization phases are performed, namely, the inner and outer
optimizations (Figure 1). In the outer optimization loop, the MIDACO solver is used to
find the optimal allocation of DG, considering the simultaneous annual profiles of loads,
PV and wind energy sources, and the profiles controlled by DE, namely, the biogas power
generated by DG, the power factors of all DGs, and the BESS profile (also considering the
all-year profile). The input data (annual profiles of loads, PV, and wind energy sources)
in this step are based on historically collected data. The inner optimization loop provides
optimal values for the biogas DG, the power factors of all DGs, and the BESS profile with
optimal allocation of all DGs and year profiles (defined by the outer optimization process).
With this approach, the developed method can work simultaneously with annual data and
provide optimal values considering the annual horizon, while previous studies often use
only one or a daily/weekly data profile, as is common in studies. A schematic overview of
the described procedure for generating the possible solution of the optimization problem
in one iteration/generation of the optimization algorithm can be found in Figure 5.

Figure 5. Generating a possible solution to the optimization problem in outer and inner optimization
steps in procedure Step 1.

The details of the interactions between outer and inner optimizations are shown in
Figure 6. For each individual solution in the MIDACO solution population, the optimization
of the DG power factor profiles, biogas power profile, and BESS power profile is optimized
by DE in the inner optimization. The parameters of the tools used in this step of the
procedure (Step 1: optimization) are

• MIDACO: maximum number of objective function computations: 300, ant count: 50,
kernel count: 5, termination criterion: maximum number of function evaluations;

• DE: maximum number of iterations/generations: 250, population size: 25, selection
strategy: best1bin, recombination factor: 0.8, mutation factor: adaptive in the range
(0.7, 1), termination criterion: maximum number of generations.



Energies 2023, 16, 7567 13 of 22

Figure 6. Interactions and cosimulation among optimization tools (MIDACO and DE) in inner and
outer optimizations and network simulation tool (OpenDSS) in Step 1.

Step 2
As described in Step 1, the optimal DG and BESS allocations and all considered profiles

are determined using some historical data from a previous year. However, the actual input
data at some point in the year may differ from the values used during the optimization
procedure. This means that in the implementation phase, for the optimal allocation de-
termined in Step 1, the optimization of the optimized profiles (DG power factor, biogas
power, and BESS operating condition) must be performed for any given time in the year.
In order to simplify the use of the optimized allocation and to quickly obtain optimal profile
values, ANN is proposed for generating the optimal profile values. Additionally, with the
aim of simplifying the use, unlike Step 1, where the intensity of renewable energy sources
was used as input data, here, the node voltages in DG and BESS installation nodes in the
power grid are used as input to ANN. Node voltages are relatively easy to measure and
are measured by default at DG and BESS. During the research, various designs of ANN
are investigated to find the simplest ANN structure that gives results with satisfactory
accuracy. The design of ANN shown in Figure 2 is proposed at the end of this research.
The proposed ANN consists of an input layer, four hidden layers, and an output layer with
4, 8, 16, 16, 8, and 5 neurons, respectively. The number of neurons in the input and output
layers is determined by the total number of DGs and BESS. The number of output neurons
is further increased by the number of DGs, since one of the optimal profiles is related to the
output power of the biogas. ANN is trained using the output and optimized input data
obtained in Step 1. This means that the training set contained 4 times 8760 and 5 times 8760
input and output data, respectively.

The following ANN parameters are used for training (Figure 7):

• Type of layers: “dense”;
• Activation function of the hidden layers: “tanh”;
• Activation function of the output layer: “hard sigmoid”;
• ANN optimizer: “adagrad”;
• ANN loss function: “mean squared error”;
• ANN metrics: “mean square error”.
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Figure 7. ANN training in procedure Step 2.

Step 3
After determining the optimal allocation of DG and BESS (in process Step 1) and

training ANN to generate optimal profiles of the power factors of DGs, biogas production
profile, and BESS profile (in procedure Step 2), the developed method is tested/verified in
procedure Step 3 with input data different from those used in the previous two steps in the
allocation optimization and training of ANN. The input data for this procedural step are
generated by generating random numbers with different uncertainty ranges over the input
data values according to the uniform distribution. The applied uncertainties for generating
random input data were 10%, 50%, and 80% of the input data values used in procedure
Steps 1 and 2. An overview of the procedure in Step 3 is shown in Figure 8.

Figure 8. ANN application in procedure Step 3.
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5. Application of the Developed Method to a Case Study

The IEEE 37-node test network ([34]) is used as a case study to present the application
of the proposed method to solve the optimization problem (3). The original test network
has been adapted in terms of the taps of the voltage regulators. The taps are fixed at
the center position (tap = 0) and are not changed during the simulations. The following
software tools are used to generate input data:

• Online tool [35] is used to generate power profiles of PV and wind turbines.
• Software tool [36] is used to generate load profiles of grid customers.

Solving the optimization problem for estimated input data (Step 1 from Figures 3 and 4)

The estimated input data can be generated by various forecasting methods based
on previously collected historical data and used in the planning phase of implementing
DG and BESS in the power distribution system. For such a data example, applying the
procedure shown in Figure 3 for cases given in Table 1, the optimal locations and sizes of
DG and BESS are found. The optimal allocation of the units BESS and DG, obtained by
carrying out the procedure Step 1 for all the cases studied, is shown in Table 3.

Table 3. Optimal BESS and DG allocations as solution to optimization problem (1) in procedure
Step 1 (7—DG/BESS not used in case).

Studied Cases
PV DG

Size (kVA)
Location

Wind DG
Size (kVA) Location

Biogas DG
Size (kVA) Location

BESS
Capacity (kWh)

Power (kW)
Location

Case 1
54

Node 736
96

Node 775
2000

Node 702

468
58

Node 707

Case 2
125

Node 734
305

Node 738
1565

Node 702 7

Case 3
140

Node 704
1612

Node 734 7

9870
1275

Node 709

Training and use of ANN, the proposed method in the implementation phase (Step 2
from Figures 3 and 4).

The data used in the optimization procedure in the planning phase of the implemen-
tation of DG and BESS are estimated data. After the implementation of BESS and DG,
the real input data (load patterns of consumers and production of PV and wind power
plants) are more or less different from the data used in the optimization. Moreover, in a real
distribution network, it is impractical to measure all loads at a given time. Therefore, in the
implementation phase of DG and BESS units, the additional variables must be used to
determine the optimal power profiles of BESS and controllable DG. ANN is proposed here
to solve this problem. To find an optimal solution, the data about the voltage of the grid
node for the optimal DG and BESS location are collected and used as the input data of ANN.
The output data used for ANN training are the optimal phase shift and power profiles
of DG and BESS. A schematic overview of the proposed structure of ANN is shown in
Figure 2. After ANN is learned (trained), it can be used to estimate the optimal values of the
outputs of DG and BESS for data that are different from those used in the planning phase
(the previously performed optimization procedure). The data used to emulate the data in
the implementation phase of the installation of DG and BESS are generated by adding some
values to the initial input data. These additions are randomly generated using a uniform
distribution around the data values used in the optimization phase. It is important to note
that the values used in the optimization are not averages of the data generated in this way.
The reductions in annual energy losses and energy exchange obtained for this case are
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given in Table 3. The generation of input data described above includes an uncertainty of
the input data used in the optimization procedure (in the planning phase) and shows the
robustness of the proposed procedure.

Figures 9–12 provide a comparison of the values of the objective functions for all
cases studied (these figures are obtained by optimization in Step 1 and by ANN in Step 2).
The results in Figures 9–12 were obtained for the load shapes and power profiles of PV and
wind DG used in the optimization.
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Figure 9. Yearly energy losses for optimal allocations and profiles for all tested cases.
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Figure 10. Yearly energy loss reduction for optimal allocations and profiles for all tested cases.
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Figure 11. Yearly energy exchange for optimal allocations and profiles for all tested cases.
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Figure 12. Yearly energy exchange reduction for optimal allocations and profiles for all tested cases.

Effect of PV DG, wind DG, and consumer load profiles on optimization results (Step 3
from Figures 3 and 4).

As described earlier in the procedure description, the input data for the PV and wing
production profiles DG and the shape of the consumer load are used to obtain data that
are used in Step 2 of the procedure to train the ANN generator (controller) from DG
power factor profiles and output power profiles of biogas DG and BESS. Since the real data
may be different from that used to train ANN, here, the different input data are applied
to the optimally allocated DG and BESS and ANN is trained. Two scenarios with new
data are used. In the first scenario, all input data are changed to model the uncertainty
in the input data. The uncertainty in the data is modeled by adding a random number
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to the original data. This random number is generated using a uniform distribution for
three levels of uncertainty: 10%, 50%, and 80%. The random number is added to the
PV and wind production profiles DG and to the load profiles. The second scenario is
performed by using the PV and wind generation data DG as in the ANN training, but the
load curve is completely regenerated. For this purpose, the two different load curves
are used. As mentioned before, this step of the procedure (Step 3) aims to investigate
the generalization and robustness of the prediction of biogas and BESS power generation
profiles and DG power factor profiles by ANN. The obtained results are presented in
Tables 4 and 5.

Table 4. Objective function values (obtained using ANN profile controller) for different uncertainties
in the input data. (7—there no energy losses/exchange reduction for Basic C ase).

Objective Function, Energy
Reduction Uncertainty Level Basic Case Case 1 Case 2 Case 3

Wloss (kWh/y)
10%
50%
80%

72,530
77,778
88,896

12,675
13,828
16,375

10,493
12,160
15,935

56,381
68,504
85,517

Energy losses
reduction (%)

10%
50%
80%

7

82.5
82.2
81.6

85.5
84.3
82.1

22.3
11.9
3.8

Wexc (MVA/y)
10%
50%
80%

4992
4994
5044

87
147
227

376
539
758

2944
3271
3672

Energy exchange
reduction (%)

10%
50%
80%

7

98.3
97.1
95.5

92.5
89.2
85.0

40.0
34.5
27.2

Table 5. Objective function values (obtained using ANN profile controller) for different load shapes
(LSA and LSB).

Objective Function, Energy Reduction Load Shape Basic Case Case 1 Case 2 Case 3

Wloss (kWh/y)
LSA
LSB

51,832
32,594

9359
5673

9959
6124

77,813
65,077

Energy losses
reduction (%)

LSA
LSB

7
81.9
83.0

80.8
81.2

7

7

Wexc (MVA/y)
LSA
LSB

3243
2943

134
97

538
401

3576
3091

Energy exchange
reduction (%)

LSA
LSB

7
95.9
96.7

83.4
86.4

7

7

From the results in Tables 4 and 5, it can be concluded that the proposed ANN profile
controller is not suitable for Case 3, i.e., when there is no controllable DG in the power
system. For this case, further research on other ANN controllers or other types of controllers
for power factor and power profiles is needed.

The proposed framework can be useful in both the planning and operational phases of
renewable energy implementation in the electricity distribution network. In the planning
phase, the distributed generation and energy storage units are placed in the grid. For this
purpose, some input data must be used. Once the units are installed on-site, their location
cannot be changed. However, since the loads and intensity of the renewable energy sources
are variable over time, the question is which data to consider and in which time horizon.
Therefore, once the plants are on-site (in the implementation phase), they cannot be changed
as the loads and intensity of the energy sources change. This means that the time horizon
of the data used in the planning phase is crucial. This importance arises from the fact
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that optimal allocations determined for data in a time horizon that does not include all
variations in the input data are not also optimal for some other data that may occur in
the operational phase and are not considered in the planning phase. Of course, load and
intensity change cyclically over the course of a year. Therefore, the answer to the question
posed at the beginning is that in the planning phase, all changes in data during a year
should be considered in order to include all these changes. In this way, the determination
of optimal sizes and locations (both collectively referred to as allocation) is performed with
more realistic input data. However, this is a major challenge, and this study attempts to
help solve this problem. Even if the optimal allocation of units is found with a reasonable
time horizon in the operational phase, additional optimization can be performed if there
are some controllable parameters of the units. Such controllable parameters can be power
factors (reactive power control) of inverter-based DG, output power of DG that can store
energy sources in their basic form (such as biogas), and power and state of energy storage
units. To address this problem in the operation phase, the proposed framework suggests
the application of an ANN-based decision tool.

6. Conclusions

BESS is increasingly used in electricity distribution networks to improve the usability
of renewable primary energy sources with uncontrollable intensity (solar radiation and
wind) DG. The result of the conducted research presented above analyzes different com-
binations of the use of DG and BESS with the reduction of annual energy losses in the
electricity distribution network and the exchange of energy with the higher-level electricity
network. The obtained results allow the following conclusions:

• The application of DG with controllable intensity of the energy source, such as a biogas
plant, reduces the size of the noncontrollable DG (PV and wind power plants), which
results in not having to install a BESS unit in the power distribution network (this is
evident from the results of cases 1 and 2 optimized in the study).

• The very complex optimization problem of simulatively optimizing BESS and DG
allocations, annual power factor profiles, and annual power profiles of DG and BESS
can be solved by a cosimulation approach using metaheuristic methods.

• The ANN-based control for the power factors of DG and the power profiles of control-
lable DG and BESS can be used to estimate the optimal values.

• The use of controllable DG can reduce power losses in the distribution system and in
the exchange with the higher-level system much more than the use of BESS alone.

• The ANN generator of the optimal power factor profiles of DG and the power profile
of BESS is very sensitive to data uncertainties when there is no controllable DG in
the system.

• Using BESS only to reduce system losses results in significant amounts of BESS
capacity and power that may be questionable in practical implementation in the
distribution system.

Further research on this topic aims to apply the proposed method to a real-time
simulator in a hardware-in-the-loop setup.
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Abbreviations and Variable List
The following abbreviations are used in this manuscript:

DG distributed generation
BEES battery energy storage system
PSO particle swarm optimization
ALO ant lion optimizer
BFO bacterial foraging optimization
FA firefly optimization algorithm
EV electric vehicles
GA genetic algorithm
GOA grasshopper optimization algorithm
DE differential evolution
MIDACO mixed-integer distributed ant colony optimization

The following variables are used in this manuscript:

CBESS rated capacity (size) of BESS
~F multiobjective function
f1 the first single-objective function
f2 the second single-objective function
Ii,k calculated line current
Imax maximum (rated) line current
LPL locations of the PV plants
LW locations of the wind plants
LBG locations of the biogas plants
LBESS locations of BESS
lhBG output power profile values of biogas plant ti
lhBESS charge/discharge power profile values of biogas BESS ti
PBESS rated power of BESS
Pi,exc apparent power exchanged for period i
Pi,loss active power losses for period i
Qi,exc reactive power exchanged for period i
Si,exc active power exchanged for period i
SBG rated apparent powers (sizes) of biogas plants
SPV rated apparent powers (sizes) of PV plants
SW rated apparent powers (sizes) of wind plants
ti duration of period i
Vmin minimum nodal voltage
Vi,j calculated nodal voltage
Vmax maximum nodal voltage
~x decision variable vector
~xin decision variable vector of inside optimization levels
~xout decision variable vector of outside optimization levels
Wloss annual network energy losses, n number of periods
Wexc annual energy (include active and reactive energy) exchange between the distribution and

up-level network
ϕPV phase shifts between voltage and current (defining power factors) of the PVplants
ϕW phase shifts between voltage and current (defining power factors) of the wind plants
ϕBG phase shifts between voltage and current (defining power factors) of the biogas plants
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