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Abstract

:

Effective communication in task-oriented situations requires high-level interactions. For human–agent collaboration, tasks need to be coordinated in a way that ensures mutual understanding. Speech Act Theory (SAT) aims to understand how utterances can be used to achieve actions. SAT consists of three components: locutionary act, illocutionary act, and perlocutionary act. This paper evaluates the agent’s verbal communication while collaborating with humans. SAT was used to anatomize the structure of the agent’s speech acts (locutionary acts), the agent’s intention behind the speech acts (illocutionary acts), and the effects on the human’s mental state (perlocutionary acts). Moreover, this paper studies the impact of human perceptions of the agent’s speech acts on the perception of collaborative performance with the agent.
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1. Introduction


Human societies rely on communication. Human–agent communication in a collaborative virtual environment (VE), where both the human and the agent should collaborate together to complete a shared goal, is a particularly challenging task as the communication should be real-time, goal-driven, and the verbal and non-verbal communication should be interleaved in order to achieve the common goal [1]. Most natural communication situations require integrating communication channels [2]. Much of the agent-based research concerned with communication and teamwork focusses on agent-to-agent communication [3]. Agent-to-agent communication tends to be manageable especially if the agents involved in communication are designed around Beliefs, Desires, and Intentions (BDI). The BDI approach has been introduced as a means of modelling and allowing agents to do complex and anonymous reasoning [4]. While there are some models to aid human–agent communication, these models tend to consider only a single communication channel, i.e. the verbal (e.g., [5]) or non-verbal communication channel (e.g., [6]). The few models that combine both channels of communication are either situation-dependent (e.g., Babu, Schmugge [7] offer a model to be used in a role-specific static environment) or lack an objective evaluation of its effectiveness (e.g., [3]).



Speech Act Theory (SAT) is a well-known theory in the field of the philosophy of language that involves the study of the performative function of language and communication. SAT proposes that any form of expression, either verbal or textual, represents acts to be performed, and there are some actions that need to be performed by the receiver [8]. In other words, SAT tries to understand how an utterance can be used to achieve actions. Austin [9] described three characteristics, or acts, of human speech: locutionary acts, illocutionary acts, and perlocutionary acts. Locutionary acts refer to the uttering of a sentence. Illocutionary acts denote the action of expressing the speaker’s intention. Perlocutionary acts refer to what is achieved by saying something.



In order to evaluate the impact of the communication model on human-agent collaboration performance, SAT is used in this paper as a novel evaluation technique. The foundation of SAT will be used to analyse the components of an agent’s speech and find the possible impact on collaboration performance with a human teammate. To investigate the influence of the agent’s verbal communication, as evaluated by SAT, on human–agent collaboration, the following research questions are proposed:

	
Using SAT concepts, how can an agent’s locutionary act be evaluated?



	
Using SAT concepts, how can an agent’s illocutionary act be evaluated?



	
Using SAT concepts, how can an agent’s perlocutionary act be evaluated?



	
Could the agent’s evaluated illocutionary and perlocutionary acts impact collaboration performance?









2. Background


It is widely known that communication between agents is a challenging research area [10]. Horvitz [1] identifies a number of challenges in human–machine interaction, including seeking mutual understanding or the grounding of a joint activity, recognizing problem-solving opportunities, decomposing problems into sub-problems, solving sub-problems, combining solutions found by humans and machines, and maintaining natural communication and coordination during these processes. Ferguson and Allen [11] state that true human–agent collaborative behaviour requires an agent to possess a number of capabilities including reasoning, communication, planning, execution, and learning.



Many researchers aim to design systems and models that involve human–agent communication. Some of these works focus only on verbal communication. For example, Luin, Akker [12] present a natural language accessible navigation agent for a virtual theatre environment where the user can navigate into the environment and the agents inside the system can answer the user’s questions. Other scholars are concerned with non-verbal communication such as facial expressions, gesture, and body movement. For example, Miao, Hoppe [13] present a system to train humans to handle abnormal situations while driving cars by interacting non-verbally with the agent to learn from or avoid abnormal driving behaviours.



Much of the work in the area of human–agent communication includes prototypes that lack a generic model that could be utilized in different scenarios. Among the few presented models, Oijen and Dignum [3] presented a model for realizing believable human-like interaction between virtual agents in a multi-agent system (MAS), but their work handled the communication between agents in the same virtual environment, where agents shared the same resources. The authors designed a layer to emulate the human’s way of perception. This layer intermediated between the input behaviour received by the agent and the output reaction to that behaviour. The presented model was designed for agent–agent communication and did not demonstrate how to tackle multimodal input to or output from the model. Traum, Rickel [14] sketched a spoken negotiation model for a peacemaker scenario to handle communication involving tasks in hybrid human–agent teams designed for training purposes. Their negotiation model extended previous work about a conversational planning agent [15]. Their model focused on verbal rather than non-verbal communication and was restricted to a training situation where the agent’s role is to give oral instructions.




3. Speech Act Theory


The meaning of utterance has been defined by many disciplines such as philosophy, linguistics, social sciences, and artificial intelligence. Theories that study the meaning of utterances are called theories of meaning. Lemaître and Fallah-Seghrouchni [16] present three categories of theories of meaning that influence multi-agent communication formalisms. The first is classical formal semantics, which studies the conditions used to estimate the truth/falsehood of the proposition uttered. The focus of this theory is on linguistic expression and not the relationship between the sender and the receiver or the communication situation. The second theory is intentionalistic semantics, which focuses on what the speaker meant to say in his/her speech. The meaning is conveyed by the speaker’s intention. The third theory is the use-theory of meaning, which defines the meaning of language as based on how it is used in the communicative situation.



Using the foundation of use-theory of meaning, Austin [9] presented Speech Act Theory (SAT). The main idea of SAT is that during communication, people do not just utter propositions to be answered with acceptance or rejection. Instead, every exchanged sentence in a communication situation includes the intention of the speaker to accomplish something such as requesting, advising, and so on. Austin described three characteristics of statements, or acts, that begin with the building blocks of words and end with the effects those words have on an audience.



	
Locutionary acts: the physical act of uttering the sentence.



	
Illocutionary acts: the action of conveying the speaker’s intention, such as informing, ordering, warning, and undertaking.



	
Perlocutionary acts: what we achieve by saying something, such as persuading, convincing, requesting. The perlocutionary effect of an utterance is what is actually achieved by the locution. The perlocutionary effect could be informing of a possible next step, informing of accomplishing a task, persuading someone of my point of view, etc.






There are different speech act taxonomies for classifying the literal and pragmatic meaning of utterances, such as Verbal Response Modes (VRM) [17] and Searle’s taxonomy. Searle’s taxonomy is more commonly used as his classification covers a wider variety of intentions of utterances. Searle [18] has set up the following classification of illocutionary speech acts:

	
Commissives—speech acts that commit a speaker to performing an action, e.g., promises.



	
Declarations—speech acts that bring something about in the world, e.g., pronouncing something.



	
Directives—speech acts that influence the listener to take a particular action, e.g., requests, commands, and advice.



	
Expressive—speech acts that express the speaker’s psychological state or attitudes towards a proposition, and which have an impact on the listener, e.g. congratulations, excuses, and thanking.



	
Representatives—speech acts that express the state of the speaker.








An important assumption of speech act theory is that effective communication requires the accurate recognition of speech acts that are exchanged between players [19].



Speech Act Theory and Agent Communication


When it was first introduced, speech act theory was meant to be a tool to interpret the verbal communication that takes place between human beings. SAT has been used to analyse different shapes of communication including questionnaires [20], written messages in forum posts [17], event logs [21], and email messages [22]. In the 1990s, artificial intelligence (AI) researchers adopted SAT as a design tool to work in the field of AI and inter-agent communication [23,24,25,26]. SAT has been used as an integration approach to aid the design and interpretation of communication between humans and agents. In most research work that combines SAT and agent communication, SAT has been used as a reference to design the agent’s communication language, understand the human–agent exchange of messages or for the analysis of mutual understanding.



There are two main Agent Communication Languages (ACLs) that are based on SAT. The first one was proposed by the Foundation for Intelligent Physical Agents (FIPA-ACL), and the other was defined by Finin [22] as a standard of ACL called Knowledge Query Manipulation Language (KQML). Moreira, Vieira [27] used SAT as a foundation for giving semantics to messages received by an AgentSpeak (L) (which stands for Agents Speak Out in a Logical Computable Language) agent to fill the gap concerning neglected aspects in agent programming languages such as communication primitives. Speech act-based communication has been used to enable the agent to communicate arguments between agents, to share its internal state with other agents, and to influence other agents’ states. In a more recent study [28], an approach (named an Agent Communication Model for Interacting Crowd Simulation: ACMICS) was presented to simulate the communication between agents in a crown simulation system. This approach used a message structure based on an ACL that depends on SAT.



Jiang and Zhou [29] provide a general agent automated negotiation protocol based on speech act theory in MAS. Chien and Soo [17] designed a speech act model using a dynamic Bayesian Network (DBN) that provided a communication bridge to help virtual agents reason about different dialogue contexts that include norms, social relations, emotion, personality, intention, or goals among agents in a dialogue scene. Dragone, Holz [30] make use of the accurate and expressive communication mechanism of SAT in agent–agent communication in a multi-agent system. The agents send messages (such as requesting, ordering, informing, or promising) to socially capable acquaintances in order to affect their mental states. The interacting agents used an ACL that was designed using SAT. Cohen and Perrault [31] used SAT as a model to understand the human–agent exchange of speech acts in a plan-based situation. Traum and Allen [32] used SAT to analyse the achievement of mutual understanding between participants in a conversation, i.e., to provide grounding.





4. Evaluation of Human–Agent Communication Using SAT


We investigated what evaluation methods existed (Section 4.1) to evaluate human–agent communication. We found that the few existing evaluation techniques are not integrated or comprehensive, meaning that they do not evaluate both the verbal and non-verbal communication channels, and even those techniques that evaluate the verbal interaction do not cover syntactic and semantic features of the utterances. The lack of an integrated evaluation tool led us to propose that SAT be used as a communication evaluation tool (Section 4.2).



4.1. Methodologies to Evaluate Agent Communication


Various methods have been used to evaluate the effectiveness of an agent’s verbal or non-verbal communication towards achieving the goal of communication. These methods can be classified as methods that investigate psychological aspects to estimate the personality and internal state of the agent [33] and those that use specific criteria to measure how the agent expresses its intention and internal states [34]. Among the methods that investigate psychological aspects, Allwood [35] discussed the features of successful verbal and non-verbal communication. Allwood stated nine non-mutually exclusive goals. These goals achieve flexibility and conflict prevention in communication: mutual friendliness, lack of tension (tension release), lack of a need to defend a position, admitting weakness or uncertainty, lack of attempts to overtly impose opinions on others, coordination of attention and movements, giving and eliciting feedback expressing mutual support and agreement, showing consideration and interest, invoking mutual awareness and beliefs. McRorie, Sneddon [33] evaluated the perception of agents’ personalities and credibility by human viewers. The authors used Eysenck’s theoretical [36] basis to explain aspects of the characterization of four different agents. To evaluate the effectiveness of their agent’s speech, the study by Granström and House [34] used intelligibility and information presentation, visual cues for prominence, prosody and interaction, visual cues to sentence mode, and agent expressiveness and attitude.



Fabri, M., et al. [37] introduced the concept of “richness of experience” to evaluate the user’s experience and the non-verbal communication between the human user and an avatar. The authors postulated that a richer experience would manifest itself through more involvement in the task, greater enjoyment of the experience, a higher sense of presence during the experience, and a higher sense of co-presence. The study evaluated the effect of the agent’s facial expressions of emotion (happiness, surprise, anger, fear, sadness, and disgust) on the user’s richness of experience.




4.2. Speech Act Theory as an Evaluation Tool


Speech Act Theory has been used to interpret communication. In [21], a method based on Speech Act Theory was introduced to discover the relationship between speech acts in human conversations and how to foster the analysis of business process management performance. In another study [38], speech act theory was used to examine utilising speech acts in computer-mediated communication. The study applied qualitative analysis to investigate various types of speech acts that are manifested in the status messages of the Whatsapp mobile application. That study identified were four speech acts in Whatsapp status messages, with different levels of occurrence. Although that study used SAT to evaluate the distribution of Whatsapp status messages, the study used only 86 status messages posted by 23 participants. Also, the study did a descriptive analysis and did not go beyond describing the frequency of messages appearing in each type of act. In another study [39], SAT was used as a tool to support the supervised classification of twitter messages.



Another study [8] presented a framework that used SAT as a tool to evaluate deception in computer-mediated communication. The proposed framework analysed emails in business–to– business environments to detect deception in business messages in order to help managers and decision makers determine whether their business partners were being deceptive. That framework assessed three levels: the ability of word use, message developments, and intertextual exchange cues.





5. Evaluating Human–Agent Communication Using SAT


In this study, we aim to use SAT concepts as a tool to evaluate agent verbal communication and its ability to empower human–agent collaboration toward achieving a common task. Each act of an agent’s message (locutionary, illocutionary, and perlocutionary) should be evaluated individually to reach a final analysis of the agent’s overall communication. Each act will be evaluated as follows:



Locutionary acts: equivalent to uttering a certain sentence with building structures. A locutionary act could be verified by asking the interlocutor his/her impression about the structure of the utterances. The interlocutor could be asked whether the sentences are clear, easy to understand, and natural. Another way to evaluate the locutionary act is to ask a third person to review and evaluate the form of the sentences.



Illocutionary acts: the intention the speaker meant from his/her locutionary act. The illocutionary force could be informing, ordering, requesting, warning, undertaking, etc. The aim of evaluating this act is to determine whether the illocutionary force is clear to the interlocutor. The illocutionary act could be verified by considering an appropriate ratio of using different classes of illocutionary act so that the conversation will have various tones and surveying whether the interlocutor perceives the intention behind the locutionary acts uttered by the speaker.



Perlocutionary acts: what is achieved by saying something, such as convincing, persuading, deterring, surprising, or misleading. Evaluating both the locutionary act and the illocutionary act requires surveying the interlocutor’s impression and opinion about the form of the utterances and the meaning behind it. Evaluating the perlocutionary act should go beyond asking the interlocutor to investigate the actual effect of the locutionary act as demonstrated from the behaviour performed (see Table 1). To track the behaviour of the participants in a virtual world, actions should be carefully logged as part of the design and implementation. The next sections will describe the materials used for implementation, the scenario designed, the procedure followed in the study, and the data collected.



5.1. Materials


To evaluate the proposed communication model, we extended an existing 3D virtual world known as Omosa Virtual World to include a collaborative activity. Omosa is an ecosystem for an imaginary island designed to help secondary school students learn scientific knowledge and science inquiry skills. To gain scientific knowledge and skills, students are given the goal of determining why the fictitious animals, known as Yernt, are dying out. The authors’ focus is on creating a world that encourages collaboration between the agents and the human, and between the humans. The island consists of four different locations the human can visit. We plan to develop multiple collaboration scenarios, one for each of the four locations on Omosa (village, research lab, hunting ground, and weather station). In this study, we chose one of the areas and designed a scenario we thought provided a compelling reason to collaborate: trapping one of the Yernt with the virtual biologist so that the animal could be studied more closely. To achieve this, the goal of the developed scene is to build a fence together around a virtual animal.




5.2. Scenario from Omosa Virtual World


The communication model is illustrated in a scenario where the user and the virtual agent have a shared goal to capture a Yernt by surrounding the animal with an octagon-shaped fence. In this task, both the human and the agent should collaborate. After the human or the agent draws the first line near the animal, they will continue to take alternating turns to form a geometric shape to trap the animal inside by drawing a line beginning from the two ends of the existing drawn shape. For practicality, the Yernt is tranquilised before the collaborative activity commences so that it remains calm for a specific pre-determined amount of time before it runs away. The process of capturing the animal should therefore be done before the time deadline is reached. Figure 1 shows a snapshot from Omosa Virtual World.



The design of the scenario is noteworthy in that it is:

	
Collaborative, with an explicit goal where the user can observe the changes in the situation.



	
A two-way multimodal interaction: The agent (virtual biologist) interacts with the human participant through speech and visual actions, and vice versa.



	
SAT is used as an evaluation tool to measure the effectiveness of communication in achieving a designated goal.



	
Real-time: The agent’s plan is generated in real-time as the human participant’s actions may vary and lead to unexpected changes in the environment.



	
The task itself shows the effect of both verbal and non-verbal communication through the human–agent social interaction.








As an example of agent messages, an agent may ask a human teammate using a directive illocutionary act “Why don’t you go to region x and I will go to region y”. Before the human replies to the agent’s request, there is an option to ask for explanation from the agent about the proposed request. The agent replied using a directive illocutionary act “Why don’t you go to region x and I will go to region y”. The human participant can either accept the agent’s proposition or reject it using a representative illocutionary act, saying “I like this idea” or “I do not like this idea”. In Appendix A, a sample of human–agent messages is listed in addition to the illocutionary classification of each message. The illocutionary classification is performed and reviewed by the authors of this study. To evaluate the perlocutionary act of an agent request and explanation, human replies and actual actions are recorded to see if the human’s reply to either accept or reject the agent’s proposal is honoured or not.




5.3. Data Collection and Data Processing


Collecting data for the events that take place in a VE may require different methods according to the goals of the VE. Hanna et al. [40] provided a taxonomy of data collection forms and when they are appropriate. For the purposes of this study, data was collected by two means as follows:

	
For objective data analysis: automatic data logging to track the human’s and the agent’s behaviours, messages, and selections and to register any problems experienced by the participants.



	
For subjective data analysis: surveys, one before the scenario to collect biographical data and another one after the scenario to evaluate users’ experience.








The biographical survey included questions about participants’ linguistic skills, levels of computing skills, and experience in using computer games and other 3D applications. A second section of the survey (10 Likert scale items) aimed to acquire the users’ opinions about the agent’s verbal and non-verbal communication and whether it was relevant to the collaborative situation.



In the VE scenario, the task was to trap a Yernt that was surrounded by eight regions. Both the human and the agent should take turns to select one region at a time and observe each other’s action, at the same time exchanging verbal messages to convey their intention and request a recommended selection from the other party. We call the process of selecting each pair of regions out of the four pairs a “cycle”. There are four cycles, and each cycle includes the human and the agent selecting a region (except for the first cycle), and they exchange requests and replies verbally. In the first cycle, i.e., the initial selection for the human and the agent, the human selects freely any region out of the eight regions, and they do not exchange verbal messages. Dividing the data collected from the log files during the task into cycles helps to understand the effect of the continuous communication on the achievement of the successive cycles.





6. Results


6.1. Participants


Sixty-six undergraduate students participated in the study. Seven students out of the total number of participants (73) did not complete the collaborative task due to technical reasons. The data from these students were excluded from the evaluation of the communication model. Participants were aged between 18 and 49 years (mean = 21.9; SD = 5.12).



Participants’ linguistic and computer skills were surveyed to explore if any struggle in the communication with virtual agent was because of a lack of linguistic or computer skills. Concerning participants’ linguistic skills, 92.42% were English native speakers. The non-native speakers of English had been speaking English daily on average for 14.4 years. Of the participants, 21.21% described themselves as having basic computers skills, 16.67% as having advanced skills, and 62.12% as having proficient computer skills. Concerning their experience in using games and other 3D applications, the participants answered the question “How many hours a week do you play computer games?” with times ranging between 0 and 30 hours weekly (mean = 4.24, SD = 6.66).




6.2. Evaluating Agent Communication


This paper aims to present an analysis of the exchanged verbal communication between the human and agent while achieving a collaborative task. To reach this aim, an analysis of the agent’s verbal communication was conducted using SAT. The results that answer the first research question will be presented in (Section 6.2.1 and Section 6.2.2), the results that tackle the second research question will be presented in (Section 6.2.3), and the results that answer the third and fourth research questions will be presented in (Section 6.2.4).



6.2.1. How Can an Agent’s Locutionary Act be Evaluated?


To evaluate the locutionary act of the agent’s speech, a subjective analysis of the data was undertaken (refer to Table 1). We rely on surveying participants’ perceptions of their interlocutors’ locutionary act to determine the plausibility of the speech structure. The survey asked the participants about their perception of the structure of the messages (rather than the messages content or meaning) used by the agent. Participants needed to select one or more keywords from the following: clear, ambiguous, natural, awkward, nice, ugly, too short, and too long. Ideally, the agent’s messages should be clear, natural, nice, and expressed in as few words as possible. The results demonstrate that the “clear” property was selected by 42.42% of the participants (see Figure 2). Nevertheless, three times as many participants found the messages “awkward” rather than “natural” and twice as many found the messages to be “too short” rather than “too long”.



To test the significance of the difference in participants’ perception of the agent’s messages, a Chi square test was utilized. The result of Chi square test showed that the percentage of participants that perceived the agent’s verbal communication as “nice” was significantly different from the percentage of participants that perceived the agent’s verbal communication as “ugly”, χ2(2, N = 66) = 3.636, p < 0.01. Additionally, the percentage of participants that perceived the agent’s verbal communication as “too short” was significantly different from the percentage of participants that perceived the agent’s verbal communication as “too long”, χ2(2, N = 66) = 66.091, p < 0.01. Moreover, the percentage of participants that perceived the agent’s verbal communication as “awkward” was significantly different from the percentage of participants that perceived agent’s verbal communication as “natural”, χ2 (2, N = 66) = 10.182, p < 0.01. Although the percentage of participants that deemed the agent’s messages to be “clear” was higher than that of participants who found them to be “ambiguous”, there was no significant difference between these perceptions (χ2 (2, N = 66) = 2.545, p > 0.01).




6.2.2. How Can an Agent’s Illocutionary Act Be Evaluated?


The second component of human speech according to SAT is the illocutionary act. To evaluate the speaker’s intention in delivering an utterance, objective and subjective evaluation methods were utilized. The aim of objective evaluation of the agent’s illocutionary act is to make sure that there is a balance, using Searle’s taxonomy of illocutionary acts. Moreover, objective evaluation aimed to validate that the dominant class of illocutionary act matched the goal of the situation. The verbal utterances of the agent were analysed and classified according to Searle’s taxonomy. Each utterance is labelled according to the meaning and the intention that the agent intended the interlocutor to receive.



The result, as can be seen in Figure 3, showed that the class “directives” was coded with a ratio of 16.67%, while the class of “representatives”, which give replies to requests or state a fact about the surrounding environment, was coded with ratio of 33.33%. Declaratives, expressives, and commissives comprised 27.78%, 16.67%, and 5.56% of utterances, respectively. The overall result of the objective evaluation of the agent’s illocutionary acts showed the dominant representation of both representatives and directives. This dominance suits the nature of this collaborative situation, where the human and agent teammates exchange requests and replies about the common task.




6.2.3. How Can an Agent’s Perlocutionary Act Be Evaluated?


SAT states that the effect of the illocutionary act appears in the perlocutionary act. This means that to check the effect of the verbal messages of the agent, we need to determine the influence of these messages on the current collaborative situation. To evaluate this influence, objective and subjective analysis methods were used. In the objective evaluation of the agent’s perlocutionary act, the goal was to measure how successful each of the agent’s speech acts were in achieving the agent’s intention, i.e., illocutionary act. To conduct this objective evaluation, the data collected in the automatic log files that track the human’s actions must be analysed to check if the user demonstrates understanding and positively responds to the verbal message. The idea behind this technique is to determine if, after the agent has expressed his intention, the human then takes a decision based on the agent’s intention. The result showed the percentage of the humans’ responses to the agent’s verbal requests in each cycle. The results show that the humans’ behaviour reflects 64.41%, 67.80%, and 70.69% human acceptance of the agent’s requests in cycle1, cycle2 and cycle3, respectively (see Figure 4).




6.2.4. Could the Evaluated Agent’s Illocutionary and Perlocutionary Acts Impact Collaboration Performance?


In Section 6.2, SAT was used as a tool to evaluate the agent’s locutionary, illocutionary, and perlocutionary acts. The fourth research question proposes a further utilisation of SAT concepts to evaluate the impact of the agent’s verbal communication on the performance of the human–agent collaboration. The objective of this research question is to investigate if the humans’ perception of the agent’s illocutionary and perlocutionary acts is associated with human–agent performance. To objectively evaluate the performance of human–agent teamwork, the time to complete each cycle was logged during participants’ usage of the virtual system. The result of analysing the log files showed that the average time to complete consecutive cycles decreased from 51.1 s in the first cycle to 40.66 s in the second cycle and 33.78 s in the last cycle. To measure the performance of human–agent collaboration, human perception of performance was surveyed. Participants were asked two questions to estimate the final performance of the collaboration.



The first question asked the participants to estimate how appropriate they found the flow of collaboration from the agent’s side. The results showed that 64.06% and 14.06% of the participants agreed and strongly agreed, respectively, that the agent’s flow of actions was appropriate. Using a t-test to determine if there were any significant differences between participants’ responses, it was found that that there was a significant difference between participants in their responses to survey questions about the perception of the agent’s role in collaboration performance (t(65) = 27.54, p < 0.01, see Table 2). The second question asked the participants how appropriate they found the agent’s reaction to the human’s role in the collaboration. The results showed that 59.38% and 9.38% of the participants agreed and strongly agreed, respectively, that the agent’s reactions toward the human’s role in the collaboration was appropriate. Using a t-test to evaluate any significant differences in the participants’ responses, it was found that there was a significant difference between participants in their perception of the agent’s reactions to the human’s role in the collaboration (t(65) = 24.39, p < 0.01).



To measure the strength and direction of association between human perceptions of the agent’s illocutionary act, perlocutionary act, and collaboration performance, Spearman’s rho correlation was used. Spearman’s rho correlation was selected as it is more appropriate for small sample sizes or non-normally distributed responses. Human perception of the agent’s illocutionary act was significantly positively related to human perception of the agent’s perlocutionary act (r = 0.620, p < 0.05). Moreover, human–agent collaboration performance was significantly positively related to human perception of the agent’s illocutionary act and perlocutionary act (r = 0.927, p < 0.01 and r = 0.633, p < 0.01), respectively.






7. Discussion


This paper aims to study the plausibility of using SAT concepts to analyse the verbal communication between a human and an agent in a collaborative virtual environment. To go beyond merely exploring the hypothesized relationship between the agent’s verbal communication and collaboration performance, the agent’s verbal communication was anatomized. In this dissection, each fundamental component that composed the agent’s verbal communication was evaluated individually and studied in relation to other components. SAT is a well-known theory for understanding human speech, particularly while achieving a task. Although SAT has been used to explore human speech while accomplishing a mission in collaboration with other humans, it has not previously been utilized to understand an agent’s verbal communication and the impact of that communication on the outcome of a collaboration with a human teammate. We claim that this is one of the innovations of this paper.



The first research question inquired about how to evaluate the agent’s locutionary acts. The results showed that the participants generally had a positive perspective toward the structure of the agent’s utterances. We sought to investigate why many found the messages “awkward”. By reviewing the script of the sentences and the participants’ comments, we found that some of agent’s utterances seemed to be formal and not like natural everyday conversation. Researchers have found that humans’ expectations of the abilities of collaborative virtual agents were lower for robot-like agents rather than human-like agents. Nishio and Ishiguro [41] found that the appearance of a virtual agent can have a strong effect on human evaluations of the agent’s capabilities. If the virtual agent looks like a human, humans will expect the virtual agent to have other human capabilities such as natural human speech. Improving the structure of the sentences uttered by the agent needs to be continuously revised to make sure they satisfy human expectations.



The second research question inquired about how agent’s illocutionary acts can be measured. The result of measuring illocutionary acts stressed the importance of balance in the interlocutors’ usage of Searle’s five classes. Effective speech should not have a specific or singular tone, i.e., representative, declarative, etc. The results showed that the five classes were used with different ratios in the dialogue between the agent and the human. The dominant ratio is for the representative class because the nature of the dialogue needs both the human and the agent to reply to each request for feedback. A subjective evaluation measured the extent to which the participants considered the intention of the agent to be clear, as conveyed by the agent’s requests, replies, and feedback. Findings in social neuroscience research have demonstrated that understanding the intentions of co-actors is fundamental for successful social collaboration [42]. Similarly, in collaborations involving agents, researchers have found that understanding intentions is fundamental in collaborative tasks [43].



The third research question inquired about how to evaluate the agent’s perlocutionary acts. The analysis of tracking data in the log files showed that the participants’ acceptance of the agent’s requests increased from 64.41% to 70.69% in the last cycle. This increase could be explained by the increasing exposure of participants to the agent’s verbal communication, which led to the development of a shared understanding between the human participant and the agent, or what is called a shared mental model. A number of studies have argued that the exposure to communication positively affects the degree of coordinated performance attained by teammates.



Communication was found to play an important role in teamwork achievements [44]. According to some research, communication in computer-based environments does not differ from face-to-face communication in terms of the capabilities for social information exchange [45]. The result of our study is in line with previous studies that showed the positive impact of communication on tuning team performance [46]. In [47], communication was found to uncover any uncertainty team members may have, increasing team effectiveness and improving team performance.



The fourth research question asked whether human understanding of the agent’s intention is associated with human perceptions of the consequences of the agent’s utterance. The result revealed that humans’ perceptions of the agent’s illocutionary acts and their perceptions of the agent’s perlocutionary acts are significantly correlated. Moreover, the result showed that human understanding of the agent’s intention through speech is likely to be a predictor of human perceptions of the consequences of the speech. The literature reveals conflicting opinions regarding whether illocutionary acts are sufficient to develop the interlocutor’s understanding of the consequences of speech. Some researchers believe that perception of the collaborative environment is hard to establish by exchanging messages because message exchange could fail anytime [48]. Some other work goes to the other extreme and assumes the understanding of uttered messages to be a key factor in forming an understanding of other interlocutors and incidents in a collaborative situation [49]. Although our experiments did not investigate other possible factors that might contribute to the participants’ understanding of the agent’s perlocutionary acts, the results showed the importance of participants’ understanding of the agent’s intention expressed in locutionary acts to support participant expectations of the consequences of verbal communication in a collaboration situation.



The results stemming from the last research question demonstrated that there is a significant correlation between human perception of the agent’s intention in verbal communication and the consequences of this communication, as well as the human perception of the collaboration performance. In addition, the results revealed that human perceptions of the agent’s intention and the consequences of speech are likely to be a predictor of human perceptions of the collaboration outcome. The answer to the second part of the fourth question revealed that participants’ perceptions of the agent’s illocutionary acts contribute more to their perception of collaboration performance. To the best of our knowledge, there is no research in the literature that has studied an agent’s illocutionary and perlocutionary acts and their impact on a task-oriented collaboration with humans. Nevertheless, there are a number of studies that argue the importance of communication as a facilitator in successful teamwork [50] and in improving coordinated performance [51]. Sycara and Lewis [52] confirm the importance of the agent in assisting human partners in their activities via communication.




8. Conclusions and Limitations


To study the requirements of natural, enriched, and effective task-oriented communication with agents in the collaborative virtual world, we designed a communication model, and a scenario was developed where both the human and the virtual agent have to collaborate. SAT was used as a tool to evaluate the effectiveness of the verbal communication in conveying the agent’s intentions. This study aimed to present SAT concepts as applicable tools to evaluate an agent’s verbal communication. Different studies and scenarios that include human–agent communication will incorporate unique exchanged messages to achieve a unique objective; thus, there is no one method that can fit all cases and scenarios. The objective of the current study is to propose a general-purpose framework that is built on SAT concepts that can be adjusted to match each study. We discovered the following major findings from our study:

	
Besides being used as a reference in designing a communication model, SAT could be used as an evaluation tool to provide understanding of verbal communication from different perspectives, including the structure of utterances, the ratios of use of different intentions, the clearness of the intention behind the utterances, and the effect of the clearness of verbal messages on the decisions taken.



	
Results show that the verbal component is very effective in conveying requests and intentions in a collaborative virtual environment.



	
There is a positive relationship between participants’ understanding of the agent’s intention conveyed in his request and their acceptance of the request, and hence, to the understanding of the incidents in the collaboration situation.



	
There is a positive relationship between the mutual understanding between the human and the agent in the collaborative environment and the human participants’ perceptions of the flow of actions and overall performance.



	
There is a positive relationship between the agent’s consideration of the human, as represented in its utterances and actions, and the level of understanding the human has of these utterances and actions.








This study had a number of limitations and challenges. The study showed that SAT concepts could be used to evaluate an agent’s verbal communication; however, this is a general framework that should be adapted to fit each unique scenario and different messages. Another challenge could be the way to access the performance of a team including a human and an agent. As each scenario should have its own objective, evaluating the performance of human–agent teamwork will depend on the nature of each scenario. Additionally, potential improvement in human–agent teamwork may involve other factors that could contribute to performance improvement.
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Table A1. Sample of human–agent messages.
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Actor

	
Speech Act

	
Illocutionary Act Classification






	
Agent

	
It is my turn.

	
Declarative




	
Do you want to suggest which region I should go to?

	
Commissive




	
Human

	
I have something

	
Declarative




	
Nothing in mind

	
Declarative




	
Human

	
I am thinking about regions (1, 2,…, n)

	
Directive




	
Agent

	
Wow, the requested x was what I was thinking about.

	
Representative




	
The requested region x is a possible choice but far to go to.

	
Expressive




	
Your proposed region x has already been taken before.

	
Representative




	
Well, your proposed region x is not possible because it is not directly connected to an edge region.

	
Representative




	
Agent

	
It is your turn.

	
Declarative




	
Why don’t you go to region x and I will go to region y. What do you do you think?

	
Directive




	
Agent (reason)

	
I prefer you to go to x because I am closer to y and so I will save the time to move to the far region x.

	
Directive




	
Human

	
I like this idea.

	
Representative




	

	
I do not like this idea.

	
Representative




	
Agent

	
Thanks for accepting my request and going to region x.

	
Expressive




	
We are on the right track.

	
Declarative




	
Agent

	
It seems you have another opinion.

	
Representative




	
I have to hurry to another region. That really cost me time.

	
Expressive
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Figure 1. Screenshot from the scenario in Omosa Virtual World. 
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Figure 2. Participants’ evaluation of the agent’s locutionary acts. 
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Figure 3. Evaluating the agent’s illocutionary acts. 
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Figure 4. Evaluating the agent’s perlocutionary acts. 
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Table 1. The speech acts, their meaning, and evaluation.
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	Locutionary Acts
	Illocutionary Acts
	Perlocutionary Acts





	Meaning
	The structure of the utterances.
	The intention of the speaker.
	What is achieved by saying something.



	Evaluation Method
	Subjective analysis of participants’ perception of the structural characteristics of the agent’s speech.
	Objective analysis of the agent’s intended meaning.

Subjective analysis of the interlocutor’s perception of the intention in the agent’s messages.
	Objective analysis of the agent’s achievement due to verbal communication.

Subjective analysis of participants’ perception of achievement due to the agent’s verbal communication.



	Evaluation Data
	Surveying participants’ perception of the structure of the agent’s utterance.
	Logging the ratio of participants’ acceptance of agent’s requests.

Surveying if the participants perceive the intention behind the agent’s locutionary acts.
	Logging the completion time of each cycle in the collaborative task.

Surveying how the participants find the agent’s speech to direct the collaboration.
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Table 2. Results of t-tests to show significance differences in the participants’ perception of the appropriateness of the agent’s intention as expressed in the agent’s requests, replies, and feedback.
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Mean

	
SD

	
t

	
df

	
Sig. (2-tailed)






	
Humans’ Perceptions of the Agent’s Illocutionary Acts




	
Intention appropriateness of agent’s request

	
2.89

	
0.86

	
3.99

	
65

	
0.000 *




	
Intention appropriateness of agent’s reply

	
2.75

	
0.78

	
2.83

	
65

	
0.006 *




	
Intention appropriateness of agent’s feedback

	
2.82

	
0.80

	
3.43

	
65

	
0.001 *




	
Humans’ Perception of the Collaboration Performance




	
Humans’ perceptions of the agent’s flow of actions

	
2.81

	
0.83

	
27.54

	
65

	
0.000 *




	
Humans’ perceptions of the agent’s reaction to the humans’ flow of actions

	
2.62

	
0.87

	
24.39

	
65

	
0.000 *








* Significance at the 0.01 level