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Abstract: Leaf spot disease and brown spot disease are common diseases affecting maple leaves. Ac-
curate and efficient detection of these diseases is crucial for maintaining the photosynthetic efficiency
and growth quality of maple leaves. However, existing segmentation methods for plant diseases
often fail to accurately and rapidly detect disease areas on plant leaves. This paper presents a novel
solution to accurately and efficiently detect common diseases in maple leaves. We propose a deep
learning approach based on an enhanced version of DeepLabV3+ specifically designed for detecting
common diseases in maple leaves. To construct the maple leaf spot dataset, we employed image
annotation and data enhancement techniques. Our method incorporates the CBAM-FF module to fuse
gradual features and deep features, enhancing the detection performance. Furthermore, we leverage
the SANet attention mechanism to improve the feature extraction capabilities of the MobileNetV2
backbone network for spot features. The utilization of the focal loss function further enhances the
detection accuracy of the affected areas. Experimental results demonstrate the effectiveness of our
improved algorithm, achieving a mean intersection over union (MIoU) of 90.23% and a mean pixel
accuracy (MPA) of 94.75%. Notably, our method outperforms traditional semantic segmentation
methods commonly used for plant diseases, such as DeeplabV3+, Unet, Segnet, and others. The
proposed approach significantly enhances the segmentation performance for detecting diseased spots
on Liquidambar formosana leaves. Additionally, based on pixel statistics, the segmented lesion image
is graded for accurate detection.

Keywords: leaf spot image segmentation; feature fusion; attention mechanism; grading detection

1. Introduction

Due to the continuous expansion of maple planting areas, the problems of maple
pests and diseases have also become evident. Especially in recent years, more severe
cases of maple pests and diseases have occurred in multiple provinces and cities in China,
seriously affecting the original ornamental value and robust growth characteristics of
maple trees [1,2]. In the actual cultivation of maple gardens, common diseases mainly
include leaf spot disease, brown spot disease, and others. These diseases mostly affect the
leaves of maples, resulting in a decreased photosynthetic efficiency and diminished growth
quality [3,4]. Therefore, accurately identifying the types and extent of disease damage on
maple leaves can enable maple garden managers to implement corresponding preventive
and control measures promptly, which greatly benefits the well-being of maple trees.

Many research papers have been published on traditional methods, both domesti-
cally and internationally, particularly in the field of plant leaf disease segmentation. P.B.
MallikarjunA et al. [5] proposed a segmentation algorithm for tobacco seedling leaf lesions.
Firstly, they used contrast stretching transformation and morphological operations (such as
erosion and expansion) to approximate lesion extraction. Then, they refined the extracted
results by using the CIELAB color model for color segmentation. Finally, the performance
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of the segmentation algorithm was evaluated using parameters such as MOL, MUS, MOS,
etc. Ma et al. [6] proposed a new image processing method for segmenting greenhouse
vegetable leaf disease images collected under real field conditions using color information
and regional growth. Firstly, they proposed a comprehensive color feature and its detection
method. The comprehensive color feature (CCF) was composed of 2017 color components,
including the excess red index (ExR), the H component, and the L × a × b color space
in the HSV color space. This approach achieved the segmentation of disease spots and
backgrounds.

Due to the inability of traditional image segmentation techniques to effectively han-
dle complex environments, they cannot meet the requirements of plant disease grading
detection in this article. Machine learning methods can achieve satisfactory segmentation
results using small sample sizes, but these methods require multiple image preprocessing
steps and are relatively complex to execute [7–9]. Additionally, machine learning-based
segmentation methods have relatively weak adaptability to unstructured environments,
requiring researchers to manually design feature extraction and classifiers, which makes
the work more difficult.

With the improvement of computer hardware performance, deep learning has devel-
oped rapidly, and many researchers have applied it to plant disease image segmentation.
KHAN K et al. [10] proposed an end-to-end semantic leaf segmentation model for plant
disease recognition. The model uses a depth convolutional neural network based on
semantic segmentation. The model detects foreground (leaf) and background (non-leaf)
areas through SS and also estimates information about how much area of a particular
leaf is affected by disease. WSPANIALY P et al. [11] used an improved U-Net neural
network to segment spots in tomato leaves. In order to achieve the effect of multi-scale
feature extraction, the authors made modifications to the encoder structure of the U-Net
network. Through experiments, it has been proven that using multi-scale feature extraction
technology can significantly improve segmentation accuracy. Additionally, this improved
network can effectively capture global features without increasing memory consumption
due to repeated cascading operations. Bhagat Sandesh et al. [12] proposed a novel encoder–
decoder architecture called EffUnet for blade segmentation and counting. This architecture
uses EfficientNet-B4 as the encoder for precise feature extraction, and the redesigned skip
connection and residual block of the decoder utilize the encoder output, which helps to
solve the problem of information degradation. The architecture introduces a horizontal
output layer to aggregate low-level features from the decoder to high-level features, thereby
improving segmentation performance. In KOMATSUNA, MSU-PID, and CVPPP data, on
the set, the proposed method is superior to U-Net, UNet++, and Residual-Unet. Many
current semantic segmentation technologies rely on CNN networks as the core. However,
due to their limitations and continuous global pooling, they can lead to the omission of
much key contextual information. In the early days, people tried to use conditional random
fields [13,14] to obtain key context information. However, due to their high computing
costs, they have not been widely used in current image semantic analysis technologies.

At present, many scholars recognize that modeling long-term dependencies can be
implemented through two different techniques. One is based on adaptive models [15,16],
which can save a great deal of memory and estimate various relationships in images more
quickly. Another approach is a feature-based pyramid model, which can extract more
global contextual information from images [17–19]. However, using a pyramid model can
only capture local matrices and cannot capture the mutual influence between larger-sized
pixels in a larger range of images.

The attention mechanism is an important research topic in the field of deep learning.
In the field of image semantic segmentation, the introduction of the attention mechanism in
semantic segmentation models can strengthen the feature information of the target region
or region of interest. That is accomplished by assigning more weight to this information
while simultaneously suppressing feature information or useless information in regions of
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interest to the model in image semantic segmentation. This improves the expression ability
of feature information [20–22].

This article improves the accuracy of maple leaf patch segmentation by combining the
attention mechanism with the DeeplabV3+ network. The study focuses on disease spot
segmentation of maple leaves captured in the maple forest of Zhejiang Agricultural and
Forestry University. Due to the direct fusion of different feature layers in the DeepLabV3+
model decoder, the segmentation accuracy of the model is affected. This paper constructs a
feature fusion module based on CBAM, which is placed in the decoder of the DeepLabV3+
network. This module can fuse the semantic information of deep features and shallow fea-
tures and improve the feature expression ability. The attention mechanism is added behind
the backbone network to improve the segmentation accuracy of the model for disease spots
by assigning different weights. The focal loss function can assign different weights to the
lesion and the background, improving the accuracy of the model’s segmentation of the
lesion area. The experimental results show that the model proposed in this article can meet
the requirements of mean intersection over union (MIoU), pixel accuracy (PA), and mean
pixel accuracy (MPA) and has a good segmentation effect on lesions.

2. Materials and Methods
2.1. Construction of Semantic Segmentation Datasets

Images of sick patches on maple leaves were captured from the maple grove at the
Zhejiang Agricultural and Forestry University’s Donghu Campus for this experimental
investigation. The investigated region, which is on the northwest of Zhejiang Province, has
a typical seasonal climate with high temperatures and an atmosphere that are appropriate
to maple trees growing healthily. The image collecting was conducted between May and
July 2021 due to environmental factors like natural light and shooting equipment that affect
the quality of the maple trees’ image capture. The photos were taken with an iPhone 7 in
the morning, noon, and evening at a distance of 10 to 15 centimetres. In order to provide a
more true presentation of the actual environmental situation, the collection also includes
maple tree disease spot photographs that were taken in both gloomy and sunny settings.
The pixel dimensions of each image are 4032 × 3024.

2.1.1. Composition and Examples of Lesion Dataset

A total of 1010 laboratory simple background and real scene lesion images were
selected from the collected images to create the dataset named SLSD (Sweetgum Leaf Spot
Dataset). SLSD consists of 568 simple backgrounds and 442 real scenes, further divided into
brown spot disease and leaf spot disease. Examples of various types of leaves are shown in
Figure 1.

Figure 1 displays representative images of maple leaves from six categories in the
dataset. Portions (a) and (d) depict healthy leaf images of maples in simple and real
scenarios, respectively. Portions (b) and (e) represent leaf spot disease images of maples in
simple and real scenarios, while (c) and (f) represent leaf spot disease images of maples in
simple and real scenarios, respectively.

According to Table 1, there are significant differences in the number of original images
for the six types of images. Since the captured image data only include a single leaf,
the number of image data that meets the requirements also varies. However, in order
to improve the segmentation accuracy of lesions, this article adopts data augmentation
technology to mitigate the negative impact on the model performance caused by category
differences. At the same time, in order to accurately determine the accuracy of the grading,
all image data have been subjected to disease grading.
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LabelMe program. The original image and the labelled images produced after labelling 
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area affected by the leaf spot disease are depicted in red and green, respectively, while in 

Figure 3, the leaf area and the area affected by the leaf spot disease are depicted in red and 

yellow, respectively. 

 

Figure 2. Labeling of Leaf Spot Disease Images. 

Figure 1. Example Image of Lesion. (a) Images of healthy maple leaves in simple scenes. (b) Images
of maple leaf spot disease in simple scenes. (c)Images of maple brown spot disease in simple scenes.
(d) Images of healthy maple leaves in real scenes. (e) Images of maple leaf spot disease in real scenes.
(f) Images of maple brown spot disease in real scenes.

Table 1. Number of Images of Each Type of Lesion.

Types Background
Simple Background Real Scene

leaf spot 178 145
Cercospora leaf spot 175 152

healthy leaves 215 145

Labelling of the leaf and diseased spot locations was handled precisely with the
LabelMe program. The original image and the labelled images produced after labelling
are shown in Figures 2 and 3, respectively. In Figure 2, the maple tree’s leaf area and the
area affected by the leaf spot disease are depicted in red and green, respectively, while in
Figure 3, the leaf area and the area affected by the leaf spot disease are depicted in red and
yellow, respectively.
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Figure 3. Image Annotation of Brown Spot Disease.

2.1.2. Data Preprocessing

Adopting effective preprocessing techniques can not only accelerate the training
process of convolutional neural networks but also help improve the segmentation accuracy
and generalization ability of the model. Given that the input feature range of the CNN
algorithm is extremely wide, exceeding its acceptable range will affect the accuracy of
the algorithm [23]. Therefore, this article adopts a normalization method to accelerate the
accuracy of the CNN algorithm and better capture the differences between images. The
normalization method in this article is as follows: normalize the data by subtracting the
channel mean and dividing it by the channel standard deviation, with all pixel values
within the range of [–1, 1] [24].

To better apply the CNN model, this paper uses data enhancement technology to sim-
ulate the environmental conditions when photographing Liquidambar formosana leaves.
This technique effectively reduces the risk of overfitting. By using three techniques: angle
interference, light interference, and noise interference, the dataset’s capacity is increased.
Some examples of enhanced datasets are shown in Figure 4.
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In real-world situations, fresh images can be added to the model continuously, consid-
erably enhancing the model’s generalization performance by utilizing ImageDataGenerator
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to input training sets into the model and modifying the associated parameters to rotate and
deform the images.

2.1.3. Dataset Partitioning

In this study, the SLSD dataset, which contains 1010 images, was used for all convolu-
tional neural network training and testing. The training, verification, and test datasets for
the SLSD algorithm are all included. Different uses are made of these three databases. The
network model is trained using the training dataset, verified using the verification dataset
to fine-tune the network model’s hyperparameters, and tested using the test dataset to see
how well the network model generalizes.

It is crucial to make sure that all three datasets have both simple background images
and complicated background images in order to separate the datasets based on the lesion
category. The following steps are involved in the division process:

First, training datasets, validation datasets, and test datasets are created from the
original photos in the following ratio: 6:2:2.

Secondly, only the training dataset is increased, leaving the other two types of datasets
untouched. The data augmentation methods described in Section 2.1.2 are utilized for
network training.

Thirdly, the performance of the segmentation network was assessed using the average
of the findings from five experiments. There are 7878, 202, and 202 photos in the training
set, validation set, and test set, respectively.

2.2. Improved DeepLabV3+ Semantic Segmentation Algorithm for Sweetgum Leaf Lesions

The DeepLabV3+ model performs well on the SLSD dataset, but there are still some
challenges to overcome. Firstly, in order to achieve higher segmentation accuracy, a Mod-
ified Aligned Xception network with a large number of parameters was selected as the
backbone feature extraction network for the encoder part. This increased the difficulty
of network training and resulted in a decrease in network training speed and slow con-
vergence. Additionally, as the spatial dimension of the input data continues to shrink,
valuable feature information may be omitted during the feature extraction process of the
encoder. Furthermore, direct input of shallow network information into the decoder will
result in poor patch segmentation performance. By redesigning the DeepLabV3+ model,
its segmentation performance can be significantly optimized, and its original shortcomings
can be overcome.

To improve the segmentation performance of the model and address the aforemen-
tioned shortcomings, this article made the following improvements to the traditional
DeepLabV3+ model structure:

1. Replacing it with a lightweight MobileNetV2 network, which is much smaller than the
original. This can effectively save resources and significantly accelerate the calculation
speed of the model.

2. Introducing SANet behind the backbone feature extraction network to solve the
problem of precision decline caused by replacing the backbone network. This helps in
training a better segmentation model.

3. Introducing the CBAM-FF module to the decoder to improve the segmentation effect
of the model on lesions and enhance segmentation accuracy.

The HAB-DeepLabV3+ network structure proposed in this article is shown in Figure 5.
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2.3. CBAM-FF Feature Fusion Module

CBAM [25] starts with two scopes: channel and spatial. It introduces spatial attention
and channel attention as two analytical dimensions to achieve a sequential attention struc-
ture from channel to space. The spatial attention module (SAM) enables neural networks
to focus more on the pixel regions in the image that play a decisive role in disease segmen-
tation, while ignoring irrelevant regions. The channel attention module (CAM) is used to
handle the allocation relationship of feature map channels. Simultaneously, the allocation
of attention to these two dimensions enhances the performance improvement effect of the
attention mechanism on the model. The CBAM structure is shown in Figure 6.
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convolutional block of deep networks.

The classic DeepLabV3+ network directly fuses the shallow feature layer with the
deep feature layer of quadruple upsampling during segmentation, without considering the
problem of feature alignment at different levels. Convolutional neural networks expand
the perception range by downsampling feature maps, thereby reducing the resolution of
deep features and affecting the accurate positioning of targets. However, they can still
provide strong semantic information, while shallow features have rich spatial information
but a low semantic level. Due to the different content of the two types of information,
directly fusing them together may lead to semantic inconsistency. Therefore, this article
introduces CBAM-FF, which can fuse features from different levels and perceptual ranges.
By assigning different weight coefficients to the feature map, we can extract important
features related to disease spot information, suppressing the complex background, and
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improving the network robustness of this paper. As shown in Figure 7, the feature fusion
module based on CBAM (referred to as CBAM-FF hereinafter) is constructed.
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As shown in Figure 8, the channel attention mechanism extracts spatial information
from features through MaxPool and AvgPool. It generates the sum of two spatial context
features, and then inputs these two features into a network composed of a multilayer
perceptron (MLP) with a hidden layer for operation and addition. Finally, it obtains the
channel attention M_C through the sigmoid function operation. The specific calculation is
shown in Equation (1).

Mc(F) = σ
(

W1

(
W0

(
Fc

avg

))
+ W1(W0(Fc

max)) (1)

where: σ represents the activation function, W0 ∈ RC/r × C, and W1 ∈ RC × C/r. Note
that the MLP weights W0 and W1 are shared for the two inputs, and the ReLU activation
function is applied after W0.
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Figure 8. Structure diagram of CAM. The channel sub-module utilizes both max-pooling outputs
and average-pooling outputs with a shared network.

Spatial attention, as a supplement to channel attention, focuses on the positional
information within the same channel. As shown in Figure 9, the spatial attention input
feature F1 = C × H ×W is averaged and maximally pooled to obtain F1avg = 1 × H ×W
and F1max = 1 × H ×W. These results are then concatenated based on channels to obtain a
feature map of F1avg+max= 2 × H ×W. The spatial attention matrix M is obtained through
a sigmoid function operation, denoted by M_S.
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The calculation is shown in (2).

Ms(F) = σ
(

f 7×7([AugPool(F); MaxPool(F)])
)
= σ

(
f 7×7

([
Fs

avg; Fs
max

])
(2)

where: σ represents the activation function, and f 7×7 represents the convolution operation
with a filter size of 7 × 7.

2.4. Backbone Feature Extraction Network

The research on lightweight deep learning neural networks has extremely important
value, as lightweight models can save computer resources and overcome storage limitations.
The lightweight neural network MobileNetV2 replaces the original backbone network of
the modified aligned Xception model to achieve lightweight segmentation for the leaf
spot model.

MobileNet is a lightweight deep neural network proposed by Google for embedded de-
vices such as smartphones. MobileNetV2 [26] is an upgraded version of MobileNetV1 [27],
typically activated by a ReLU after convolution. In MobileNetV1, ReLU6 is used, with a
maximum output limit of 6. However, MobileNetV2 has removed the final output ReLU6
and directly outputs linearly. The reverse residual structure of the MobileNetV2 network
consists of three parts. Firstly, it employs 1 × 1 convolutions to increase the dimensionality
of input features, followed by 3 × 3 depth separable convolutions (DSC) for feature extrac-
tion, and then uses 1 × 1 convolutions for size reduction. Assuming the input feature map
is m × n × 16 and the desired output is 32 channels, the convolutional kernel should be
16 × 3 × 3 × 32. It can be decomposed into a depth convolution, resulting in a feature map
of 16 channels, followed by a point-by-point convolution to obtain the final output feature
map. If standard convolution is used, the computational cost is m × n × 16 × 3 × 3 × 32
= m × n × 4608, while with DSC, the computational cost is m × n × 16 × 3 × 3 + m × n
× 16 × 1 × 1 × 32 = m × n × 656. Compared to traditional convolution methods, deep
separable convolution can significantly reduce computational complexity.

Unlike the previous narrow and fat residual structure, MobileNetV2 utilizes an in-
verted residual structure. As shown in Figure 10 below, a point-by-point convolution is
used to expand the number of channels before the depth convolution to reduce feature loss,
and the ReLU6 activation function is applied between convolutions. Finally, another point-
by-point convolution is used to reduce dimensionality, enabling it to match the number of
channels in the shortcut connection. To address the issue of useful information loss at low
latitudes in ReLU6, the linear activation function is used as a replacement. The structural
parameters of MobileNetV2 are presented in Table 2, where “t” represents the expansion
factor, “C” denotes the depth of the output feature matrix, “N” signifies the number of
Bottleneck repetitions (referring to the inverted residual structure), and “S” represents the
stride distance.

Table 2. MobileNetV2 Structure Parameter Table.

Input Operator t c n s

2242 × 3 Conv2d — 32 1 2
1122 × 32 Bottleneck 1 16 1 1
1122 × 16 Bottleneck 6 24 2 2
562 × 24 Bottleneck 6 32 3 2
282 × 32 Bottleneck 6 64 4 2
282 × 64 Bottleneck 6 96 3 1
142 × 96 Bottleneck 6 160 3 2
72 × 160 Bottleneck 6 320 1 1
72 × 320 Conv2d1 × 1 - 1280 1 1

72 × 1280 Avgpool7 × 7 - - 1 -
12 × 1 × k Conv2d1 × 1 - k - -
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2.5. SANet Attention Mechanism

In order to address the problem of decreased segmentation accuracy caused by the
lightweight improvement of the model, this paper introduces SANet in the backbone
feature extraction network section. SANet [28] integrates feature space domain and channel
domain information through the ShuffleAttention (SA) module, and SANet is divided into
three parts: feature grouping, mixed attention mechanism, and feature aggregation. The
specific structure is shown in Figure 11.
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Firstly, in the feature grouping section, SANet divides the input feature map X into
multiple sub-features along the channel dimension. Then, in the mixed attention mech-
anism section, each sub-feature is divided into two parallel branches to learn attention
features in the channel domain and spatial domain, respectively. Finally, in the feature
aggregation section, each sub-feature is aggregated to obtain a feature map with spatial
and channel domain information. SANet uses “channel segmentation” to process each
group of sub-features in parallel. For the channel attention branches, GAP is used to
generate channel statistics, and then a pair of parameters is used to scale and shift the
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channel vector. For the spatial attention branches, group norms are used to generate spatial
statistical information, and then a compact feature of the channel branches is created. These
two branches are then connected together. Finally, “channel shuffle” is used to achieve
information exchange between different sub-features.

2.6. Optimization of Loss Function

The same sort of illness spots have varying sizes and shapes according to the SLSD
dataset. These spots present a problem in the semantic segmentation task of maple leaf
disease spots, and using the cross-entropy loss function can improve the model’s precision
in identifying the disease spot area. As a result, the focal loss is developed to improve
the segmentation accuracy of the model for illness spots by optimizing the loss function
by including weight components. In Formula (3), the precise shape of the focal loss
is displayed.

f l(pt) =

{
−(1− pt)

γlog(pt)
−αt(1− pt)

γlog(pt)
(3)

In Formula (3), (1− pt)
γ is a simple/difficult regulatory factor, and γ is also the

focusing parameter. When the t of pt is close to 0, it indicates that there is inaccurate category
prediction, while (1− pt)

γ is approaching 1. Here γ and α are 2 and 0.25, respectively.

2.7. Evaluation Indicators

The evaluation indicators used in the experimental study are mean intersection over
union (MIoU), pixel accuracy (PA), and mean pixel accuracy (MPA).

In the study of semantic segmentation, the intersection and union ratio represents
the ratio of the intersection and union of the true labels and predicted values for each
class. MIoU is a method used to measure the average intersection and union ratio for each
category in a dataset. It calculates the ratio of the true value and predicted value for each
category and combines these categories to obtain the average value for each category. The
calculation formula is shown in Equation (4).

MIoU =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii
(4)

PA is an indicator used to measure the accuracy of predictions, which can be calculated
using Formula (5).

PA =
k

∑
i=1

Pii/
k

∑
i=1

k

∑
j=1

Pij (5)

With the aid of MPA, it is possible to determine the percentage of pixels that belong
to each category’s accurate grouping, as well as the average of all properly organized
categories. In (6), the computation formula is displayed.

MPA =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij

(6)

Among them, k is the total number of categories. Pij represents the number of pixels
that originally belonged to class i but were predicted as class j. Pii represents the number
of correctly predicted pixels, while Pij and Pji represent false positives and false negatives,
respectively.

3. Results
3.1. Experimental Setup

1. Experimental Platform Configuration

The platform settings for this experiment are shown in Table 3.



Forests 2023, 14, 1547 12 of 20

Table 3. Experimental Platform Configuration.

Configuration Items Information

Operating System Windows 10
CPU Intel i7-10700

Video Memory 8G
GPU NVIDIA GeForce RTX2060S

Development Environment Pytorch 1.9.0, python 3.8
Visualization Tools TorchVision

2. Experimental Hyperparameter Setting

In order to improve the generalization performance and convergence speed of the
model, the pre-training parameters of the backbone network on ImageNet were used.
During model training, the image input size is 256 × 256, and the epoch is adjusted to 50
to better identify more features. Select the best hyperparameter combination and the best
optimization algorithm. Select Adam for all model optimizations, adjust the initial value
of loss to 0.001, and perform real-time detection on the epoch. If there are no significant
fluctuations in the loss data, adjust the learning efficiency of the optimizer to 50%.

3.2. The Experimental Process

Based on the findings presented in Table 4, it becomes evident that the selection of
hyperparameter combinations significantly affects the segmentation performance of the
DeepLabV3+ network in maple leaf spot segmentation tasks.

Table 4. Comparison of hyperparameter Performance of DeepLabV3+ Network.

Model Initial Learning Rate Batch Size Optimizer MPA/% MIoU/%

DeepLabV3+ 0.001 8 Adam 90.52 82.59
DeepLabV3+ 0.0001 8 Adam 90.78 83.45
DeepLabV3+ 0.001 16 Adam 90.18 83.64
DeepLabV3+ 0.0001 16 Adam 91.35 85.68

Nonetheless, the overall performance of multiple hyperparameter combinations re-
mains consistently excellent, with minimal variation. This observation indicates the remark-
able stability of the DeepLabV3+ network when addressing maple leaf spot segmentation.
Notably, the optimal segmentation performance is achieved when the learning rate is set to
0.0001, accompanied by Adam batch size values of 16.

Figures 12 and 13 show the training results of the DeepLabV3+ network model and
the proposed liquidambar leaf disease spot model HAB-DeeplabV3+. The red is the
DeepLabV3+ network training process, and the gray is the HAB-DeeplabV3+ network
training process. When the DeepLabV3+ network is iterated more than 70 times, the loss
value also fluctuates significantly. When the number of iterations of the HAB-DeeplabV3+
network exceeds 70 times, the loss value has become stable, and the accuracy increases
with the increase of iterations, and finally gradually stabilizes.

The training process of the network first undergoes a freeze training operation (i.e.,
only the decoding layer participates in the training), maintaining the encoding layer’s un-
changed parameters during feature extraction. Finally, a comprehensive training operation
is carried out, with both the decoding layer and the encoding layer participating in the
training. If the loss value of the training set does not change within 10 epochs, the training
early stop operation is executed, that is, the training network is stopped.
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To compare the segmentation performance of the HAB-DeeplabV3+model proposed
in this article for maple leaf disease in different backgrounds, the best performing model
was selected from the five obtained models for analysis. Table 5 compares DeeplabV3+ and
HAB DeeplabV3+ in the four categories of PA and IoU in the dataset used. From the table,
it can be seen that compared with DeeplabV3+, HAB DeeplabV3+has a 6.8% increase in
PA and 12.1% increase in IoU for leaf spot segmentation under complex backgrounds, and
a 7.7% increase in PA and 8.7% increase in IoU for brown spot segmentation under real
complex backgrounds. It is more pronounced for the improvement of lesions under two
simple backgrounds.
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Table 5. Comparison of segmentation accuracy of lesions.

Evaluation
Indicator Model

Leaf Spot Cercospora Leaf Spot
Simple

Background Real Scene Simple
Back-ground Real Scene

IoU/%
DeeplabV3+ 83.29 79.69 85.11 80.21

HAB-DeeplabV3+ 92.28 89.36 93.36 87.25

PA/%
DeeplabV3+ 90.12 87.31 90.36 86.78

HAB-DeeplabV3+ 95.35 93.26 95.78 93.54

3.3. Disease Grading Detection Based on Pixel Statistics
3.3.1. Classification and Detection Methods for Lesions

Due to the lack of a clear grading standard for the degree of leaf spot disease in
maple leaves, in order to more accurately analyze the degree of leaf spot disease in maple
leaves, this article referred to the <<Classification Standard for Corn Brown Spot Disease>>
(DB13/T 1732-2013) formulated in accordance with GB/T 1.1-2019 to develop a grading
parameter standard for maple leaf spot disease. This article is based on the principle of
pixel statistics and uses Python to achieve the statistics of the lesion area. The leaves are
divided into four levels, namely: healthy leaves, Level 1, Level 2, and Level 3. The criteria
for grading leaf lesions are shown in Table 6.

Table 6. Classification of Maple Leaf Disease Spots.

Plaque Level The Range of k

Healthy leaves 0 ≤ k ≤ 0.01%
Level 1 0.01 < k ≤ 0.2%
Level 2 0.2 < k ≤ 0.4%
Level 3 0.4% < k

Where k is the proportion of the lesion area to the entire image, and its principal
calculation formula is shown in (7).

k =
Ascab

Aimage
=

∑ (x, y) ∈ Rscabn
∑ (x, y) ∈ Rimagen

(7)

In the formula, Ascab represents the area of the lesion area, Aimage represents the area of
the entire leaf, Rscab represents the lesion area, and Rimage represents a partial area of the leaf.

3.3.2. Comparative Experiment on Grading Detection

Based on the hierarchical leaf brown spot data set, this section has set up comparative
experiments. The network models include the DeepLabV3+model with ResNet101 as the
backbone network, the DeepLabV3+model with MobileNetV2 as the backbone network,
CBAM-FF+DV3+, and HAB-DeepLabV3+. The experimental results of the models’ identifi-
cation accuracy for different grades of lesions are shown in Table 7. The CBAM-FF+DV3+ in
the table represents the introduction of the CBAM-FF module into the DeeplabV3+ network
model, and HAB DeepLabv3+ is the method proposed in this article.

Table 7. Comparison of Accuracy of Different Models.

Model Backbone
Network

PA/%
Healthy Leaves Level 1 Level 2 Level 3

DeepLabv3+ ResNet101 89.3 90.5 90.1 76.3
DeepLabv3+ MobileNetv2 91.5 91.7 90.6 77.6

CBAM-FF+DV3+ MobileNetv2 96.6 94.7 95.3 91.4
HAB-DeepLabv3+ MobileNetv2 97.7 95.9 96.4 94.6
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From Table 7, it can be seen that all models in the experiment have the highest
recognition accuracy for healthy leaves and Level 1 categories because healthy leaves do
not contain diseased spots or have small diseased spot areas, resulting in low segmentation
accuracy and high recognition accuracy. As shown in Figure 14, the comparison of the
segmentation accuracy of each model for graded lesions is shown.

Figure 14. Comparison of Model Accuracy.

It can be more clearly seen from Figure 14 and Table 7 that the HAB DeeplabV3+
proposed in this article has improved the accuracy for healthy leaves and Level 1 by 1.1%
and 1.2%, respectively, compared to DeeplabV3+, CBAM-FF+DeeplabV3+ and has also
improved the accuracy for Level 2 and Level 3. Overall, the HAB-DeeplabV3+ proposed
in this article has the best recognition accuracy for healthy leaves, Level 1, Level 2, and
Level 3.

4. Discussion
4.1. Comparative Experiment on Different Placement Positions of Modules

In order to evaluate the performance of the proposed CBAM-FF feature fusion module
in the maple leaf spot segmentation task, the SLSD dataset was used to conduct experi-
ments in the DeepLabV3+ segmentation network with modified aligned Xception as the
backbone network. Using the same dataset partitioning method, each network only un-
dergoes one training and model testing. Experimental comparisons were conducted on
the placement positions of CBAM, CBAM-FF, and other two modules in the decoder. The
experimental software and hardware configurations remain consistent with those outlined
in Section 3.3.2.

Within the decoder, two distinct positions exist for module placement. The first
position corresponds to the output location of the DCNN in the decoder, while the second
position represents the entry point where the DCNN output enters the decoder through
parallel hole convolution. CBAM-FF module adds the attention mechanism in two positions
at the same time, and the experiment verifies the performance of the CBAM-FF module
by adding the attention mechanism to different positions. The conducted experiments are
as follows:

Experiment 1: CBAM is placed in position 1.
Experiment 2: CBAM is placed in position 2.
Experiment 3: A CBAM-FF module is added to the decoder.
The impact of modules on segmentation performance is shown in Table 8.
From Table 8, it can be seen that when CBAM is placed at the output position of DCNN

in the decoder, MIoU increases by 1.3%, reaching 86.87%. When CBAM is placed at the
position where DCNN output enters the decoder through parallel hole convolution, MIoU
further increases to 86.61%. When the CBAM-FF module was introduced into the decoder,
MIoU increased by 3.5% to 88.74%, while MPA also improved to some extent. Therefore, it
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can be concluded that adding CBAM-FF to the decoder can better enhance the MloU of the
DeepLabV3+ network in the semantic segmentation task of maple leaf disease spots than
simply introducing CBAM.

Table 8. Impact of modules on segmentation performance.

Experiment MPA/% MIoU/% MIoU Growth/% MPA Growth/%

DeepLabV3+ 91.35 85.68 - -
Experiment 1 91.55 86.87 1.3 0.2
Experiment 2 92.35 86.61 1.0 1.0
Experiment 3 93.83 88.74 3.5 2.7

4.2. The Impact of SANet on Segmentation Performance

In order to verify the performance of the added SANet in the maple leaf spot seg-
mentation task, the SLSD dataset was used to conduct experiments in the DeepLabV3+
segmentation network with MobileNetV2 as the backbone network. Using the same dataset
partitioning method, each network only undergoes one training and model testing.

The ECANet [29], SENet [30], and SANet attention mechanisms are all plug and play
modules. The SENet attention mechanism can focus on the weight of each channel for the
input feature layer. ECANet is an improved version of SENet, which removes the fully
connected layer from the previous generation and learns directly through convolution
on the features after global average pooling. Each group of experiments placed attention
mechanism modules at the same position as the encoder. Experiment 1 represented the
DeeplabV3+ semantic segmentation network with the CBAM-FF module added, Experi-
ment 2 represented ECANet placement, Experiment 3 represented SENet placement, and
Experiment 4 represented SANet placement. Comparative experiments were conducted on
the three attention mechanism modules, and the experimental results are shown in Table 9.

Table 9. Comparison of experimental results for inserting various modules.

Experiment MPA/% MIoU/% MIoU Growth/% MPA Growth/%

Experiment 1 92.65 87.52 - -
Experiment 2 92.87 88.37 0.9 0.2
Experiment 3 93.11 88.26 0.8 0.4
Experiment 4 93.74 89.16 1.8 1.1

From Table 9, it can be seen that when adding the ECANet module to the encoder,
the MIoU increased by 0.9% to 88.37%. When adding the SENet module to the encoder,
the MIoU increased by 0.8%. When adding the SANet module to the encoder, the MIoU
increased by 1.8% to 89.16%. This indicates that SANet has better performance and higher
segmentation accuracy compared to other attention modules.

4.3. Ablation Experiment

The effectiveness of replacing backbone networks, CBAM-FF, and SANet can be
evaluated by setting four sets of ablation experiments on the SLSD dataset. Train each
group of networks only once and simulate and evaluate their results. Set the batch size and
epoch to 16 and 0.0001, respectively, and epoch to 50. At the same time, real-time checks
will be conducted on the loss. If there are no changes to the loss values in the two epochs,
adjust them to 50%. Experimental comparisons were conducted on the placement positions
of CBAM, CBAM-FF, and other two modules in the decoder. The experimental results are
shown in Table 10.
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Table 10. Results of ablation experiment.

Experiment MPA/% MIoU/% MIoU
Growth/%

MPA
Growth/%

Model
Size/M

DeeplabV3+ 91.35 85.68 - - 208
Experiment 1 89.26 84.12 −1.8 −2.2 25.7
Experiment 2 92.57 87.34 1.9 1.3 26.3
Experiment 3 93.46 88.49 3.2 2.3 26.8
Experiment 4 94.75 90.23 5.3 3.7 27.1

Experiment 1: Based on the classic Deeplab 3+ network structure, replace the backbone
feature extraction network with a MobileNetV2 network;

Experiment 2: Based on Experiment 1, introduce SANet after the backbone feature
network;

Experiment 3: On the basis of Experiment 2, add a CBAM-FF module to the decoder
section;

Experiment 4: Add focal loss function on the basis of Experiment 3.
According to the results of the ablation experiment, the model size of Experiment 1

reached 25.7 M, indicating the effectiveness of replacing the classic DeeplabV3+ backbone
feature extraction network with MobileNetV2. Experiment 2 and Experiment 3 have
improved the MPA and MIou of the classic DeeplabV3+, while Experiment 2 has improved
the MPA and MIou by 1.3% and 1.9%, respectively. Adding SANet not only improves the
accuracy of the model, but also has no impact on the size of the model. The MPA and
MIou of Experiment 3 increased by 2.3% and 3.2%, respectively, indicating that the addition
of CBAM-FF module significantly improved the segmentation accuracy of the network
model. From the results of Experiment 4, the optimization of loss function improves the
segmentation accuracy of the model for the diseased area and effectively solves the problem
of low segmentation accuracy caused by the imbalance of data samples in the network
training process.

4.4. Comparison of Different Segmentation Methods

In order to further verify the segmentation performance of the HAB DeeplabV3+model,
the method in this paper is compared with the semantic segmentation models com-
monly used for plant disease such as the classic DeeplabV3+ [31], U-Net [32], SegNet [33],
SEMD [34], and the comparison results are shown in Table 11. From Tables 5 and 11, it can
be seen that the model proposed in this paper has the best accuracy in lesion segmentation.

Table 11. Comparison of evaluation indicators for different segmentation models.

Model MPA/% MIoU/% Parameter Quantity/M

DeeplabV3+ 91.35 85.68 41.25
U-Net 88.86 78.41 34.5
SegNet 89.34 80.32 29.5
SEMD 92.26 88.45 21.8

HAB-DeeplabV3+ 94.75 90.23 13.5

According to the experimental results in Table 11, the MPA of HAB DeeplabV3+is
94.75%, which is 3.4% higher than the classic DeeplabV3+. The MIoU of the algorithm
proposed in this article is 90.23%, which is an improvement of 4.55% compared to the classic
DeeplabV3+. In terms of parameter quantity, the HAB DeeplabV3+ in this article reduces
27.75 M, 6.75 M, and 11.75 M compared to DeeplabV3+, U-Net, and SegNet, respectively.

The experimental data show that replacing MobilenetV2 in this article reduces the
number of parameters in the model and achieves lightweighting of the model. This article
introduces the CBAM-FF module and SANet, respectively, which change the expression of
features and enhance their expression ability.
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This article also visualized the segmentation effects of the four algorithms, as shown
in Figure 15. From the comparison, it can be seen that the classic DeeplabV3+ and HAB-
DeeplabV3+ have higher recognition accuracy for the edge of diseased areas compared
to U-Net and SegNet. Due to the fact that DeeplabV3+ contains different rates of Atrous
Convolution in the encoding section for feature extraction, it can enhance the recognition
ability for objects of different sizes and have the ability to recover the feature information
of the area edge. Compared with the classic DeeplabV3+, HAB-DeeplabV3+ has improved
edge recognition of lesion areas. Compared with U-Net and SegNet, it has better segmen-
tation performance for lesion areas. This proves that adding the CBAM-FF module and
SANet can enhance the ability to extract lesion areas and edge information features.
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5. Conclusions

In this study, we proposed an improved disease spot segmentation method based on
the DeeplabV3+ network. Our approach introduced a CBAM-FF feature fusion module
and an attention mechanism in the backbone feature extraction network and decoder parts,
respectively, to enhance the model’s feature extraction capability. We also employed the
focal loss function to improve the segmentation accuracy of the model for lesion areas by
emphasizing the learning of lesion samples. Additionally, we replaced the modified aligned
Xception network used for backbone feature extraction with a MobileNetV2 network to
reduce the computational complexity of the model’s parameters.

Experimental evaluations were conducted on the SLSD dataset, and the results demon-
strated the effectiveness of our proposed HAB DeeplabV3+ network model. Compared
to the classic DeeplabV3+ model, our model achieved a notable improvement with a 3.4%
increase in mean pixel accuracy (MPA), a 4.55% increase in mean intersection over union
(MIoU), and a reduction of 27.75 M model parameters. These results indicate that our
method can effectively segment the diseased areas of maple leaves.

However, it should be noted that the segmentation performance on other plant leaf
lesion images remains unknown. In future work, we plan to conduct pre-training on other
plant leaf lesion datasets to achieve segmentation and detection of different lesions in
real environments. By further expanding the scope of our approach, we aim to provide a
comprehensive solution for detecting and segmenting various plant leaf diseases.
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