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Abstract: To use technology or engage with research or medical treatment typically requires user
consent: agreeing to terms of use with technology or services, or providing informed consent for
research participation, for clinical trials and medical intervention, or as one legal basis for processing
personal data. Introducing AI technologies, where explainability and trustworthiness are focus
items for both government guidelines and responsible technologists, imposes additional challenges.
Understanding enough of the technology to be able to make an informed decision, or consent,
is essential but involves an acceptance of uncertain outcomes. Further, the contribution of AI-
enabled technologies not least during the COVID-19 pandemic raises ethical concerns about the
governance associated with their development and deployment. Using three typical scenarios—
contact tracing, big data analytics and research during public emergencies—this paper explores a trust-
based alternative to consent. Unlike existing consent-based mechanisms, this approach sees consent
as a typical behavioural response to perceived contextual characteristics. Decisions to engage derive
from the assumption that all relevant stakeholders including research participants will negotiate on
an ongoing basis. Accepting dynamic negotiation between the main stakeholders as proposed here
introduces a specifically socio–psychological perspective into the debate about human responses
to artificial intelligence. This trust-based consent process leads to a set of recommendations for the
ethical use of advanced technologies as well as for the ethical review of applied research projects.

Keywords: informed consent; terms of use; AI-technologies; technology acceptance; trust; public
health emergency; COVID-19; big data; contact tracing; research ethics

1. Introduction

Although confusion over informed consent is not specific to a public health emergency,
the COVID-19 pandemic has brought into focus issues with consent across multiple areas
often affecting different stakeholders. Consent, or Terms of Use for technology artefacts
including online services, is intended to record the voluntary willingness to engage. Further,
it is assumed to be informed: that individuals understand what is being asked of them or
that they have read and understood the Terms of Use. It is often unclear, however, what this
entails. For the user, how voluntary is such consent, and for providers, how much of their
technology can they represent to their users? As an example from health and social care,
contact tracing—a method to track transmission and help combat COVID-19—illustrates
some of the confusion. Regardless of the socio-political implications of non-use, signing
up for the app would imply a contract between the user and the service provider based
on appropriate use of the app and limiting the liability of the provider. However, since
it would typically involve the processing of personal data, there may also be a request
for the user (now a data subject) to agree to that processing. In the latter case, consent is
one possible legal basis under data protection law for the collection and exploitation of
personal data. In addition, though, the service provider may collaborate with researchers
and wish to share app usage and user data with them. This too is referred to as (research)
consent, that is the willingness to take part in research. Finally, in response to an indication
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that the app user has been close to someone carrying the virus, they may be invited for
a test; they would need to provide (clinical) consent for the clinical intervention, namely
undergoing the test. It is unclear whether individuals are aware of these different, though
common, meanings of consent, or of the implications of each. Added to that, there may
be a societal imperative for processing data about individual citizens, which implies that
there is a balance to be struck between individual and community rights.

Such examples emerge in other domains as well. Big Tech companies, for instance,
may request user consent to process their personal data under data protection law. They
may intend to share that data with third parties, however, to target advertising which
involves some degree of profiling, which is only permitted under European data protection
regulation in specific circumstances. Although legally responsible for the appropriate
treatment of their users’ data, the service provider may not understand enough of the
technology to meet their obligations. Irrespective of technology, the user too may struggle
to identify which purpose or purposes they are providing consent for. With social media
platforms, the platform provider must similarly request data protection consent to store
and process their users’ personal data. They may also offer researchers access to the content
generated on their platform or to digital behaviour traces for research purposes. This
would come under research consent rather than specifically data protection consent. In
these two cases, first the user must identify different purposes under the same consent
that their (service) data may be used for, but secondly they may need to review different
types of consent regarding their data as used for providing the service versus content they
generate or activities they engage in used for research.

In this paper, I will explore the confusions around consent in terms of common social
scientific models. This provides a specifically behavioural conception of the dialogue
associated with consent contextualised within an ecologically valid presentation of the
underlying mechanisms. As such, it complements and extends the discussion on explain-
able artificial intelligence (AI). Instead of focusing on specific AI technology, though, this
discussion centres on the interaction of users with technologies from a perspective of
engagement and trust rather than specifically focusing on explainability.

Overview of the Discussion

The following discussion is organised as follows. Section 2 provides an overview of re-
sponsible and understandable AI as perceived by specific users, and in related government
attempts to guide the development of advanced technologies. In Section 3, I introduce
behavioural models describing general user decision forming and action. Section 4 covers
informed consent, including how it applies in research ethics in Section 4.1 (For the purpose
of this article, ethics is used as an individual, subjective notion of right and wrong; moral,
by contrast, would refer to more widely held beliefs of what is acceptable versus what is
not [1]). Specific issues with consent in other areas are described in Section 4.2, including
technology acceptance (Section 4.3). Section 4 finishes with an introduction to trust in
Section 4.4 which I develop into an alternative to existing Informed Consent mechanisms.

Having presented different contexts for consent, Section 5 considers a trust-based
approach applied to three different scenarios: Contact Tracing, Big Data Analytics and Public
Health Emergencies. These scenarios are explored to demonstrate trust as an explanatory
mechanism to account for the decision to engage with a service, share personal data
or participate in research. As such, unlike existing consent-based mechanisms, a trust-
based approach introduces an ecologically sound alternative to Informed Consent free
from any associated confusion, and one derived from an ongoing negotiated agreement
between parties.

2. Responsible and Explainable AI

Technological advances have seen AI components introduced across multiple domains
such as transportation, healthcare, finance, the military and legal assessment [2]. At
the same time, user rights to interrogate and control their personal data as processed
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by these technologies (Art 18, 21 and 22 [3]) call for a move away from a black-box
implementation [2,4] to greater transparency and explainability (i.a., [5]). Explainable AI
as a concept has been around at least since the beginning of the millennium [2] and has
been formalised in programs such as DARPA in the USA [6]. In this section, I will consider
some of the research and regulatory aspects as they relate to the current discussion.

The DARPA program defines explainable AI in terms of:

"... systems that can explain their rationale to a human user, characterize their strengths
and weaknesses, and convey an understanding of how they will behave in the future" [6]

Anthropomorphising technology in this way has implications for technology accep-
tance (see [7]; and Section 4.3 below). Surveys by Adadi and Berrada [2] and Arrieta
and his colleagues [5] focus primarily on mapping out the domain from recent research.
Although both conclude there is a lack of consistency, common factors include explain-
ability, transparency, fairness and accountability. Whilst they recognise those affected by
the outcomes, those using technology for decision support, regulators and managers all
as important stakeholders, Arrieta et al. focus ultimately on developers and technologists
with a call to produce “Responsible AI” [5]. Much of this was found previously in our own
2018 Delphi consultation with domain experts. In confirming accountability in technology
development and use, however, experts also called for a new type of ethics and encouraged
ethical debate [8]. Adadi and Berrada meanwhile emphasise instead the different motiva-
tions and types of explainability: for control, to justify outcomes, to enable improvement,
and finally to provide insights into human behaviours (control to discover) [2]. Došilović
and his colleagues highlight a need for formalised measurement of subjective responses to
explainability and interpretability [9], whereas Samek et al. propose a formalised, objective
method to evaluate at least some aspects of algorithm performance [4]. Meanwhile, Khrais
sought to investigate the research understanding of explainability, discovering not only
terms like explanation, model and use which might be expected, but also more human-centric
concepts like emotion, interpret and control [10].

Looking not at the interpretability of AI technologies, other studies seek to explore
the implications of explainability on stakeholders, and especially on those dependent
on its output (for instance, patients and clinicians using an AI-enabled medical decision-
support system). The DARPA program seeks to support “explanation-informed acceptance”
via an understanding of the socio-cognitive context of explanation [6]. Picking up on
such a human-mediated approach, Weitz and her colleagues demonstrate how even sim-
ple methods, in their case the use of an avatar-like component, encourage and enhance
perceptions of understanding the technology [7]. Taking this further and echoing [9] on
trust, Israelsen and Ahmed, meanwhile, focus on trust-enhancing “algorithmic assurances”
which echo traditional constructs like trustworthiness indicators in the trust literature
(see Section 4.4) [11]. All of this comes together as positioning AI explainability as a co-
construction of understanding between explainer (the advanced AI-enabled technology)
and explainee (the user) [12]. This ongoing negotiation around explanability echoes my own
trust-based alternative to the dialogue around informed consent below (Section 4.4).

Much of the research above makes explicit a link between the motivation towards
explainable or responsible AI with regulation and data subject rights [2,4,5,9,11,12]. With
specific regard to big data, the Toronto Declaration puts the onus on data scientists and
to some degree governance structures to protect individual rights [13]. However, human
rights conventions often balance individual rights with what is right for the community. For
example, although the first paragraph of Art. 8 on privacy upholds individual rights and
expectations, the second provides for exceptions where required by the community [14].
Individual versus community rights are significant for contact tracing and similar initiatives
associated with the pandemic. While calling upon technologists for transparency and
fairness in their use of data, the UK Government Digital Services guidance also tries to
balance community needs with individual human rights [15]. The UK Department of
Health and Social Care introduces the idea that both clinicians and patients, that is multiple
stakeholders, need to be involved and to understand the technology [16]. Similarly, the
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EU stresses that developers, organisations deploying a given technology, and end-users
should all share some responsibility in specifying and managing AI-enabled technologies,
without considering how such technologies might disrupt existing relationships [17].

The focus on transparency and explainability within the (explainable) AI literature
is relevant to the idea that consent should be informed. Although the focus is often on
technologists [5,8], this assumes that all stakeholders—those affected by the output of the
AI component, those using it for decision support, and those developing it (cf. [5])—share
responsibility for the consent process. Even where studies have focused on stakeholder
interactions and the co-construction of explainability [12], there is an evident need to
consider the practicalities of the negotiation between parties to that process. For contact
tracing, for example, who is responsible to the app user for the use and perhaps sharing
of their data? Initially, the service provider would assume this role and make available
appropriate terms of use, a privacy notice and privacy policy. However, surely the data
scientist providing algorithms or models for such a system at least needs to explain the
technology? A Service Level Agreement (SLA) for a machine-learning component would
not typically involve detail about how a model was generated or its longer term perfor-
mance. If it is not clear what stakeholders are responsible for, it becomes problematic to
identify who should be informing the app user or participant of what to expect. Further,
with advanced, AI-enabled technologies, not all stakeholders may be able to explain the
technology. A clinician, for instance, is focused on care for their patients; they would
not necessarily know how a machine-learning model had been generated or what the
implications would be. There would have to be a paradigm shift perhaps before they
consider trying to understand AI-technologies.

Leading on from studies which situate explainable AI within a behavioural con-
text ([6,11,12]), I take the more general discussion about the use and effects of advanced
technologies into the context of planned behaviour (in Section 3) and extend discussions of
trust [9,11] into the practical consideration of informed consent in a number of different do-
mains. Starting with contact tracing and similar applications of AI technologies (Section 5),
this discussion seeks to explore the confusion around consent in a practical context, evaluate
the feasibility of transparency, and review responsible stakeholders for different scenarios.
Consent to engage with advanced technologies highlights, therefore, the impact of AI
rather than specifically on how explainable the technology might be. Focusing on a new
kind of ethics, this leads to the proposal for a trust-based alternative to consent.

3. Behaviour and Causal Models

The Theory of Planned Behavior (TPB) assumes that a decision to act precedes the action
or the actual activity itself. The separation between a decision to act and the action itself
is important: we may decide to do something, but not actually do it. The decision to act
is the result of a response to a given context. This is summarised in Figure 1. The context
construct may include characteristics of the individual, of the situation itself, of the activity
they are evaluating or of any other background factors. For instance, Figure 2 provides
interpretations of Terms of Use ((a) the upper half of the figure) and Research Consent ((b) in
the lower half) as behavioural responses.

Figure 1. Schematic representation of the Theory of Planned Behavior [18].
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Figure 2. TPB Interpretation of Behaviours associated with (a) Terms of Use and (b) Research Consent.

Someone wishing to sign up to an online service, for instance, would be presented
with the Choice to use the service or not, which may depend on the Information they are
provided about the service provider and the perceived Utility they might derive from
using the service. The context for Terms of Use therefore comprises Choice, Information and
Utility. By contrast, a potential research participant would decide whether or not to take
part (develop a Willingness to Engage) based on Respect shown to them by the researcher,
whether the researcher is well disposed towards them (Benevolence), and that research
outcomes will be shared equitably across the community (Justice).

4. Informed Consent

Although the concept can be traced back historically [19], the definition of informed
consent was formalised more recently after World War II in the Nuremberg Code [20] and
the Helsinki Declaration [21]. The emphasis is on:

“Voluntary agreement to or acquiescence in what another proposes or desires; compliance,
concurrence, permission.” (https://www.oed.com/oed2/00047775) (accessed on
12 May 2021).

For technology, terms of use focuses on an agreement between user and provider,
defining usage and limiting liability:

“[The] circumstances under which buyers of software or visitors to a public Web site can
make use of that software or site” [22] as part of a “binding contractual agreement” [23].

Indeed, Luger and her colleagues [24] and subsequently Richards and Hartzog make
explicit the link between terms of use and:

“Consent [which] permeates both our law and our lives-particularly in the digital context”
(The term consent as used here will therefore include terms of use) [23].

https://www.oed.com/oed2/00047775
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In a medical or clinical context, and to counter the paternalism of earlier medical
practice, the definition makes explicit who the main parties to the agreement are:

“[the] process of informed consent occurs when communication between a patient and
physician results in the patient’s authorization or agreement to undergo a specific medical
intervention”. (https://www.ama-assn.org/delivering-care/ethics/informed-
consent) (accessed on 12 May 2021).

There are other concerns, though. For clinical treatment, the patient is reliant on the
clinician to improve their well-being, and there is no guarantee that they will understand
the implications of the treatment proposed. Further, concerned about their health or general
prognosis, they may not be emotionally fit to think objectively about the information that
they have been given. Additionally, during a public health emergency, there may be a legal
or moral obligation to disclose data, such as infection status. This implies a balance to be
struck between individual rights and the common good.

In research terms, consent is seen as integral to respect for the autonomy of the
research participant:

“Respect for persons requires that subjects, to the degree that they are capable, be given
the opportunity to choose what shall or shall not happen to them. This opportunity is
provided when adequate standards for informed consent are satisfied.” (Part C (1), [25]).

Latterly and with the emphasis on the right to privacy (Art. 8 [14]), consent is defined
in data protection legislation as:

“any freely given, specific, informed and unambiguous indication of the data subject’s
wishes by which he or she, by a statement or by a clear affirmative action, signifies
agreement to the processing of personal data relating to him or her” (Art. 4(11), [3]).

Irrespective of context, all definitions assume the pre-requisite characteristics of vol-
untariness (freely given) and informed (understanding what another proposes or desires).
It is not always clear, however, if these basic requirements are met or even possible. In a
clinical context, apart from the assumption that patients are emotionally objective rather
than directly reliant on the expertise of the clinician, the stakeholder relationship is unequal.
Notwithstanding the right to religious tolerance [19] assuming it be based on true auton-
omy [26], clinical judgement is subordinate to uninformed or emotionally charged patient
preference [27]. Putting clinician and patient on a more equal footing may be preferable
and preserve the interests of all parties [28].

The legal context, that is the requirements governing data protection and clinical
practice, limits what can be done in practical terms in regard to resolving confounding
issues associated with informed consent. Any such legislation will tend to be jurisdiction-
specific, and like the COPI Regulations [29] requiring the sharing of medical data, may be
time- and domain-specific. It is also worth remembering in the context of data protection,
that there are different requirements depending on the nature of the data themselves (Art.
6, 9 and 10 [3]). These imply different legal bases, or justifications, to allow personal
data to be processed. Consent (Art. 6(1)(a)–(f), Art. 9(2)(a)–(j), [3]) is only one such
legal basis, but has implications such as the data subject’s right to object to processing
or to withdraw the data (Chapter 3 [3]). In a research study involving the processing of
personal data, consent to participate may be different from the lawful basis covering the
collection of the personal data (for instance, Art. 89, i.a., [3]). Consequently, conflating data
protection and research ethics consent may confuse the data subject/participant as well as
restrict what a researcher can do with the data they collect, or worse still, undermine the
researcher/participant relationship. Further, an institutional Research Ethics Committee
(REC; also known as Institutional Review Board, IRB) or indeed a data protection review
would need to consider whether consent refers to research participation only (clinical trial
or other academic research studies), or a legal basis for data protection purposes, or both.
By contrast, consent for technology use (terms of use) may be weighted against the user
and in favour of the supplier. This may result from a failure to read or be able to read
the conditions [24], to differentiate technology-use contexts [30], or even from a de facto

https://www.ama-assn.org/delivering-care/ethics/informed-consent
https://www.ama-assn.org/delivering-care/ethics/informed-consent
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assumption that app usage implies consent [22]. Notwithstanding these specific issues of
the type of consent, the following sections consider first the governance of research ethics,
before moving on to the various challenges regarding voluntary and informed consent from
the research participant’s perspective, and subsequently to implications for technology
acceptance and adoption. The final subsection will give a definition of trust and describe
how it applies to various different contexts where consent would normally be expected.

4.1. Applied Research Ethics

Research ethics relates to more general applied ethical principles, which helps con-
textualise issues pertaining to informed consent. Research ethics review is often based
on recommendations from the Belmont Report [25], which echo similar values in medical
ethics [31], and assumes that activity is research [32] rather than service evaluation, for
instance. The primary focus includes:

• Participant Autonomy or Respect for the Individual: a guarantee to protect the dignity of
the participant as well as respecting their willingness or otherwise to take part. This
assumes that the researcher (including those involved with clinical research) have
some expectation of outcomes and can articulate them to the potential participant.
Deception is possible under appropriate circumstances [33], including the use of
placebos. Big data requires careful thought, since it shifts the emphasis away from
individual perspectives [34]. In so doing, a more societally focused view may be
more appropriate [35]. Originally, autonomy related directly to the informed consent
process. However, the potential for big data and AI-enabled approaches suggests that
this may need rethinking.

• Beneficence and non-malevolence: ensuring that the research will treat the participant
well and avoid harm. This principle, most obvious for medical ethics, puts the onus on
the researcher (or data scientist) to understand and control outcomes (see also [15,17]).
Although there is no suggestion that the researcher would deliberately wish to cause
harm, unsupervised learning may impact expected outcomes. Calls for transparency
and the human-in-the-loop to intervene if necessary [8,17] imply a recognition that
predictions may not be fixed in advance. Once again, the informed nature of consent
might be difficult to satisfy.

• Justice: to ensure the fair distribution of benefits. The final principle highlights
a number of issues. The CARE Principles [36], originally conceived in regard to
indigenous populations, stress the importance of ensuring that all stakeholders within
research at least are treated equitably. For all its limitations, the trolley car dilemma [37]
calls into question the assessment of justice. During a public health emergency, and
inherent in contact tracing, the issue is whether justice is better served by protecting
the rights of the individual especially privacy over a societal imperative.

In general ethics terms, autonomy, beneficence/non-malevolence, and justice reflect
a Kantian or deontological stance: they represent the rules and obligations which gov-
ern good research practice (for a useful summary on applied ethical theories, see [38]).
Utilitarianism—justifying the means on the basis of potential benefits—is subordinate to
such obligations. However, Rawls’ justice theory and different outcomes to the trolley-car
dilemma motivate a re-evaluation of a simple deontological versus utilitarian perspective.
Further, the socially isolating effect of the COVID-19 pandemic raises the question as to
whether a move away from focusing on the individual and considering instead the indi-
vidual as defined by the collective community is more appropriate (see [39]). Indeed, the
challenge comes when applying ethical principles in specific research environments [40,41],
or medical situations [27]. Ethics review must therefore balance the potentially competing
interests and expectations of research participants, researchers and the potential benefit to
the community at large in determining what is ethically acceptable. At the same time, it is
essential to consider whether the researcher or any other stakeholder can truly assess what
the potential outcomes might be. In either case—individual versus community benefit, and
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the overall knowledge and transparency of the research involved—there needs to be an
ongoing negotiation amongst stakeholders to agree on an acceptable approach.

4.2. Issues with Consent

Leading on from the earlier discussion about confusions arising from consent, in this
section I return to some specific issues with consent identified in the literature. As part
of the consent process, a potential participant is provided detailed information covering
what the research is about, what they as participant will be expected to do, and any
potential risks or benefits to them. They are typically given an opportunity to discuss with
the researcher or indeed anyone else for clarification. Ultimately, it is assumed that this
will address the need to provide all the detail the research participant needs to make an
informed decision about participation. Although there is some evidence to suggest both
researchers and their participants are satisfied with the informed consent process [42], this
begs the question as to whether participants are able to make balanced decision based on
that information—namely, their competence—but also whether they do in fact feel that
they are free to make whatever decision they choose.

Researchers must consider the ability of their potential participants to assimilate and
understand the information they can provide when requesting participation, therefore.
This may be due to the capacity of the participant themselves, but also their understanding
of the implications of the research on them and on others like them [43]. There are also
indications that the amount of information provided [44], and of issues such as potential
risks and benefits may not be satisfactory in some contexts [45,46]. At the same time,
researchers tend to be concerned about regulatory compliance as opposed to balancing
what the research goals are and how to manage risks and challenges [47]. Ultimately,
though, participants may simply fail to understand the implications of what they are being
asked to agree to [48] or be unable to engage with the information provided [49]. They do
however appreciate that researchers must balance multiple aspects of the proposed research
and so would be prepared to negotiate on those terms with the researchers rather than be
part of a regulatory compliance exercise [47]. Finally, whether researchers themselves are
fully aware of the implications of what they are asking for patient or participant willingness
to engage is not always clear [50].

Just as Biros et al. [43] highlight concerns about the broader, community implications
of research, there are other social dimensions which should be considered. Nijhawan
et al. [51] and Kumar [52], for instance, maintain that consent is really a Western construct.
In their studies in India, they also stress that an independently made decision to participate
could be influenced by institutional regard: patients may be influenced by an implicit
trust in healthcare services, for example [51]. The cultural aspects here echo traditional
differences between individualist and collectivist societies [53,54]. Only the former would
be used to putting their own wishes and needs above those of the community at large.
Indeed, for some cultures, the concept of self exists only as it is part of and dependent on
a collective group [39]. This may not be as simple as individualism versus collectivism
though: European data protection legislation, for example, puts the rights of the individual
above those of the collective, whereas the opposite is true in the USA [40].

Nijhawan and his colleagues [51] highlight a more general concern about the informed
consent process: if there is implicit trust in an institution influencing the consent decision,
then there are emotional issues which need consideration (see also [55] on privacy; and [56]
on trust). Ethics review in the behavioural sciences was introduced to provide additional
oversight for what may be seen as unnecessarily stressful for participants [57,58]. However,
this misses the point that potential participants may comply, and give their consent, because
of a perceived power dynamic [59,60]: the participant may feel obliged to do as they are
told to please the researcher. Alternatively, they may simply trust that the researcher is
competent and means well which in turn encourages them to trust the researcher [47,48].
Indeed, there is anecdotal evidence that participants would prefer just to get on with the
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research [48]; and in areas like clinical treatment, consent is almost irrelevant [61]. Whether
or not the consent process really reflects true autonomy is not always clear [26].

Like others, Nijhawan et al. [51] make a distinction between consent (the formal
agreement to engage based on participant competence) and assent (a less formal indication
of such agreement). So, while a parent or guardian must provide legally based consent for
their child to take part, the child themselves should provide assent. The latter is not legally
required, but without it there is no monitoring of continuing motivation and willingness
to carry on with participation. Assent is an informal agreement then which should be in
place to preserve the quality of the research itself though not required by law. Irrespective
of whether consent or assent, there is an argument which says it should be re-negotiated
throughout a given research study [48,62]. Otherwise, and learning from considerations
around biobanks and the ongoing exploitation of samples, informed consent may become
too broad to be effective [63] and need continued review [64].

Finally, perhaps most fundamentally, there is the question of whether consent based
on full disclosure of information is practical (see Section 2 above) or even desirable. There
are contexts within which deliberate deception can be justified [33], and where traditional
informed consent is actually undermining research progress [65]. Similarly, as well as
competence and the emotional implications of illness or duress discussed above, there are
always cases where full disclosure may not be possible. One such example, which will be
explored below, concerns public health emergencies and vaccination programs, as well as
inadvertent third-party disclosures [66]. Even within a clinical context, O’Neill suggests
informed consent be replaced with an informed request: extending that to research, the
participant would effectively respect the researcher’s competence and agree on that basis
to proceed.

Given the nature and extent of issues raised in the literature, it is important to recon-
sider the purpose of the relationship between research participant and researcher in light of
generalised deontological obligations such as autonomy (respect for the individual), benev-
olence and non-malevolence, and justice. In legal terms alone, problems with informed
consent have been summarised thus [23]: consent may be unwitting (or unintentional) as in
cases where acceptance is assumed by default [22], non-voluntary or coerced, and incapaci-
tated in that a full understanding is not possible [23]. With that in mind, empirical research
is ultimately a negotiation between the researcher and participant, or indirectly between
researcher and the data they can access. So, it is unclear whether the informed consent
process is adequate to capture what is needed for regulatory compliance or even the reality
of empirical research. A research participant is effectively prepared to expose themselves
to the vulnerability that the research protocol may not provide the expected outcomes, but
believe that the researcher respects them and their input; researchers will do what they
can to support participants throughout the research lifecycle and consider the implications
of eventual publication. The willingness to be vulnerable in this way has been discussed
repeatedly in the trust literature within the social sciences for many years. After a review of
implications for technology acceptance in the next section, discussion subsequently turns
to the potential benefit of a trust-based approach to research participation.

4.3. Technology Acceptance

How users decide to engage with technology, especially for services like contact trac-
ing, needs to consider issues of consent. This is not always the case (see [23]). Traditionally,
causal models predicting technology adoption have focused particularly on features of
the technology itself, such as perceived ease of use and perceived usefulness [67]. The
Context (see Section 3) derives solely from the technology. Other variables associated with
technology uptake such as the demographics of potential adopters, any facilitating context
and social influence have been identified as moderators, however [68]. McKnight, Thatcher
and their colleagues combine these technology-based approaches with models of trust,
however [69–71]. In so doing, they extend the influence of social norms identified by
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Venkatesh [68] to include a trust relationship with relevant human agents in the overall
context within which a particular technology is used.

For the COVID-19 Public Health Emergency (PHE), contact tracing was seen as an
effective tool in managing the pandemic. Early on in the pandemic, it was identified as one
method among many which would be of use, given the balance between individual rights
and societal benefit [72]. Concerns around privacy simply need careful management [73].
Later empirical studies have demonstrated a willingness to engage with the technology:
perceived usefulness in managing personal risk outweighs both effort and privacy con-
cerns [74,75]. Perceived ease of use as predicted by standard causal models for technology
acceptance [67], therefore, was not seen as an issue.

By contrast the overall context for the introduction of contact tracing needs to be
considered. The perceived failure in France, for instance, was due in part to a lack of
trust in the government and how it was encouraging uptake [76]. Indeed, Rowe and his
colleagues attribute this failure to a lack of cross-disciplinary planning and knowledge
sharing, with attempts to force public acceptance of contact tracing perceived as coercive
and therefore likely to lead to public distrust [76]. Introducing trust here is entirely
consistent with McKnight and Thatcher’s work (see above, refs. [69–71]). Without trust in
the main stakeholders, as Rowe et al. found, adoption will be compromised.

Examining trust in the context of contact tracing usage brings the discussion back to
consent. Given the shortcomings of consent across multiple contexts including terms of
use, Richards and Hartzog [23] argue for an approach which does not ignore basic ethical
principles such as autonomy but rather empowers stakeholders to engage appropriately.
They conclude that existing consent approaches should be replaced with a legally-based
trust process. This would allow, they claim, obligations to protect and be discrete with
participants and their data and to avoid manipulative practices. The present discussion
takes this idea one stage further. In the next section, I review a common social psychological
definition of trust as a continuous socially constructed agreement between parties. After
that, this is applied to specific technology scenarios relevant to contact tracing, AI-enabled
technologies and PHE.

4.4. Trust

Many of the issues outlined above imply that there is a negotiation between different
actors in research, or other activities like clinical treatment. While O’Neill discourages
replacing the informed consent process with a “ritual of trust” [66], and notwithstanding
the importance of general trust in healthcare in making consent decisions [51], it is unclear
how consent and trust relate to one another. Roache positions consent as an important
part of encouraging good practice in order to introduce a debate on trust and consent [77].
Eyal, however, rejects an unqualified assumption that informed consent promotes trust
in medical care in general [78]. He questions [79] the utilitarian approach proposed by
Tännsjö [80] and the social good arguments of Bok [81]. However, and regardless of the
relative strength of the arguments in this exchange, both Bok and Tännsjö contextualise
informed consent within a social negotiation between actors: in their case, patient and
clinician. In a research study, researcher and participant may similarly not be on equal
footing in terms of competence and understanding. Yet they continue to engage [47,48].

Defining trust can be problematic [82,83]. However, and with specific reference to the
inferred vulnerability of the research participant, for the present discussion, one helpful
definition was offered by Mayer and his colleagues:

“. . . the willingness of a party to be vulnerable to the actions of another party based on
the expectation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other party.” Ref. [84]

Trust is therefore the response by a trustor to perceived trustworthiness indicators of
benevolence, competence (or ability) and integrity in the trustee.

This is summarised in Figure 3. Like the TPB-based visualisations for Terms of Use
and Research Consent in Figure 2 in Section 3 above, the assumption is that a Willingness to
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Trust in Mayer et al.’s conception [84] is a response to trustworthiness indicators as context.
The separation between Willingness to Trust and Trust itself is important. Once the trustor
actually trusts the trustee, they may still continue to reassess the trustworthiness indicators.
In so doing, their willingness may be undermined. They lose trust, and the trustee must
now act in order to rebuild the lost trust. Trust becomes a constant negotiation, therefore.

Figure 3. A Schematic Representation of Trust Behaviours.

To expand on this, trust is socially constructed [85] as an ongoing dialogue between
exposure to risk and an evaluation of the behaviours of others [86]. Undermining any
one of the individual trustworthiness indicators leads to a loss of trust even distrust and
a need to repair the original trust response [87] if the relationship is to continue. Trust
repair depends on a willingness to identify issues, take responsibility to address them and
contextualise behaviours within a narrative that makes sense to the trustor [88,89]. As such,
I maintain, this behavioural perspective on trust reflects well Bok’s call for one party to
accept the potential limitations of another whilst continuing to evaluate and re-evaluate
their behaviour [81].

In a research context, basing the agreement to participate on the assumed trust between
researcher and participant can account for the observed pragmatic approach to informed
consent [48]. Over time, a trust relationship in a research study will depend on the main-
tenance by the researcher of their reputation for integrity, competence and benevolence
towards the research participant [88–92]. However, there is empirical evidence for a will-
ingness to compromise: technology adoption would not be possible without it [70,71,93,94].
Further, trust may generalise across related areas, which would be beneficial for a research
study itself and its context [95–97]. Leaving aside the specific issue of whether this is simply
a different definition or approach to informed consent, a trust-based approach may well
describe what happens in decisions to engage with research more closely than anticipated
by regulatory control or governance frameworks [47]. Adopting a trust-based perspective
derived from Mayer et al.’s definition [84] would need to consider how to demonstrate the
trustworthiness indicators of integrity, benevolence and competence in pertinent research
activities. This will be termed trust-based consent in the discussion below.

5. Scenarios

Notwithstanding any legal obligations under clinical practice and data protection
regulations, to evaluate the concept of trust-based research consent, this section considers
three different scenarios with specific relevance to the COVID-19 pandemic and beyond.
Throughout the discussion above, I have used contract tracing as a starting point. Identify-
ing the transmission paths of contagious diseases with such technology has been around as
a concept for some time [98]. However, this has potential implications for privacy including
the inadvertent and unconsented disclosure of third parties from a consent perspective.
It has been noted that human rights instruments make provision for when community
imperatives supersede individual rights (Art. 8 §2, [14]); and trust in government has had
implications for the acceptance and success of tracing applications, for instance [76,99]. For
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representative research behaviours, therefore, it is important to consider the implications
of current informed consent procedures in research ethics as well as from the perspective
of trust-based consent introduced above.

• Contact tracing: During the COVID-19 pandemic, there has been some discussion
about the technical implementation [100] and how tracing fits within a larger socio-
technical context [101]. Introduction of such applications is not without controversy in
socio-political terms [76,102]. At the same time, there is a balance to be struck between
individual rights and the public good [103]; in the case of the COVID-19 pandemic,
the social implications of the disease are almost as important as its impact on public
and individual health [104]. Major challenges include:

– Public Opinion;
– Inadvertent disclosure of third party data;
– Public/Individual responses to alerts.

• Big Data Analytics: this includes exploiting the vast amounts of data available typically
via the Internet to attempt to understand behavioural and other patterns [105,106].
Such approaches have already shown much promise in healthcare [107], and with
varying degrees of success for tracing the COVID-19 pandemic [108]. There are, how-
ever, some concerns about the impact of big data on individuals and society [109,110].
Major challenges include:

– Identification of key actors;
– Mutual understanding between those actors;
– Influence of those actors on processing (and results).

• Public Health Emergency Research: multidisciplinary efforts to understand, inform and
ultimately control the transmission and proliferation of disease (see for instance [111])
as well as social impacts [99,104], and to consider the long-term implications of the
COVID-19 pandemic and other PHEs [112]. Major challenges include:

– Changes in research focus;
– Changes introduced as research outcomes become available;
– Respect for all potential groups;
– Balancing individual and community rights;
– Unpredicted benefits of research data and outcomes (e.g., in future).

Table A1 in Appendix A summarises perspectives relating to informed consent and
trust-based consent relating to the three related activities: contact tracing, big data and issues
pertinent to research during a PHE as described above. Each of these scenarios needs to be
contextualised within different perspectives: the broader socio-political context, the wider
delivery ecosystem, and historical and community-benefit aspects, respectively. Traditional
informed consent for research would be problematic for different reasons in each case as
summarised. If run in connection with or as part of data protection informed consent,
any risk of research participants stopping their participation may result in withdrawal of
research data unless a different legal basis for processing can be found.

In all three cases, it is apparent that a simple exchange between researcher and research
participant is not possible. There are other contextual factors which must be taken into
account and which may well introduce additional stakeholders. There are also external
factors—contemporary context, a relevant underlying ecosystem setting expectations, and
a dynamic and historical perspective which may introduce both types of factors from
the other two scenarios—which would indicate at the very least that each contextualised
agreement must be re-validated, and that the consent cannot be assumed to remain stable
as external factors influence the underlying perceptions of the actors involved. Trust would
allow for such contextualisation and implies a continuous negotiation.

6. Discussion and Recommendations

The existing informed consent process clearly poses several problems, not least the
potential to confuse research participants about what they are agreeing to: use of an app,
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the processing of their personal data, undergoing treatment, or taking part in a research
study. This situation would be exacerbated where several such activities co-occur. Indeed,
it is not unusual for research studies to include collection of personal data as part of the
research protocol. However, there are more challenging issues. Where the researcher is
unable to describe exactly what should happen, what the outcomes might be, and how
data or participant engagement will be used, then it is impossible to provide sufficient
information for any consent to be fully informed. The literature in this area provides
some evidence too that research participants may well wish to engage without being
overwhelmed with detail they do not want or may not understand. There is an additional
complication where multiple stakeholders, not just the researcher, may be involved in
handling and interpreting research outcomes. Any such stakeholders should be involved
in or at least represented as part of the discussion with the research participant. All of this
suggests that there needs to be some willingness to accept risk: participants must trust
researchers and their intentions.

6.1. Recommendations for Research Ethics Review

Such a trust-based approach would, however, affect how RECs/IRBs review research
submissions. Most importantly, reviewers need to consider the main actors involved
in any research and their expectations. This suggests a number of main considerations
during review:

1. The research proposal should first describe in some detail the trustworthiness basis
for the research engagement. I have used characteristics from the literature—integrity,
benevolence, and competence—though others may be more appropriate such as
reputation and evidence of participant reactions in related work.

2. The context of the proposed research should be disclosed, including the identification
of the types of contextual effects which might be expected. These may include the
general socio-political environment, existing relationships that the research participant
might be expected to be aware of (such as clinician–patient), and any dynamic effects,
such as implications for other cohorts, including future cohorts. Any such contextual
factors should be explained, justified and appropriately managed by the researcher.

3. The proposed dialogue between researcher and research participant should be de-
scribed, how it will be conducted, what it will cover, and how frequently the dialogue
will be repeated. This may depend, for example, on when results start to become
available. The frequency and delivery channel of this dialogue should be simple for
the potential research participant. This must be justified, and the timescales realistic.
This part of the trust-based consent process might also include how the researcher
will manage research participant withdrawal.

The intention with such an approach would be to move away from the burdensome
governance described in the literature (see [47,48], for instance), instead focusing on what is
of practical importance to enter into a trust relationship and what might encourage a more
natural and familiar communicative exchange with participants. Traditional information
such as the assumed benefits of the research outcomes should be confined to the research
ethics approval submission; it may not be clear to a potential research participant how
relevant that may be for them to make a decision to engage. Review ultimately must
consider the Context (see Section 3 above) within which a participant develops a Willingness
to Engage.

The ethics review process thereby becomes an evaluation not only a consideration
of the typical cost–benefit to the research participant, but rather of how researcher and
research participant are likely to engage with one another to collaborate effectively on an
equal footing and sharing the risks of failure. The participant then becomes a genuine actor
within the research protocol rather than simply a subject of observation.
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6.2. Recommendations for the Ethical Use of Advanced Technologies

Official guidance tends to focus on data governance [13,15] or on the obligations of
technologists to provide robust, reliable and transparent operation [16,17]. However, I have
emphasised in the previous discussion that it is essential to consider the entire ecosystem
where advanced, AI-enabled technologies are deployed. These technologies are an integral
part of a broader socio-technical system.

The data scientist providing the technology to a service provider and the service
provider themselves must take into account a number of factors:

1. Understand who the main actors are. Each domain (healthcare, eCommerce, social
media, and so forth) will often be regulated with specific obligations. More impor-
tantly though, I maintain, would be the interaction between end user and provider,
and the reliance of the provider on the data scientist or technologist. These actors
would all influence the trust context. So how they contribute needs to be understood.

2. Understand what their expectations are. Once the main actors have been identified,
their individual expectations will influence how they view their own responsibilities
and how they believe the other actors will behave. This will contextualise what each
expects from the service or interaction, and from one another.

3. Reinforce competence, integrity and benevolence (from [84]). As the defining characteris-
tics of a trust relationship outlined above, each of the actors has a responsibility to
support that relationship, and to avoid actions which would affect trust. Inadvertent
or unavoidable problems can be dealt with ([88,89]). Further, occasional (though
infrequent [23]) re-affirmation of the relationship is advantageous. So, ongoing com-
munication between the main actors is important in maintaining trust (see also [12]).

Just as a trust-based approach is proposed as an alternative to the regulatory con-
straint of existing deontological consent processes, I suggest that the main actors share
a responsibility to invest in a relationship. In ethical terms, this is more consistent with
Floridi’s concept of entropy [113]: each actor engages with the high-level interaction (e.g.,
contact tracing) in support of common beliefs. Rather than trying to balance individual
rights and the common good, this assumes engagement by the main actors willing to
expose themselves to vulnerability (because outcomes are not necessarily predictable at
the outset) and therefore invest jointly towards the success of the engagement.

7. Future Research Directions

Based on existing research across multiple domains, I have presented here a trust-
based approach to consent. This assumes an ongoing dialogue between trustor (data subject,
service user, research participant, patient) and trustee (data controller, service provider,
researcher, clinician). To a large extent, this echoes what Rohlfing and her colleagues
describe as a co-constructed negotiation around explainability in AI between explainer
and explainee [12]. However, my trust-based approach derives from social psychological
terms and therefore accepts vulnerability. None of the stakeholders are assumed to be
infallible. Any risk to the engagement is shared across them all. This would now benefit
from empirical validation.

Firstly, and following some of the initial work by Wiles and her colleagues [47],
trustors of different and representative categories could provide at least two different types
of responses: their attitudes and perceptions of current consent processes, backed up with
ethnographic observation of how they engage with those processes currently. Secondly,
expanding on proposals by Richards and Hartzog [23] as applied not only in the US but also
in other jurisdictions, engaging with service providers, researchers and clinicians asked to
provide their perspective on how they currently use the consent process and what a trust-
based negotiation would mean to them in offering the services or engaging with trustors
as described here. Third, it is important to compare the co-construction of explainability
for AI technologies (which assumes understanding is enough for acceptability) and the
negotiation of shared risk implied by a trust-based approach to consent. If understanding
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the technology alone proves insufficient, then informed consent to formalise the voluntary
agreement to engage is not enough either.

Synthesising these findings would provide concrete proposals for policy makers, as
well as a basis to critically evaluate existing guidance on data sharing and the development
and deployment of advanced technologies.

8. Conclusions

In this paper, I have suggested a different approach to negotiating ongoing consent
(including terms of use) from the traditional process of informed consent or unwitting
acceptance of terms of use, based on the definition of trust from the social psychology
literature pertaining to person-to-person interactions. This was motivated by four sets of
observations: firstly, that informed consent has different implications in different situations
such as data protection, clinical trials or interventions, or research, and known issues with
terms of use for online services. Secondly, the research literature highlights multiple cases
where the assumptions relating to informed consent do not hold, and terms of use are
typically imposed rather than informed and freely given. Thirdly, there may be contexts
which are more complex than a simple exchange between two actors: researcher and
research participant, or service user and service provider. Finally, even explainability
for AI technologies may rely on a co-constructed understanding of outputs between the
main stakeholders. Reviewing common activities during the COVID-19 pandemic, but
also relevant to any Public Health Emergency, I have stressed that the broader socio-
political context, the socio-technical environment within which big data analytics are
implemented, and the historical relevance of PHE research complicates a straight-forward
informed consent process. Further, researchers may simply not be in a position to predict
or guarantee expected research outcomes making fully informed consent problematic. I
suggest that this might better be served by a trust-based approach. Trust, in traditional
definitions in the behavioural sciences, is based on an acceptance of vulnerability to
unknown outcomes, a shared responsibility for those outcomes. In consequence, a more
dynamic trust-based negotiation in response to situational changes over time is called for.
This, I suggest, could be handled with a much more communication-focused approach,
with implications for research ethics review, as well as AI-enhanced services. Moving
forward, there needs to be discussion with relevant stakeholders, especially potential
research participants and researchers themselves, to understand their expectations and
thereby validate the arguments presented here exploring how a trust-based consent process
might meet their requirements. Finally, although I have contextualised the discussion
here against the background of the coronavirus pandemic, other test scenarios need to be
explored to evaluate whether the same factors apply.
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Appendix A

Table A1. Summary of Issues across Domains.

Domain Challenges Informed Consent Trust-Based Consent

Contact
Tracing

The socio-political context within which
the app is used or research is carried out.
Media reporting, including fake news, can
influence public confidence

One-off consent on research engagement or upon app
download may not be sufficient as context changes.
Retention may be challenging depending on
trustworthiness perceptions of public authorities and
responses to media reports leading to app/research study
abandonment (i.e., the impact and relevance of context
which may have nothing to do with the actual
app/research)

Researchers (app developers) may need to demonstrate integrity and
benevolence on an ongoing basis, and specifically when needed in
response to any public concerns around data protection, and to any
misuse or unforeseen additional use of data. Researchers must
therefore communicate their own trustworthiness and position
themselves appropriately within a wider socio-political context for
which they may feel they have no responsibility. It is their
responsibility, however, to maintain the relationship with relevant
stakeholders, i.e., to develop and maintain trust.

Big Data
Analytics

The potential disruption to an existing
ecosystem—e.g., the actors who are
important for delivery of service, such as
patient and clinician for healthcare, or
research participant and researcher for
Internet-based research. Technology may
therefore be disruptive to any such
existing relationship. Further, unless the
main actors are identified, it would be
difficult to engage with traditional
approaches to consent.

Researcher (data scientist) may not be able to disclose all
information necessary to make a fully informed decision,
not least because they may only be able to describe
expected outcomes (and how data will be used) in general
terms. The implications of supervised and unsupervised
learning may not be understood. Not all beneficiaries can
engage with an informed consent process (e.g., clinicians
would not be asked to consent formally to data analytics
carried out on their behalf; for Internet-based research, it
may be impractical or ill-advised for researchers to contact
potential research participants).

Data scientists need to engage in the first instance with domain
experts in other fields who will use their results (e.g., clinicians in
healthcare; web scientists etc. for Internet-based modelling; etc.) to
understand each other’s expectations and any limitations. For a
clinician or other researcher dependent on the data scientist, this will
affect the perception of their own competence. This will also form
part of trust-based engagement with a potential research participant.
Ongoing communication between participants, data scientists and
the other relevant domain experts should continue to maintain
perceptions of benevolence and integrity.

Public Health
Emergency

The difficulty in identifying the scope of
research (in terms of what is required and
who will benefit now, and especially in the
future) and therefore identify the main
stakeholders, not just participants
providing (clinical) data directly

The COVID-19 pandemic has demonstrated that research
understanding changed significantly over time: the
research community, including clinicians, had to adapt.
Policy decisions struggled to keep pace with the results.
Informed consent would need constant review and may be
undermined if research outcomes/policy decisions are not
consistent. In the latter case, this may result in withdrawal
of research participants. Further, research from previous
pandemics was not available to inform current
research activities

A PHE highlights the need to balance individual rights and the
imperatives for the community (the common good). As well as the
effects of fake news, changes in policy based on research outcomes
may lead to concern about competence: do the researchers know what
they are doing? However, there needs to be an understanding of
how the research is being conducted and why things do change. So,
there will also be a need for ongoing communication around
integrity and benevolence. This may advantageously extend existing
public engagement practices, but would also need to consider future
generations and who might represent their interests. There is a clear
need for an ongoing dialogue including participants where possible,
but also other groups with a vested interest in the research data and
any associated outcomes, including those who may have nothing to
do with the original data collection or circumstances.
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