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Abstract: The e-book services we use today have a serious drawback in that we will no longer be able
to read the books we have purchased when the service is terminated. One way to solve this problem
is to build a decentralized system that does not depend on a specific company or organization by
combining smart contracts running on the Ethereum blockchain and distributed storage such as an
IPFS. However, a simple combination of existing technologies does not make the stored e-book data
persistent, so the risk of purchased e-books becoming unreadable remains. In this paper, we propose
a decentralized distributed storage called d-book-repository, which has both access management
function and data durability for purchased e-books. This system uses NFTs as access rights to realize
strict access control by preventing clients who do not have NFTs from downloading e-book data.
In addition, e-book data stored on storage nodes in the distributed storage is divided into shards
using Reed–Solomon codes, and each storage node stores only a single shard, thereby preventing
the creation of nodes that can restore the entire content from locally stored data. The storage of
each shard is not handled by a single node but by a group of nodes, and the shard is propagated
to all nodes in the group using the gossip protocol, where erasure codes are utilized to increase the
resilience against node departure. Furthermore, an incentive mechanism to encourage participation
as a storage node is implemented using smart contracts. We built a prototype of the proposed system
on AWS and evaluated its performance. The results showed that both downloading and uploading
100 MB of e-book data (equivalent to one comic book) were completed within 10 s using an instance
type of m5.xlarge. This value is only 1.3 s longer for downloading and 2.2 s longer for uploading
than the time required for a simple download/upload without access control, confirming that the
overhead associated with the proposed method is sufficiently small.

Keywords: blockchains; decentralized applications; decentralized storage system; e-book store; smart
contracts

1. Introduction

The electronic publishing market is projected to grow at a CAGR of 6.4%, reaching
USD 37,940.7 million by 2028 from USD 24,650.5 million in 2021 [1]. Furthermore, the sales
of e-books accounted for over 22% of total book sales in 2018. This trend regarding e-books
is expected to continue for the next few decades. However, current e-books have the
drawback that purchased books become unreadable when the service is terminated. This
issue was exemplified when an e-book service provided by Microsoft became inaccessible
in July 2019 [2]. To address this problem, one potential solution is to deploy a decentralized
architecture that does not rely on any specific company or organization.

Recently, distributed technologies such as blockchain [3–5] and Merkle tree [6] have
garnered significant attention as a method to decentralize server-based distributed systems.
Many appealing services, including Audius and Bluesky, have been developed using these
technologies and have gained popularity among users (according to the official Audius
website, Audius has over 6 million monthly active users). Bluesky is a decentralized social
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networking service that offers personal data server (PDS) functionality, allowing users to
store their private data, including chat messages. This approach greatly reduces the risks of
censorship and tampering. Audius is a music distribution service that utilizes an IPFS [7]
as the distributed storage, enabling direct payments from listeners to music creators using
tokens issued by Ethereum.

In the realm of e-book systems, a distributed e-book store called Publica [8] was
launched in 2017. Publica effectively addresses issues associated with server-based systems,
such as single points of failure and censorship, by storing e-book data on IPFS-based
distributed storage. However, it still faces the problem of being unable to download
purchased content due to the lack of data persistence in the existing distributed storage.
For example, the IPFS has a property that makes it difficult for unpopular files to be cached,
leading to situations where a file may only be cached by a very small number of nodes.
Consequently, if these nodes leave the network or selectively delete the file to increase
available storage capacity, it becomes impossible to download the file from an IPFS (see
Section 2 for a detailed discussion on this point).

In the context of e-book stores, distributed storage requires not only data persistence
but also robust access control mechanisms. This is because e-book data should only be
accessible to users who have purchased the book, and preventing non-purchasers from
downloading e-book data is crucial. It is important to note that such non-purchaser users
include those who provide distributed storage for e-book data. The challenge in decen-
tralizing e-book systems lies in achieving both data persistence and robust access control,
as described above. However, to the best of the authors’ knowledge, there is currently no
existing distributed storage solution that meets these requirements simultaneously.

This paper presents a decentralized storage system for e-books, referred to as “d-book-
repository”, that effectively addresses the aforementioned requirements. The proposed
system employs a smart contract to manage access rights, ensuring that data are only
transferred to authorized clients and preventing unauthorized downloads. To bolster data
security, we divided the nodes in the system into multiple groups, each responsible for
storing a distinct data shard. This approach prevents any single storage-providing node
from accessing the entirety of the stored content, enhancing data security. To improve
data persistence, we utilized Reed–Solomon codes [9] to generate shards and implement
group-based replication. Furthermore, we introduce an economic incentive mechanism
that regularly audits storage content, promoting reliable storage practices and supporting
the goal of data integrity. In summary, our designed decentralized storage system, d-
book-repository, simultaneously fulfills the requirements of robust access control and data
persistence, providing enhanced security and encouraging reliable data storage practices.

We constructed a prototype of the proposed system on AWS and conducted an eval-
uation of its basic performance. The results demonstrated that both downloading and
uploading 100 MB of e-book data (equivalent to one comic book) were accomplished within
10 s. Notably, when using the m5.xlarge instance type, the time required for the aforemen-
tioned tasks was only 1.2 s longer for downloading and 2.2 s longer for uploading than a
simple download/upload process without access control. This finding confirms that the
overhead associated with the proposed method is negligible, indicating the efficiency of
our approach.

We also conducted simulations on the increase and decrease in node numbers for
various group settings and evaluated the data retention capability of the proposed system.
Furthermore, we carried out simulations under the same conditions for Arweave’s archi-
tecture and compared the results. As a result, it was shown that when the total amount of
stored data is large (more than 10 TB), even with the same number of nodes, the proposed
system has a lower risk of data loss.

The remainder of this paper is organized as follows. Section 2 provides an overview
of blockchain and smart contracts. In Section 3, we review the decentralized distributed
storage systems that have been built so far and point out that all of them are insufficient for
our purpose. Section 4 describes the details of our proposed method. The details of our
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prototype system and the results of experiments conducted on it are presented in Section 5.
Section 6 discusses several important considerations for the practical application of the
d-book-repository. Finally, Section 7 concludes the paper with concluding remarks and
future work.

2. Distributed Ledger Technology

This section presents an overview of distributed ledger technology, which is a mecha-
nism for maintaining a consistent ledger across a distributed network without the need for
centralized authority. The subsequent subsections outline the fundamental framework of
distributed ledger technology, using Bitcoin as an illustrative example (Section 2.1), and
then delve into the significance of smart contracts in controlling user access rights within
the proposed system (Section 2.2).

2.1. Blockchain as a Distributed Ledger

Blockchain is a distributed technology originally proposed for a cryptocurrency called
Bitcoin [10]. Its fundamental concept revolves around enabling each user to verify the
balance of funds held in their account by sharing the transaction history between accounts
across all nodes in the network. In blockchain technology, a fixed number of transactions
are combined into a single block, and each transaction undergoes verification to ensure its
consistency with previous transactions. Consequently, each block is designed to be devoid
of inconsistent transactions, such as double expenditures or an insufficient balance. As
there is no centralized entity managing the entire system, every node within the network
can independently create blocks from transactions issued by each user. Each generated
block includes a hash value of the preceding block, creating a collection of blocks linked
together by their respective hash values. It is important to note that tampering with the
transactions contained in a block can easily be detected, as the subsequent block contains
the hash of the affected block, thus preserving data integrity within the chain.

However, this process is not enough for our purpose, as each node can generate its
own chain of blocks. To address this, the blockchain protocol enforces a rule known as
the “longest chain rule”, where the longest chain of blocks is considered valid. Bitcoin,
in particular, employs a mechanism called proof of work (PoW), which requires nodes to
expend a certain amount of time and computational effort to create a block [11]. Attempting
to tamper with a transaction within an approved block, following the longest chain rule,
necessitates modifying the hash values in all subsequent blocks at a faster pace than the
blockchain grows through contributions from other nodes. Nonetheless, under PoW, such
tampering is practically infeasible, establishing a crucial property of the blockchain: once
consensus is achieved, it becomes practically immutable and cannot be overturned [12].

2.2. Ethereum as a Decentralized Platform

Ethereum [13] is another cryptocurrency with the notion of blockchain, but it is
widely recognized as a decentralized platform designed for the execution of self-executing
programs known as smart contracts [14,15]. The description language for these smart
contracts is considered Turing-complete, allowing for the support of various types of
computations. This subsection provides an overview of Ethereum as a decentralized
platform and its capabilities.

The concept of accounts is crucial in the context of smart contracts. Accounts are
categorized into two types: externally owned accounts (EOAs) and contract accounts, each
assigned a unique address as an identifier. EOAs are accounts managed by regular users
using their private keys. Conversely, contract accounts are specialized accounts responsible
for executing smart contracts, housing internal code and data storage (note that in Ethereum,
once a contract account is created, its internal code is fixed and cannot be altered).

In the Ethereum network, each node is equipped with a virtual machine called an
Ethereum virtual machine (EVM), which executes the code embedded in a contract account
on each node. The execution of the internal code within a contract account is triggered
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by transactions initiated by an EOA. In these transactions, the contract account serves as
the counterparty of the EOA, and the desired functions and parameters are included in
the transaction as supplementary data. To prevent infinite execution of loops and reduce
the burden on the network, each instruction in the code is assigned a predetermined cost
(e.g., 3 for ADD, 5 for MUL, etc.), and the execution of an instruction consumes a specific
amount of gas, which corresponds to the transaction fee. This gas mechanism ensures that
resource usage is controlled during code execution. However, it is important to note that
this mechanism can increase the gas costs associated with writing data, making Ethereum
less feasible as a data repository for large files, such as e-books, due to potential high costs.
On the other hand, simple data fetching without state transitions or money transfers can be
performed without creating a transaction, leading to no gas consumption in such cases.

One important application of smart contracts is non-fungible tokens (NFTs) [16]. In
the NFT standard, ERC721 [17], each token is identified by a uint256 token ID, and the
owner of each token is recorded on the blockchain through mappings on the contract. The
owner of an NFT has the right to transfer their NFT to another address so that the NFT
can be used as a digital collector’s item that can be bought and sold, such as games or
art. The most notable feature of NFTs is that ownership is managed on the blockchain, so
information about the item and its owner is never lost.

3. Existing Decentralized Storage Systems

This section offers an overview of existing decentralized storage systems, with a
particular focus on access management and data persistence aspects. We explore the
distinctive characteristics of each storage type and identify the challenges associated with
using these systems for e-book storage. Table 1 compares the characteristics of the existing
decentralized storage systems reviewed in this section with those of the proposed system.

Table 1. Feature-based comparison of decentralized storage systems.

Storage Systems DLT Crypto
Incentives Data Persistence Access Control Contract

Duration

IPFS N/A No Depends No No

ACL-IPFS Ethereum (smart contract) No Depends Yes No

Filecoin Filecoin blockchain Yes Yes No Yes

Arweave Arweave (blockweave) Yes Yes No No

Proposed System Ethereum (smart contract) Yes Yes Yes No

3.1. InterPlanetary File System (IPFS)

The InterPlanetary File System (IPFS) is an open-source, peer-to-peer decentralized
file system primarily developed by Protocol Labs in 2014 [7]. Since the architecture of
the IPFS does not depend on a central server or super node, the IPFS has no single point
of failure and is expected to operate with zero downtime. Each peer within the IPFS is
recognized by a PeerID, obtained by hashing its public key. Peers can be located efficiently
using a distributed hash table (DHT) based on S/Kademlia and Coral. Specifically, content
uploaded to the IPFS is given a unique content identifier (CID), generated by hashing the
content, and is split into numerous chunks and stored using a data structure known as
a Merkle DAG. The vertices within this DAG are data types called IPFS objects, which
comprise chunks and links to other IPFS objects. Each IPFS object possesses the CID of
the original content as one of its attributes. A content-based addressing scheme leverages
this CID, facilitating decentralized content storage with an expectation of high availability.
Moreover, a DHT is used to create and index a mapping between the CID and its owning
PeerID for rapid content retrieval.

In a distributed application called IPFS Cluster, file persistence and availability are
enhanced by combining the replication of stored files to multiple peers and pinning them
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to the local storage of the peers. Specifically, a peer cluster formed by the IPFS Cluster
manages the pins of a specific dataset to prevent important files from being lost from the
network and evenly allocates files to peers in the cluster to distribute the load of uploaders
and increase the tolerance to peer failures and departures.

Despite its advantages, an IPFS lacks access control functions, allowing anyone to
freely obtain uploaded content [18]. Furthermore, the absence of a mechanism for persisting
uploaded content poses challenges, as nodes holding chunks can leave the network, and
required chunks may become unavailable due to factors like priority deletion when a node
nears its storage capacity [19]. Consequently, an IPFS may not be suitable as a repository
for e-book services that require exclusive access to e-book data by the purchasing user on a
permanent basis.

3.2. Acl-IPFS

Acl-IPFS [20], proposed by Steichen et al. in 2018, is an extension of an IPFS that
incorporates access control features. It leverages Ethereum smart contracts to control access
rights, allowing nodes to send chunks of data after referring to and validating these smart
contracts. The risk of a node accessing the entire content without proper access rights
can be mitigated by dividing the content into multiple shards. Different nodes are then
assigned to store these shards, with each node granted specific access rights.

One of the key challenges for acl-IPFS is that nodes cannot freely replicate chunks
unless access rights are granted, which poses an obstacle to ensuring data persistence. To
address this limitation, one possible approach is to maintain the number of chunk replicas
above a certain threshold to enhance resilience against node departures and chunk deletions.
However, achieving this requires a mechanism for autonomously generating chunk replicas
when a decrease in the number of replicas is detected by a node. Unfortunately, under the
above restriction, nodes can only generate replicas if they are granted access rights, leading
to a natural decrease in the number of granted nodes and creating the need to grant new
access rights to other nodes, which conflicts with our goal of strict access control.

3.3. Filecoin

Filecoin [21] serves as an incentive layer of an IPFS, introduced in 2014 with its
Mainnet launched in 2020, addressing the critical issue of data persistence. To store data in
Filecoin, users first engage in contracts with storage providers, referred to as miners. These
contracts define the data’s storage volume, duration, and the corresponding price for the
storage service. Upon entering into an agreement, users reward miners with native tokens
(FIL), and the transaction history of FIL is recorded on the Filecoin blockchain. Filecoin
implements two incentive mechanisms, namely proof of replication (PoRep) and proof of
spacetime (PoSt), to bolster data persistence within the IPFS. PoRep operates as a challenge-
response protocol that verifies the presence of a file in the designated storage. Once the
network successfully verifies the proof, the result is recorded on the blockchain. PoSt, on
the other hand, enforces miners to periodically submit proof and validate the correctness of
their stored data. Miners failing to submit or verify their PoSt will incur penalties, leading
to a partial loss of their deposit. Additionally, Filecoin leverages a combination of erasure
coding and replication strategies to heighten data availability.

Access control for stored data in Filecoin can be implemented in the same manner
as in acl-IPFS. However, Filecoin is not suitable for our e-book repository, which requires
indefinite data retention. This is because the content storage contract in Filecoin is estab-
lished by specifying a completion time for the contract. The requirement to set a contract
completion time is rooted in the design concept of paying for data storage with native
tokens and the inherent challenge of accurately predicting the long-term price fluctuations
of the cryptocurrency used for rewards. As a result, distributed storage systems such as
Storj [22] and Sia [23], which offer contract-based persistence, are also unsuitable for our
intended purpose.
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3.4. Arweave

Arweave [24] is a project primarily aimed at persistent data storage and was introduced
as “Archain” in 2017. In contrast to Filecoin, it allows indefinite data storage for a one-time
fee. Arweave employs a blockchain-like data structure known as Blockweave as the content
storage, and nodes in Arweave can verify transactions without storing all blocks, which
can be realized by synchronizing the block hash list with the wallet list. The data storage
incentive structure comprises two elements: proof of access (PoA) and Wildfire. In PoA,
older blocks are randomly selected and required for block generation, while in Wildfire,
block and transaction dissemination priority is based on the speed of response to requests.
These aspects encourage peers to retain as much data as possible.

The capability of indefinite data storage in Arweave seems well-suited for our use case.
However, the lack of an access control function presents a challenge, and implementing
such a function is also difficult. Specifically, the system makes it problematic to permit data
storage exclusively on nodes that have been granted access rights. This is due to Arweave’s
requirement that all nodes maintain a complete copy of the transactions referenced in a
block within their local transaction pool to validate them. If access rights are granted to
only a subset of nodes, it would hinder the ability of other nodes to validate the block.

3.5. Summary

In this section, we have surveyed several existing decentralized storage solutions.
Each of these is designed and implemented to fulfill specific objectives, and adapting
them for our purposes presents difficulties. In the following section, we will introduce a
novel decentralized storage mechanism that can efficiently offer both access control and
data persistence.

4. Proposed System

As described in the previous sections, the basic characteristics required of the e-book
store envisioned in the proposed methodology are the following two points:

• Persistent distributed storage is used so that data are never lost once uploaded.
• Only the user who has the access right to the e-book can retrieve the e-book data. (With-

out access rights, the node providing storage cannot retrieve the entire e-book data.)

The proposed system realizes these functions using a decentralized distributed storage
called d-book-repository and a smart contract called Access Control Contract (ACC) to
manage access rights. In the following, we show a concrete procedure for uploading/-
downloading content in the proposed system, followed by an explanation of the supporting
mechanisms in the order of access control and data persistence.

4.1. Two Specific Usage Scenarios

To facilitate a clear understanding of the roles of individual components in the pro-
posed system, we outline two specific usage scenarios. The first scenario involves the
upload of e-book data. See Figure 1 for an illustration. The author A of an e-book uploads
their e-book data to the proposed system. The system employs Reed–Solomon codes to
divide the data into k shards. The value k corresponds to the number of node groups, which
will be described later. The register function of the ACC is called to record metadata,
such as the title and price of the e-book, in the blockchain. Next, each of the k shards is
uploaded to the d-book-repository. The system automatically propagates each shard to
multiple storage nodes that constitute the d-book-repository, enabling efficient distribution
without requiring A (the author) to wait for the entire process to be completed. Upon
receiving a shard from A, each storage node verifies the integrity of the data to ensure they
has not been tampered with; the specific tamper detection method will be detailed later.
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Figure 1. The flow of uploading e-book data.

On the other hand, when reader B purchases a book and seeks to obtain its e-book
data, the following steps are executed (see Figure 2 for illustration). Initially, B acquires
the non-fungible token (NFT) of the desired e-book by invoking the mint function of the
ACC. Subsequently, B establishes a connection with the d-book-repository to identify the
storage nodes holding the necessary shards for reconstructing the e-book data. Afterwards,
B sends a request for a shard to each storage node, where the request contains the “book
title and the signature of reader B”, where the signature is generated by the private key of
B’s Ethereum account with the PeerID of the receiver as the message. Upon receipt of the
request, each storage node verifies the Ethereum address of sender B from the signature
and consults the ACC to confirm the access rights to the requested book of B’s account.
Upon confirmation, the requested shard is sent back to B. Subsequently, B restores the
e-book data by decoding the shard using Reed–Solomon code after verifying the integrity
of the received shards.

Figure 2. The flow of downloading e-book data.

4.2. Decentralized Access Control to the Stored Data

In distributed storage such as an IPFS, the provision of storage functions is open to
anyone, which introduces complexity to access management for the data stored within the
distributed storage. This complexity arises from the need to apply access control not only
to external users but also to the storage nodes themselves that constitute the distributed
storage. To address this challenge, the proposed system employs an Access Control Con-
tract (ACC), a smart contract responsible for managing access rights as NFTs, enabling
decentralized control of access rights. Additionally, to effectively manage access rights for
storage nodes, the proposed method involves dividing e-book data into shards and dis-
tributing them among node groups. In this subsection, we provide a detailed step-by-step
explanation of the access management mechanism implemented in the proposed system.

4.2.1. Access Control Contract (ACC)

An ACC provides three fundamental functions used for access management: register,
which registers books, mint, which issues NFTs corresponding to access rights, and
hasAccessRight, which checks whether a user has access rights to a book. The relationship
between ACCs, authors, and readers is shown in Figure 3.

First, the authors register e-book metadata using the register function, but this regis-
tration must be performed before the e-book data are uploaded to the d-book-repository.
The register function is given the book title, price, and Merkle root of the e-book data as
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arguments, and the price, Merkle root, and author’s Ethereum address are recorded on the
blockchain as mappings keyed to the book title. After registration is complete, readers can
use the mint function to publish NFTs associated with the book. The mint function issues
new NFTs by paying a cryptographic asset equal to the price set by the author, and the
paid cryptographic asset is transferred directly to the author. At that time, the token ID of
the issued NFT is associated with the purchased book, this mapping is also recorded in
the blockchain. Only books registered with the register function can be associated with
NFTs, but there is no upper limit to the number of NFTs that can be issued per book. The
hasAccessRight function is used to check whether a given account has access rights to a
given book. This function is called by a storage node when the node receives a request to
upload a shard to a reader, and the requested shard will not be uploaded if it finds that
the user does not hold access rights. Note that since this function only refers to data on an
ACC, no gas cost is required to execute it.

Figure 3. The relationship between an ACC, an author, and a reader.

Although it is possible to implement a similar system on a smaller scale by simply
mapping books to their purchasers without utilizing NFTs, the adoption of NFT standards
is believed to facilitate more active utilization through third-party services such as OpenSea.

The code for the register Listing 1, mint Listing 2, and hasAccessRight Listing 3
functions is as follows:

Listing 1. Solidity code for the register function.

function register(uint price , string memory title , string memory merkleRoot)
↪→ public {
require(bytes(_contentMerkleRoots[title ]).length == 0);
_authors[title] = msg.sender;
_prices[title] = price;
_contentMerkleRoots[title] = merkleRoot;
_content_title_list.push(title);

}

Listing 2. Solidity code for the mint function.

function mint(string memory title , address to) payable external {
require(_prices[title] == msg.value);
payable(_authors[title]).transfer(msg.value);
_contents[nextTokenId] = title;
_safeMint(to, nextTokenId , ’’);
nextTokenId ++;

}

// This function is called when minting.
function _beforeTokenTransfer(address from , address to , uint tokenId)

↪→ internal override {
if(from != address (0)) _accessRights[_contents[tokenId ]][ from]--;
_accessRights[_contents[tokenId ]][to]++;

}
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Listing 3. Solidity code for the hasAccessRight function.

function hasAccessRight(address account , string memory title) public view
↪→ returns(bool) {
return _accessRights[title][ account] != 0 || _authors[title] == account;

}

4.2.2. Distributed Storage of Shards in Node Groups

Storage nodes participating in the d-book-repository are assigned unique PeerIDs
generated from their secret keys, similar to existing distributed storage systems like the
IPFS. However, in the proposed system, these storage nodes are organized into k groups
based on the remainder of their PeerID when divided by k. The number of groups, k, is
specified at the time of ACC deployment and cannot be changed thereafter. The number
of groups can be determined by taking into account the persistence strength, as described
in Section 5.3. Upon uploading, the e-book data provided by the author are divided into k
shards using Reed–Solomon codes, with the ith shard being stored on all storage nodes
within the ith group. Utilizing Reed–Solomon codes for shard generation ensures that
the original data can be restored from only a certain number of shards without requiring
all types of shards. This property enables the restoration of the e-book data even if some
groups encounter issues or entirely disappear (similar techniques are also observed in
RAID5 and RAID6).

In the mentioned distributed storage method, a storage node belonging to the ith group
stores only the ith shard and no other shards. Consequently, if a storage node B does not
own the access rights to the e-book, it cannot restore the complete e-book data solely from
locally stored shards. Although it may attempt to recover e-book data by acquiring shards
one by one from k− 1 other storage nodes, the ACC prevents unauthorized acquisition
requests if storage node B lacks access rights to the e-book.

4.3. Incentive Mechanisms for Permanence Enhancement

In the proposed method, each shard generated by the author is stored in all stor-
age nodes in a node group, and such a configuration is achieved by a combination of
two processes. The first is a push process in which storage nodes participating in the
d-book-repository are subscribed to a topic for the node group to which they belong in ad-
vance, and shards published to that topic by the author are propagated to the entire group
using gossipsub [25]. Note that gossipsub can spread data only to the nodes that have not
yet received them by sending gossip messages before spreading the data themselves, so
shard propagation can be performed more efficiently than normal floodsub.

The second is a pull process, in which each node goes for its own missing shard,
usually after the shard has been distributed to the entire group by the gossibsub. From
the discussion described above, each storage node can identify its own missing shards
in the following steps: (1) Each storage node can obtain a list of e-books from the book
information registered on the ACC, and if it stores no shard of an e-book in the list, it
recognizes that a shard of the e-book is missing. (2) Each node can determine which of the
k shards it should store from its own PeerID, and if shards generated from the e-book have
been pushed by the author, someone in the group must have stored the shard (even if it
does not have it itself).

In order to enhance the persistency of stored data, the proposed system provides
an incentive for each storage node to “repeat the pull process within a node group until
the storage node that finds its missing shard runs out of missing shards”. Specifically, it
verifies the absence of missing shards by using a sampling quiz, where smart contracts are
used to answer quizzes and receive rewards. (In the current implementation, such a quiz
function is included on the ACC to save on gas costs, but it is possible to implement it as a
completely separate smart contract).

The sampling quiz is issued every time N blocks are added to the blockchain used by
the ACC. Note that it is issued at approximately regular time intervals without any trigger
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by the central authority since blocks in a blockchain are autonomously created at regular
time intervals. In the sampling quiz, each storage node is requested to (1) extract segments
specified by random values from the shards in its own storage and (2) concatenate them
to form the answer (i.e., a proof), where the hash value of the latest (i.e., the Nth) block
is used as the random number. See Figure 4 for an illustration. The answer period for a
quiz is until the (N + X)th block is generated after issuing the quiz. Each storage node
creates a new common key by the end of the answer period and records the encrypted
proof in the ACC. The period between the end of the answer period and the generation of
X more blocks is called the disclosure period, during which the common key is passed to
the ACC to decrypt the encrypted proof. Next to the disclosure period is the claim period,
in which the most common answer recorded in the answer period is considered the correct
answer, and storage nodes that correctly answer the quiz receive a reward in proportion to
the amount of the deposit, where the reward of the quiz is paid in the original token called
DBookToken (DBT), which is issued by the ACC. On the other hand, incorrect answers to
the quiz will forfeit the deposit.

Figure 4. The flow of sampling quiz.

The code for the vote Listing 4, disclosure Listing 5, and claim Listing 6 functions is
as follows:

Listing 4. Solidity code for the vote function.

function vote(bytes32 encrypted_answer) payable public {
require(block.number % event_length < event_length /3, "Out of voting

↪→ period.");
uint event_id = block.number / event_length;
uint group = _groups[_account_peer_id_map[msg.sender ]];
require(group > 0, "You aren’t registered.");
require (! encrypted_answer_exists[event_id ][group ][ encrypted_answer], "The

↪→ same answer already submitted.");
encrypted_answer_exists[event_id ][group ][ encrypted_answer] = true;
_deposits[event_id ][ group][msg.sender] += msg.value;

}

Listing 5. Solidity code for the disclosure function.

function disclosure(bytes32 answer , bytes32 key) public {
require(block.number % event_length >= event_length /3 && block.number %

↪→ event_length < event_length *2/3, "Out of disclosure period.");
uint event_id = block.number / event_length;
uint group = _groups[_account_peer_id_map[msg.sender ]];
require(encrypted_answer_exists[event_id ][group ][ keccak256(abi.encode(

↪→ answer , key))], "invalid answer and key");
require(_answers[event_id ][group][msg.sender] == bytes32 (0), "Answer

↪→ already disclosed.");
_answers[event_id ][ group][msg.sender] = answer;
if (++ _answer_counts[event_id ][ group][ answer] == 1) _answer_lists[

↪→ event_id ][ group].push(answer);
}
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Listing 6. Solidity code for the claim function.

function claim() public {
require(block.number % event_length >= event_length *2/3, "Out of

↪→ disclosure period.");
uint event_id = block.number / event_length;
uint group = _groups[_account_peer_id_map[msg.sender ]];
bytes32 ans = _answers[event_id ][group ][msg.sender ];
uint ans_cnt = _answer_counts[event_id ][ group][ans];
for (uint i=0; i < _answer_lists[event_id ][group ]. length; i++) {

bytes32 ans_i = _answer_lists[event_id ][group][i];
require(ans_i == ans || _answer_counts[event_id ][group ][ans_i] <

↪→ ans_cnt , "Your answer is wrong");
}
uint deposit = _deposits[event_id ][ group][msg.sender ];
_deposits[event_id ][ group][msg.sender] = 0;
payable(msg.sender).transfer(deposit);
dbt.mint(msg.sender , deposit * 10); // reward

}

4.4. Autonomous Management of Node Groups

In the proposed method, the number of replicas of a shard is equal to the size of
the node group corresponding to the shard, so a group with a small number of nodes is
susceptible to node departures and chunk deletions. In order to overcome this problem, the
d-book-repository introduces a smart contract that assigns a newly joined node to the group
with the smallest number of nodes at that time, whereas before, the current implementation
realizes this smart contract as part of the ACC. The specific flow for the registration of a
storage node proceeds as follows: First, a new storage node identifies a group with the
smallest number of nodes by referring to the next_group function of the ACC. Then, the
node creates a PeerID for that group by executing registerNode and pays a registration
fee to join the ACC. At the end of the registration, the number of nodes in the group is
increased by one on the ACC. A similar procedure is used for the unregistration of a node.
Specifically, it calls leaveNode for the registration and canceling of the registration, the
number of nodes in the group recorded in the ACC is decreased by one, and the registration
fee is refunded when the process of unregistration is completed. Note that the PeerID of
the caller can be calculated from msg.sender.

The code for the registerNode Listing 7, next_group Listing 8, and leaveNode Listing 9
functions is as follows:

Listing 7. Solidity code for the registerNode function.

function registerNode(string memory peer_id) payable public {
require(_groups[peer_id] == 0, "This peer id is already used.");
require(msg.value == registration_fee , "Registration fee is required.");
uint group = next_group ();
_groupNodeCounter[group ]++;
_groups[peer_id] = group;
_account_peer_id_map[msg.sender] = peer_id;

}

Listing 8. Solidity code for the next_group function.

function next_group () public view returns (uint) {
uint group = 1;
uint mi = _groupNodeCounter [1];
for (uint i=2; i<= node_number; i++) {

if (mi > _groupNodeCounter[i]) {
mi = _groupNodeCounter[i];
group = i;

}
}
return group;

}
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Listing 9. Solidity code for the leaveNode function.

function leaveNode () public {
string memory peer_id = _account_peer_id_map[msg.sender ];
uint group = _groups[peer_id ];
require(group != 0, "This peer is not registered.");
_groups[peer_id] = 0;
_groupNodeCounter[group]--;
_account_peer_id_map[msg.sender] = "";
payable(msg.sender).transfer(registration_fee);

}

Note that charging a participation fee for node registration is intended to prevent Sybil
attacks. In addition, the fact that a node cannot specify the group it will join increases the
difficulty of a 50% attack on the incentive system and makes it difficult to create multiple
accounts to join the system as storage nodes to restore arbitrary content.

4.5. Lightweight Tamper Detection Using Merkle Tree

In order to provide tamper resistance to stored data, the d-book-repository provides a
verification function using a Merkle tree. The specific procedure is as follows: First, the
author constructs a Merkle tree with the hash values of the shards as the leaves and submits
the Merkle root to the ACC when the e-book is registered. See Figure 5 for an illustration.
The Merkle proof is then attached when the shard is uploaded to the d-book-repository. In
this way, a client receiving a shard from a storage node can verify whether the shard has
been tampered with or not by referring to the Merkle proof attached to the shard and the
Merkle root stored in the ACC. The main reason for using the Merkle tree is to save on gas
costs. In addition, this method can significantly reduce the storage cost since only the root,
not the hash value of each shard, needs to be stored.

Figure 5. Overview of Merkle tree built from content shards.

5. Evaluation

In this section, we assess the performance of the proposed system by combining
empirical data obtained through experiments conducted with a cloud-based prototype
system and predictive values derived from event-driven simulations. We begin by describ-
ing the implementation of the core functionalities of the prototype system in Section 5.1,
followed by a presentation of experimental outcomes obtained from the prototype in
Section 5.2. The primary objective of these experiments is to verify the practical speed of
the proposed system’s operation. Subsequently, in Section 5.3 and subsequent sections, we
proceed to evaluate various aspects, including persistence, fault tolerance, and the cost of
the functionalities.
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5.1. Prototype System

As described in the previous section, the proposed system comprises two key com-
ponents: the d-book-repository and the ACC. In the present implementation, the ACC is
written in Solidity, a JavaScript-like programming language for specifying smart contracts,
while we selected Rust for writing the d-book-repository because it is a memory-safe and
fast language. The implementation of d-book-repository leverages various pre-existing
technologies. The management of PeerIDs, the propagation of e-book data through the
gossipsub protocol, and message exchange between peers are all realized through the
utilization of the libp2p library [26], a technology previously employed in the development
of the IPFS. Additionally, the discovery of a peer with a designated PeerID is achieved by
utilizing the Kademlia DHT [27] provided by the libp2p library. In addition, sha256 was
adopted for the hash function used to create the Merkle tree and verify the received data.

In the prototype system, we employed an EC2 instance of Amazon Web Services
(AWSs) as the host of the storage nodes for the d-book-repository. In the experiments
described below, the number of node groups is fixed at 40, and Reed–Solomon codes are
set so that the original e-book data could be restored by collecting 20 of the 40 shards.
Each group is pre-registered with one storage node that never leaves the group, so that
each group has at least one storage node. In addition to those forty storage nodes, the
d-book-repository has one node for issuing upload/download requests. For the ACC, the
Hardhat Network was run on another EC2 instance and deployed there, where the Hardhat
Network is a test Ethereum client embedded in the smart contract development tool called
Hardhat. In summary, the number of EC2 instances used in the experiment is 42, including
1 for the Hardhat Network, which is used as a mock-up of the Ethereum network, and 41
for running the d-book-repository node. Experiments were conducted using two instance
types: m5.xlarge (vCPU: 4, RAM: 16 GiB) and t2.micro (vCPU: 1, RAM: 1 GiB). All instances
were hosted in the Asia Pacific (Tokyo, Japan) region, and communication between nodes
was achieved with sufficiently low latency.

5.2. Time Required to Download/Upload e-Book Data

The central functionalities of the proposed system encompass enabling e-book authors
to upload their e-book data to the d-book-repository and facilitating e-book readers, who
have made purchases, to access and download the e-book data from the repository. The
practical viability of the proposed system hinges significantly on the overhead associated
with managing access rights and ensuring the persistence of e-book data. Consequently, we
conducted measurements to gauge the time required for both uploading and downloading
e-book data on the prototype system. For this purpose, we utilized three distinct sizes of
e-book data: 1 MB, 10 MB, and 100 MB. These sizes were chosen because they encompass
the typical range of text-based e-book data, which varies from 1 MB to 100 MB, while also
accounting for the size of a comic book, which typically falls at around 100 MB in size.

5.2.1. Downloading

Table 2 summarizes the time taken to download e-book data from d-book-repository
for different types of EC2 instances and data sizes. This table indicates that, in the cloud
environment where the prototype system is deployed, 100 MB of e-book data could be
retrieved within 10 s, indicating that there is no problem in practical use. In fact, in the case
of Amazon Kindle, it takes about one minute to retrieve 100 MB of e-book data from the
cloud server and depends on the network environment.

Table 2. Total time for downloading e-book data.

1 MB 10 MB 100 MB

t2.micro 1033 ms 1381 ms 7692 ms
m5.xlarge 517 ms 922 ms 4815 ms
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In the prototype system, the downloader of the e-book data performs the following
four steps in this order: (1) Discover 20 storage nodes belonging to different groups;
(2) Request and receive shards from the discovered storage nodes; (3) Retrieve the Merkle
root of the e-book data from the ACC and verify the authenticity of shards using the
Merkle proof attached to the downloaded shard; (4) Apply the Reed–Solomon decoding to
restore the original e-book data. Since a simple file transfer from storage nodes corresponds
roughly to the second step, we measured the time required for each of the above four steps.
Figure 6 summarizes the results. The figure shows that, as the size of e-book data increases,
the percentage of overhead other than file transfer decreases, but when the data size is 1 MB,
the percentage of time used for peer discovery is the largest among all steps, confirming
that the overhead is not negligible. However, such a high percentage of overhead causes
no practical issues since downloading 1 MB of e-book data itself only takes about 1 s.

Figure 6. Breakdown of the download time.

5.2.2. Uploading

Table 3 summarizes the time required for uploading e-book data for different EC2
instance types and data sizes. As shown in the table, the upload of 100 MB of data using
t2.micro failed because the uploader ran out of memory at the time of sending data to
40 storage nodes, causing a forced termination. This problem can be solved by preventing
the uploader from using more memory than the upper limit, for example, by sending
shards one at a time. In this case, however, the trade-off with the total upload time would
become another issue. In all other cases, the upload of e-book data is completed within
10 s, as in the case of downloading.

Table 3. Total time for uploading e-book data.

1 MB 10 MB 100 MB

t2.micro 1101 ms 2582 ms failed
m5.xlarge 458 ms 1367 ms 9442 ms

Uploading e-book data to the d-book-repository consists of the following four steps,
where we assume that the metadata of e-books has been registered with the ACC in advance
and will not be included in the measurements: (1) Divide the e-book data into 40 shards by
Reed–Solomon encoding; (2) Construct a Merkle tree of the shards using sha256 and record
the Merkle root in the ACC; (3) Discover 1 storage node from each of the 40 node groups;
(4) Send the corresponding shard and Merkle proof to the discovered nodes. It should be
noted that the uploader is only involved in sending a shard to the first node in each group
in the fourth step, and it is not involved in propagating the shard within the group.

Figure 7 shows a breakdown of the time required for each step. In the d-book-
repository, the process of uploading is similar to downloading in the sense that it requires
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the discovery of storage nodes. However, the upload requires 40 nodes to be discovered,
whereas the download requires only 20 nodes, so it requires extra time for the fourth step
of uploading. In fact, although the ratio of data transmission to the total time increases as
the data size increases, the increase in the ratio is more significant because the number of
destinations increases from 20 to 40. For the same reason, the ratio of node discovery time
becomes larger when the data size is 10 MB. Specifically, it is 86% for uploads on t2.micro,
whereas it is 61% for downloads.

Figure 7. Breakdown of the upload time.

5.3. Evaluation of Persistency of Stored Data

Next, we evaluate the persistence of data stored in the d-book-repository. In the
experiments, we evaluate the degree to which the continuity of storage service is disrupted
by the departure of storage nodes. We assume that the join and leave of the nodes occur
asynchronously and follow a random walk in which a new node joins with probability p
and an existing node leaves with probability 1− p. We say that the system fails to persist
if an e-book’s data cannot be downloaded even once in the middle of an event sequence
of length L generated, assuming p = 1/2. Note that L = 10,000 corresponds to about
270 years when the change in the node number occurs once every 10 days on average.

We assess the persistence of the proposed system in comparison to Arweave, using
the following specified parameters: In the proposed system, the initial state consists of X
nodes allocated within each group. When a new node joins, it is assigned to the group with
the smallest number of nodes at that moment. Conversely, departing nodes are randomly
selected from the entire set of nodes. As previously indicated, persistence is deemed
unsuccessful if, at any point within an event sequence of length L, a group containing
zero nodes emerges. In a scenario where the number of groups is set to 20, with each
node offering 1 TB of storage capacity, the entire system can accommodate 20 TB of e-book
data. This corresponds to 200,000 e-books of 100 MB each, excluding the size of the Merkle
proof. In contrast, Arweave employs a different approach. When a storage node capable
of accommodating 1 TB of e-book data joins, it receives 10,000 e-books of 100 MB each,
randomly selected without duplication. In the simulation, the initial state consists of Y
nodes, each holding 1 TB worth of e-books, and the criterion for persistence failure is the
presence of at least one e-book with zero replicas at any point within an event sequence.
For the experiment, we generated 1000 event sequences, each with a length of L = 10,000,
and recorded the count of event sequences that successfully persisted.

Table 4 summarizes the experimental results for the proposed method. As can be seen
from the table, the number of nodes required to maintain the same level of persistence
increases as the number of groups k increases. Specifically, if we want to keep the persistence
failure rate below 1%, 15, 11, and 9 (initial) nodes are required per group when the number
of groups is 20, 30, and 40, respectively, which corresponds to a total of 300, 330, and
360 storage nodes, respectively. This indicates that, for the same number of nodes, a
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smaller k is better in terms of data persistence. However, it should be noted that, in reality,
the storage service can continue even if several groups disappear up to the number of
parities due to the nature of the Reed–Solomon codes. In addition, in actual environments,
persistence can also be improved by monitoring the number of nodes for each group and
adding storage nodes when it falls below the required success rate.

Table 4. The number of event sequences that did not fail to persist in the proposed system (out
of 1000).

X 5 6 7 8 9 10 11 12 13 14 15

k = 20 399 536 648 763 795 868 910 942 964 980 990
k = 30 555 719 841 902 942 979 992 999 999 1000 1000
k = 40 678 856 927 971 992 999 999 1000 1000 1000 1000

Table 5 summarizes the results for Arweave. Comparing with Table 4, it can be seen
that the proposed system achieves higher data persistence for the same number of storage
nodes. For example, when storing 200,000 books (of 100 MB each) with 400 storage nodes,
the number of successes of the proposed system is higher than that of Arweave regardless
of the number of groups k(≥20). On the other hand, Arweave has an advantage in that the
data persistence increases as the number of stored books decreases, due to an increase in
the number of replications per e-book. In fact, Table 5 shows that the number of successes
is much higher at 100,000 books than at 200,000 books, while the proposed system still
shows superior results even with 100,000 books.

Table 5. The number of event sequences that did not fail to persist in Arweave (out of 1000).

Y 100 200 300 400 500 600

200,000 books (=20 TB) 0 0 56 585 943 998
100,000 books (=10 TB) 0 454 900 993 1000 1000

5.4. Evaluation of Incentive Mechanism

In the proposed system, the persistence of stored data is maintained by actively
reducing the number of chunks that each storage node is missing, in addition to devising
methods for replicating and storing chunks. Specifically, the proposed system encourages
each storage node to acquire all of the corresponding chunks by using a quiz as an incentive
mechanism that increases the percentage of correct answers (and the amount of reward
obtained) for the absence of missing chunks. In this subsection, we evaluate the cost of the
incentive mechanism. The frequency of quiz questions affects the strength of persistence,
and the evaluation results described below confirm that a quiz frequency of about once a
day has little or no effect on the system performance.

As mentioned in the previous section, to answer the quiz, each storage node gen-
erates a proof of holding chunks specified by the contestant. Specifically, in the current
implementation, a proof is generated according to the following procedure:

1. Query the ACC for the block hash;
2. Obtain the bit indicating the location of the chunk calculated from the block hash for

all stored shards, and add the obtained bits to Vec<bool> sequentially;
3. Hash Vec<bool> with keccak256 to complete the proof.

In the experiments, we measure the time to generate the proof by changing the number
of files as 10,000, 100,000, and 200,000 on an EC2 instance hosting the storage node, where,
in order to focus on the computational cost of storage nodes, we exclude the query time for
the block hash in the first step from the measurement time. Note that, since the generation
of a proof does not require reading the entire file, there is no direct relationship between
the e-book size and the generation time.
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Table 6 summarizes the generation time of a proof for different numbers of files and for
two different EC2 instances, t2.micro and m5.xlarge. The most time-consuming case is the
handling of 200,000 files on t2.micro, but even in this case, the time required is only about
one and a half minutes. Therefore, we can conclude that this is well within the practical
range as long as the quiz is issued at a frequency of about once a day. In addition, m5.xlarge
is faster than t2.micro, and the degree of speedup is more significant when the number of
files is smaller. Behind this phenomenon may be the influence of the cache and hardware
characteristics of the EC2 instance.

Table 6. Time taken for generating an answer to the quiz.

# of e-Books 10,000 100,000 200,000

t2.micro 4128.06 ms 39,196.68 ms 90,958.94 ms
m5.xlarge 74.59 ms 1804.42 ms 24,736.23 ms

5.5. Execution Cost of ACC Functions and Performance Comparison by Blockchain

As of 2023, numerous public blockchains have emerged as viable options for im-
plementing decentralized applications like ACCs. Given that the smart contracts of the
proposed system are deployable on any blockchain that supports the Ethereum virtual
machine (EVM), the choice of blockchain for app development becomes a crucial issue. In
this subsection, we focus on Polygon [28], Arbitrum [29,30], and Solana [31,32] as notable
alternatives to Ethereum and evaluate these blockchains in terms of max recorded TPS,
real-time TPS, block time, and average transaction fee, where TPS stands for the number
of transactions processed per second and block time is the average time for generating a
block. Table 7 summarizes the results. The table shows that Ethereum exhibits the lowest
TPS, and its long block time and high transaction fee make it less user-friendly. In fact,
the best choice in terms of TPS and transaction fee is Solana, especially in TPS, which is
far ahead of other blockchains, and Arbitrum is the best choice in terms of block time. It
should be noted, however, that there is a tradeoff between speed and security [33], and this
consideration arises because public blockchains necessitate security-dependent transaction
fees, which are ultimately borne by the app’s users.

Table 7. Comparison of performance metrics across major blockchains.

Blockchain Max Recorded TPS [34] Current TPS [34] Block Time [34] Transaction Fee (Avg) [35]

Ethereum 57.91 tx/s 10.98 tx/s 12.24 s 1.30 USD
Polygon 273 tx/s 57.05 tx/s 2.44 s 0.00061 USD
Arbitrum 175 tx/s 15.56 tx/s 0.25 s 0.0046 USD
Solana 2712 tx/s 447 tx/s 0.42 s 0.00032 USD

Finally, we evaluate the cost of running ACC functions on Ethereum. Table 8 sum-
marizes the cost of each function measured using the hardhat-gas-reporter. Although the
costs of functions vary widely depending on Ethereum price fluctuations and network
conditions, the gas price and ETH price were 26 Gwei/gas and 2151.72 USD/ETH at the
time of evaluation. The table shows that the most expensive ACC function is registerNode
at USD 10.21, while the mint function, which is considered the most frequently used by
users, costs USD 8.49. Considering that the price of a Kindle book is around USD 4 to 15,
this result means that deploying the service on Ethereum will be a big burden for e-book
users. Since the execution cost on other blockchains is proportional to the transaction fee
(avg) shown in Table 7, the execution cost on those blockchains is not a big issue.
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Table 8. Estimated gas fees for ACC contract functions at 26 Gwei/gas, 2151.72 USD/ETH.

Function Execution Cost (USD)

claim 5.09

disclosure 6.03

leaveNode 2.62

mint 8.49

register 7.63

registerNode 10.21

vote 4.45

6. Discussion

This section discusses several points to be noted in the practical application of the
d-book-repository.

The first issue concerns the storage capacity limit. The d-book-repository is designed to
store shards generated from contents on all storage nodes in a uniform manner. Therefore,
as long as the storage capacity provided by each node is fixed, the total capacity does not
increase with the number of nodes, as in many other distributed storage systems. For
example, assuming that each node provides 1 TB of storage and that each content item is
encoded in 20 shards, the system can store up to 20 TB of content no matter how many
nodes are added. This amount is equivalent to 200,000 e-books of 100 MB, which seems
to be sufficiently large at the present time. However, since the amount of stored content
grows monotonically, it is likely to eventually be used up over time.

The easiest way to solve this problem is to keep replacing the storage devices of each
node in the system with larger capacity ones as the underlying device technology advances,
but this imposes the burden of updating on the storage node provider, thus compromising
sustainability. One solution to overcome this issue is to increase the capacity of all nodes’
contributions after reaching an agreement among all storage nodes. If less than half of
the storage nodes do not comply with the agreement, they will not be able to answer the
incentive quiz correctly and will not receive a reward, thus the result of the agreement will
be binding.

The second issue is how to prevent unauthorized downloads. There may be rogue
nodes on the network that fail to verify the downloader’s access rights, and users of the
proposed system can restore the entire content regardless of the existence of access rights
if they find the required number of rogue nodes belonging to different groups. Potential
solutions to this issue encompass penalizing nodes that fail to verify access rights or
utilizing encryption in conjunction with content protection measures.

The third issue is countermeasures against uploading illegal contents and unautho-
rized registration by non-copyright holders [36]. Once illegal content is uploaded to the
network, it is difficult to completely remove it, and it is also difficult to verify with certainty
whether the Ethereum address (EOA) used for content registration belongs to the copyright
holder. Similar problems have been noted with other distributed storage systems. For
example, Arweave claims to employ a blacklist to prevent the spread of illegal content, but
the effectiveness of this approach is questionable. Presently, the most efficacious preemp-
tive measure against such threats appears to involve pre-upload screening by a trusted
third party.

The fourth issue is the protection of user privacy. If a public blockchain such as
Ethereum is used to implement the proposed method, the history of books purchased
by users through their Ethereum accounts can be read by anyone. A possible approach
to addressing this problem is to utilize self-sovereign identity (SSI), a system that allows
individuals to manage their own identity information and share it securely as needed.
This could allow users to have strict control over their own identity information, purchase
history, and other data [37].
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7. Concluding Remarks

In this paper, we propose and evaluate a decentralized architecture for realizing
persistent e-book services. The proposed system consists of a smart contract called ACC
to control access rights and a d-book-repository to store e-book data in a distributed and
persistent manner. Similar to existing decentralized storage systems, the d-book-repository
applies Reed–Solomon codes to e-book data to generate k redundant shards, but unlike
existing systems, the set of storage nodes is explicitly partitioned into k groups, and each
shard is uniformly copied to all nodes in one node group. The persistence of the stored
e-book data is achieved by the fact that nodes within a node group continue to maintain
copies of all shards corresponding to that group, and access rights control is achieved by
having each storage node verify the access rights of the downloaders. We built a prototype
of the proposed system on AWS and evaluated its performance in various settings. As
a result, we confirmed that uploading and downloading a 100 MB file can be completed
within 10 s in an environment with low network latency and that the costs required for
access control and persistence of stored data are sufficiently small.

The proposed method can solve the problem of the inaccessibility of purchased e-books
due to reasons such as service termination or intentional data removal by the publisher.
However, several issues remain to be addressed, including the enlargement of storage
capacity, enhancement of access control functions, and countermeasures against illegal
content and unauthorized uploads.
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