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Abstract: Information-Centric Networking (ICN) has revolutionized the manner of content acquisi-
tion by shifting the communication mode from host-centric to information-centric. Considering the
existing, large amount of IP infrastructure in current networks, the new ICN architecture is proposed
to be compatible with existing networks in order to reduce deployment cost. However, due to compat-
ibility with IP networks, ICN data packets must be transmitted through the default path provided by
IP routing regulations, which also limits the transmission efficiency and reliability of ICN. In order to
address this issue, this paper introduces a multipath transmission method applied in ICN which takes
full advantage of the functions and characteristics of ICN and builds multiple end-to-end relay paths
by using the ICN routers as relay nodes. We then propose a relay-node-selection algorithm based
on path correlation to minimize the impact of overlapping links. Moreover, we comprehensively
calculate the path state value by combining the round-trip time and packet loss rate and propose a
multipath data-scheduling algorithm based on the path state value. Simulation experiments show
that the proposed method can maintain high bandwidth utilization while reducing the number of
out-of-order packets.

Keywords: ICN; multipath transmission; path correlation; data scheduling

1. Introduction

Since its birth, the Internet has become one of the most important ways for users to
obtain information resources. In the past decade, a series of highly significant innovations
and reforms have taken place in communication technology and network infrastructure.
With the emergence of new network applications and services such as the industrial
Internet, big data, artificial intelligence, blockchain, virtual reality, etc., Internet users and
traffic have also experienced explosive growth. Information sharing has become the main
function and goal of the Internet, and the usage mode of the Internet has gradually evolved
toward content access and information acquisition. Users no longer pay attention to the
location of the content but to the content itself, as well as the speed, quality, and security
of content retrieval and transmission. The traditional host-oriented communication mode
is not able to effectively meet the current content-centric requirements and is unable to
provide efficient content distribution services. In order to solve this problem, researchers
propose to establish overlay networks through patching at the application layer to enhance
content distribution capabilities such as Content Delivery Networks (CDN) and Peer-to-
Peer (P2P) [1]. Although this patch-based method alleviates the pressure of content demand
expansion to some extent, its superimposed improvement leads to problems of low network
resource utilization and high complexity.

In this context, the Information-Centric Networking (ICN) is proposed, which shifts
the communication mode from host-centric to information-centric, completely changing the
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retrieval and transmission of content [2]. Since its proposal, ICN has attracted the attention
of many research institutions and individuals. Different from existing TCP/IP networks,
the content identifiers (ID) and locators are separated in ICN. According to the difference
between addressing and routing methods, the existing ICN architecture can be divided into
two types. The first is the ICN paradigm of name-based routing, such as Content Centric
Networking (CCN) [3], Named Data Networking (NDN) [4,5], and Publish–Subscribe
Internet Technology (PURSUIT) [6], which use hierarchical and aggregable names, and
their addressing and routing are coupled. However, this type of ICN paradigm cannot take
advantage of existing IP infrastructure, resulting in high deployment costs. The latter is
the ICN paradigm of stand-alone name resolution, such as MobilityFirst [7], Network of
Information (NetInf) [8] and on-Site, Elastic, Autonomous Network (SEANet) [9], which
use flat and non-semantic names and are decoupled in terms of addressing and routing.
This type of ICN paradigm is compatible with existing IP networks, thus greatly reducing
deployment costs. The multipath transmission scheduling strategy proposed in this paper
is also applied in the latter ICN paradigm.

The ICN paradigm of stand-alone name resolution uses ID-based naming and ad-
dressing, enhancing the addressing space and diversity. However, due to compatibility
with IP networks, the ICN packets are still transmitted along the default path provided
by the IP routing protocol. With the increase in network traffic, the congestion probability
of the default path will increase, and the end-to-end throughput will decrease. This mis-
match between addressing and routing limits the transmission quality of ICN. In order to
improve the transmission efficiency and robustness, researchers have proposed various
multipath transmission methods. At the network layer, Equal-Cost Multi-Path (ECMP) [10]
is a classic multipath routing protocol which is widely used in Data Center Networks
(DCNs). However, the equal traffic distribution makes ECMP difficult to adapt to asym-
metric links. Segment routing [11] encodes the transmission path in the packet header,
making the transmission path definable. Particularly when it is used with software-defined
networking (SDN), the performance of segment routing has been effectively improved [12].
However, the excessive overhead limits the transmission efficiency. At the transport layer,
most multipath transmission methods establish multiple parallel paths through multiple
network interfaces of the terminal device to improve network bandwidth utilization [13,14].
However, these methods can only be applied in the scenario in which the terminal device
has a multi-homing feature. At the application layer, researchers propose deploying overlay
networks to construct virtual paths to enhance the flexibility and efficiency of end-to-end
transmission [15,16]. However, these methods suffer from low network resource utilization
and high complexity due to the chimney-style overlay deployment. In addition, multipath
transmission technology has been widely studied in Wireless Sensor Networks (WSN) and
Network on Chip (NoC) networks. In WSN, researchers have proposed some multi-hop
relay routing algorithms to improve network performance and reduce energy consump-
tion [17,18]. In order to improve the fault tolerance and recovery ability of NoC, researchers
propose to apply the self-organization algorithm in WSN to NoC and provide the corre-
sponding rules to bypass the blocked network sections [19]. Although such algorithms can
enhance transmission performance, we believe that mechanically applying them to ICN
cannot achieve significant performance gains.

In this context, we introduce a multipath transmission method combining the functions
and characteristics of ICN networks and design a scheduling strategy based on path
correlation to enhance transmission efficiency and robustness. The main contributions of
this paper are as follows:

• We introduce a multipath transmission method applied to ICN which establishes
multiple end-to-end relay paths by treating ICN routers as relays between the source
and the destination.

• We propose a relay-node-selection algorithm based on path correlation to minimize
the impact of overlapping links. Moreover, we comprehensively calculate the path
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state value by combining round-trip time (RTT) and packet loss rate and propose a
multipath data-scheduling algorithm based on the path state value.

• We evaluate the proposed method through a series of simulation experiments. Ex-
perimental results show that the proposed method can maintain high bandwidth
utilization while reducing the number of out-of-order packets.

The rest of this paper is organized as follows. In Section 2, we discuss the related
technologies of multipath transmission technologies and data-scheduling strategies. Then,
the ID-based multipath transmission method is introduced in Section 3. Section 4 presents
a relay-node-selection algorithm and multipath data-scheduling algorithm. Simulation
experiments are carried out in Section 5. In Section 6, we finally conclude our contributions.

2. Related Works

Multipath transmission technologies have been extensively studied due to their
ability to improve transmission robustness and efficiency. In this section, we will pro-
vide a detailed introduction to the multipath transmission technologies and multipath
data-scheduling strategies.

2.1. Multipath Transmission Technology

ECMP [10] has been widely used in DCNs due to its simplicity and low deployment
cost. It distributes traffic to equivalent multiple paths, achieving multipath load balanc-
ing. However, this equal distribution of traffic makes its performance poor in asymmetric
network topologies. Weighted Cost Multi-Path (WCMP) [20] can distribute traffic pro-
portionally among multiple links, but its scalability is poor and can only be deployed in
medium or small networks. In addition, segment routing [11] encodes the transmission
path in the data packet header, making the transmission path definable. Especially after the
introduction of SDN technology, the performance of segment routing has been effectively
improved. In contrast to the above methods, some researchers have proposed the concept
of overlay routing. The overlay network builds virtual paths on the underlying physical
network and defines virtual topology and routing patterns based on application require-
ments. Overlay routing focuses on how to establish routing rules among the virtual nodes
in an overlay network to customize the extension of Internet services. Detour [15] deploys
overlay nodes in the network called smart gateways, which probe the delay, packet loss
rate, and other metrics on the underlying physical network in real time and then forward
the data through tunnels to bypass the faulty path. In [16], the authors propose the Resilient
Overlay Network (RON), which enables the quick detection and recovery of fault paths.
RON employs a full network connection and periodically probes the status of virtual links
between overlay nodes. The network topology and path information are distributed to
each neighboring node through a link-state routing protocol similar to Open Shortest Path
First (OSPF) [21]. Once the current path is congested or fails, it can quickly switch to the
optimal alternative relay path. Through experiments, RON found that using only single-
hop indirect routing through a single intermediate node can yield most of the benefits in
terms of latency and packet loss. Therefore, selecting appropriate relay nodes between the
source and destination to exploit path diversity to bypass faults or congestion has drawn
the attention of researchers. Han et al. [22] presented a clustering-based method which
clusters the overlay nodes for which the overlap rate of relay paths between the source and
destination exceeds a threshold. Randomly selecting only one overlay node in the same
cluster increases the difference between relay paths, thereby enhancing the ability to avoid
failures. Similarly, the authors in [23] proposed an earliest-diversity heuristic algorithm
which selects the relay node that is separated from the current path earliest as the next hop.
It is based on the assumption that the earlier a path separates from the original path, the
less likely it is to intersect with the original path again. In addition, Roy et al. [24] used
a heuristic algorithm to increase the overlay nodes incrementally so that the link overlap
rate between relay paths was minimal. In [25], the author proposed to preferentially select
overlay nodes with less failure probability to build relay paths. This method assumes
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that the failure probabilities of all links in the network are known conditions, which is
obviously unrealistic.

2.2. Multipath Data-Scheduling Strategy

Multipath data scheduling refers to distributing traffic to different network paths
according to specific strategies during transmission to achieve load balancing. The round-
robin scheduling strategy distributes the application layer’s data to each sub-path in a
polling manner, ignoring the path state differences such as bandwidth and RTT. This
strategy performs well when the state differences among the sub-paths are not signif-
icant; however, when the state differences are significant, it may lead to a decrease in
the overall throughput. In contrast, the weighted round-robin scheduling strategy takes
into account the status differences between paths. The Lowest RTT First algorithm [26]
is a typical weighted round-robin scheduling strategy that prioritizes multiple available
paths according to RTT. The smaller the RTT of the path, the higher its priority. For in-
stance, Multipath TCP (MPTCP) [13] integrates the Lowest RTT First algorithm in the
Linux kernel. Considering that the transmission paths of data packets and acknowledge
packets are usually asymmetric, RTT cannot accurately reflect the real path state. Therefore,
Forward-Delay-Based Packet Scheduling (FDPS) [27] prioritizes the path by measuring the
forward delay of the data packets, thus improving the accuracy of the path state estimation.
The redundant scheduling strategy [28] distributes packets repeatedly to each sub-path,
alleviating the out-of-order problem to a certain extent. However, the same packets are
transmitted over different paths, which affects the resource utilization of multiple paths.
The hash scheduling strategy takes information such as the source IP address, destination
IP address, source port and destination port as inputs to a hash function and selects the
path based on the output result. For instance, ECMP applies a hash scheduling strategy [29].
However, the hash scheduling strategy is prone to hash collision, making it difficult to
achieve load balancing. The prediction-based scheduling strategy calculates the traffic
distribution ratio by predicting the congestion degree or arrival time of each path. For-
ward prediction scheduling (FPS) [30] can reduce the number of out-of-order packets by
predicting the arrival time of each sub-path. In [31], the authors proposed Fine-Grained
Forward-Prediction-Based Dynamic Packet Scheduling (F2PDPS), which allocates more
packets to under-scheduled sub-flows by estimating the number of packets being trans-
mitted by the sub-flows. Additionally, many researchers have proposed using a central
controller to collect network topology and path congestion information and allocate data
flow to each transmission path. Shafiee et al. [32] proposed a flow-level congestion-aware
load balancing method which dynamically adjusts path weights based on bandwidth uti-
lization and prioritizes flow allocation to the path with the minimum weight. In [33], the
authors proposed to use a central controller to determine the transmission path for each
packet to improve network utilization and reduce queuing delay.

3. System Design

In this section, we introduce a multipath transmission mechanism applied to ICN to
improve transmission efficiency and stability by exploiting the characteristics and functions
of ICN.

Multipath Transmission Mechanism

As the IP network is the main form of the current Internet, it is obviously unrealistic
to overthrow the existing network infrastructure to establish a new network architecture.
In order to reduce deployment cost, the ICN architecture must be compatible with the
existing IP network to fully utilize the IP infrastructure. In our previous research [34], we
designed an ICN protocol stack that can achieve progressive development by adding an
ID layer above the IP layer in the network layer, thus enabling the protocol stack to have
ICN functions and features. In ICN, data, network devices, functions, network services
and other network entities are all assigned a globally unique entity ID (EID). The EID
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has flat and non-semantic characteristics and can be numerical, a character or any other
form of data. To implement the cooperation between an ID and IP, an important network
component called a Name Resolution System (NRS) must be introduced in ICN to maintain
the mapping relationship between the ID and IP. The NRS is deployed in a distributed
manner. At the network layer, ID-based addressing and IP-based routing are decoupled:
that is, network devices with the ICN protocol stack can initiate resolution requests to
the NRS according to a specific ID to obtain the IP addresses bound to that ID, and the
connection is then initiated to a specific ICN server or router based on IP routing rules. By
using an EID as an identifier and an IP as a locator, the problems caused by the semantic
overload of IP addresses can be completely solved.

Despite the decoupling of addressing and routing at the network layer, the transmis-
sion efficiency and robustness of ICN are still limited by the shortest path transmission
mode adopted by the underlying IP routing rules. As the number of flows increases, the
congestion probability of the default shortest path increases. Once congestion or failure
occurs in the default IP path, it is necessary to recalculate and update the routing rules.
Typically, the convergence of routing algorithms usually takes tens of seconds or even
several minutes. During this period, packet loss, throughput degradation and even session
interruption may occur, which seriously affects the quality of experience. Therefore, the
rigid shortest path transmission method has difficulty in meeting users’ demands for high
reliability and high bandwidth, especially in the scenario of massive content distribution
in ICN. To improve the reliability and transmission efficiency, we have proposed a pro-
totype system for multipath transmission based on the functions and characteristics of
ICN [34]. Since ICN routers have a complete ICN protocol stack as well as caching and
computing capabilities, it is a feasible solution to regard them as relay nodes to form relay
paths between the two transmission endpoints. RON has experimentally proved that most
of the transmission benefits can be obtained by constructing multiple single-hop paths
between the sender and receiver [16]. Similarly, we utilize multiple ICN routers to construct
multiple single-hop paths at both endpoints to enhance end-to-end transmission efficiency
and robustness. Different from overlay routing, the proposed method implements multi-
path transmission by operating an IP address with an ID at the network layer instead of
application layer. Specifically, the process of multipath transmission can be viewed as a
service, and the corresponding multipath transmission service ID (MPSID) is generated.

At network initialization, the ICN routers that can provide relay services register their
IP addresses and MPSID mapping relationship in an NRS to form a set of candidate relay
nodes. For a multipath connection, the data source can initiate the query to the NRS based
on the MPSID to obtain the IP addresses of these relay nodes within the set. Then, several
appropriate relay nodes can be selected from the set to build multiple relay paths, according
to relay node selection strategy. After receiving the data packet sent by the data source, the
relay nodes can initiate the query operation to the NRS, according to the receiver device
ID, to obtain the destination IP address. Finally, the relay nodes perform network address
translation and forward the data packets to the real destination. For security reasons, the IP
addresses of the ICN routers inside the network should be hidden from users outside the
network. Therefore, the ICN edge router which the data source accesses performs the name
resolution operation. Figure 1 shows the principle of the multipath transmission method. In
the IP plane, the source node and destination node need to follow the shortest path rules to
transmit data through the default IP path (marked by the blue arrow). From the perspective
of the ID plane, the ID-based addressing can integrate multiple paths of underlay networks,
creating multiple parallel ID paths (marked by the green arrows) between the data source
and the receiver to overcome the rigid and cumbersome drawbacks of IP routing protocol.
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4. Multipath Data Scheduling

In Section 3, we introduced a prototype system for multipath transmission in ICN, but
we did not involve issues such as path correlation analysis and data scheduling. In this
section, we focus on how to reduce the correlation of sub-paths and how to distribute data to
each sub-path to enhance transmission efficiency and robustness. First, we propose a relay
path selection algorithm based on path correlation to minimize the impact of overlapping
links. Secondly, we comprehensively calculate the path state value by combining RTT and
packet loss rate, and then propose a data-scheduling algorithm based on path state value.

4.1. Path Correlation Analysis

The necessary condition for multipath transmission is to select several suitable re-
lay ICN routers to establish multiple relay paths at both endpoints. During multipath
transmission, the paths of the source node and the relay node and the relay node and the
destination node comply with the shortest path rule. Some studies [35] have shown that a
small number of nodes with a higher betweenness centrality (BC) frequently appear on the
end-to-end shortest path in the actual network environment: that is, a small number of relay
nodes with high BC can provide optimal routing for most end-to-end communications. The
BC of node i can reflect the importance of the node in the network topology, which can be
calculated as [36]:

BC(i) = ∑
σst(i)

σst
s, t, i ∈ V, (1)

where V is the set of all nodes in the entire network, σst represents the shortest path
from s to t and σst(i) is the shortest path from s to t passing through i. Therefore, in this
paper, we select M relay ICN routers with a higher BC to construct candidate node set,
and their IP addresses and MPSID relations are registered on the NRS. The size of the
candidate relay nodes set depends on the scale of the network. Studies have proved that
a small set of candidate relay nodes can provide high-quality transmission services for
most connections [37]. In the multipath transmission process, the source node can initiate
a query operation to the NRS according to the MPSID to obtain the set of candidate relay
nodes and select k suitable relay nodes to construct k end-to-end relay paths.
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The ID path formed by the relay node is covered on the existing underlay networks,
and the data transmission between ICN nodes is still along the IP shortest path. When
the ID paths share the same bottleneck link, the transmission efficiency and reliability of
the ID paths are usually limited. Once a shared bottleneck link is congested or fails, the
overlapping ID paths will be affected. In order to enhance the reliability and robustness
of multipath transmission, it is necessary to analyze the path correlation. When selecting
relay nodes, we need to consider not only the path correlation between ID paths and the
default IP path but also the link overlap among k ID paths. The setting of k affects the
gain effect of using relay paths for transmission. Theoretically, the larger k is, the higher
the transmission benefit will be. However, due to the existence of overlapping links in an
actual network environment, it is unrealistic and inefficient to use too many relay paths.
The authors of [38] have shown that most of the transmission benefits can be obtained by
selecting three to four relay paths. Therefore, we set k at three in this paper.

We illustrate the effect of the degree of sub-path overlap on multipath transmission
reliability through a simple mathematical model. Assuming a sub-path pathi is composed
of m link segments, that is, pathi = (s1, s2, . . . , sm), where the failure probability of the link
segment sj is pj, then the reliability of the pathi can be expressed as:

R(i) =
m

∏
j=1

(1− pj) (2)

For the convenience of calculation, we assume that the failure probability of each link
segment is equal and unified for p. Then, the reliability of the pathi can be expressed as:

R(i) = (1− p)m. (3)

The influence of the overlap degree between sub-paths on the joint reliability is consid-
ered. Suppose a sub-path pathj consists of n link segments, that is, pathj = (s1, s2, . . . , sn).
The number of overlapping link segments of pathi and pathj is l, and l ≤ m, n. Then the
overlap degree of pathi and pathj can be expressed as:

ρij =
2l

m + n
(4)

Based on the above assumptions, we can calculate the joint reliability of pathi and
pathj, which can be expressed as:

R(i, j) = (1− p)l(1− (1− (1− p)m−l)(1− (1− p)n−l))

= (1− p)m + (1− p)n − (1− p)(1−
ρij
2 )(m+n).

(5)

According to Formula (5), it can be known that as ρij increases, R(i, j) will decrease,
proving that the joint reliability will decrease as the overlap degree of the sub-paths
increases. As shown in Figure 2, there are three paths between the data source and the
destination (marked by green, red, and blue arrows). Assuming that the failure probability
of each link segment is 0.1. according to Formula (3), the reliability of paths 1, 2 and
3 can be expressed as R(1) = (1− 0.1)4 ≈ 0.6561, R(2) = (1− 0.1)5 ≈ 0.5905 and
R(3) = (1− 0.1)5 ≈ 0.5905, respectively. Path 1 and path 2 are overlapping, and the
number of overlapping links is 1. According to Formula (5), the joint reliability of path 1
and path 2 can be expressed as R(1, 2) ≈ 0.8162. Path 2 and path 3 do not overlap, so their
joint reliability can be expressed as R(1, 3) ≈ 0.8592. It follows that the mutual overlap
between sub-paths reduces the joint reliability.
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If two sub-paths share a bottleneck link in the underlying physical network, the
bottleneck link is usually the “thin waist” of the two sub-paths and is prone to congestion.
Therefore, the state changes (e.g., an increase or decrease in the RTT or packet loss rate)
of the bottleneck link will directly reflect on the overlapping sub-paths. For instance, an
increase in RTT for one sub-path may be associated with an increase in RTT for another sub-
path that overlaps it, and vice versa. Based on this, we believe that the behavior between
overlapping sub-paths is highly similar. In this paper, we use the statistical correlation of
RTT to estimate the correlation between sub-paths. Assuming that RTTi(n), n = 1, 2, . . . , N
is the RTT sampling value of pathi, and RTT′i (n), n = 1, 2, . . . , N − 1 is the derivative of
RTTi(n), which can be expressed as:

RTT′i (n) = RTTi(n + 1)− RTTi(n), n = 1, 2, . . . , N − 1 (6)

We introduce a correlation coefficient to describe the overlapping degree between
different paths, which is calculated as:

Corr(i, j) =
cov(RTT′i (n), RTT′j (n))√

var(RTT′i (n))
√

var(RTT′j (n))
(7)

where, Corr(i, j) denotes the correlation coefficient of pathi and pathj, cov(RTT′i (n), RTT′j (n))
denotes the covariance of RTT variation of pathi and pathj and var(RTT′i (n)) and
var(RTT′j (n)) denote the variance of RTT variation of pathi and pathj, respectively. We
set a skewness threshold δ. If Corr(i, j) > δ, then pathi and pathj are correlated; other-
wise, pathi and pathj are uncorrelated. For a multipath connection, we design a relay
node-selection-algorithm based on path correlation (see Algorithm 1), which is described
as follows:

Step 1: First, initialize the set of candidate relay nodes R based on the result returned
by the NRS, initialize the set of selected relay nodes S to be empty, and add the default IP
path to the set of selected paths P.

Step 2: If the source node caches the path correlation information about the destination
node, the relay node is selected based on this information, and the relay node selection ends;
if the source node does not record any path correlation information about the destination
node locally, go to Step 3.

Step 3: The source node randomly selects k relay nodes from R to construct the initial
ID paths and calculates the path correlation coefficient during transmission.

Step 4: Confirm whether the selected ID path has a statistical correlation with the
paths in P in turn. If the current ID path is not correlated with the paths in P, add the relay
node to S and add the ID path to P; otherwise, the current ID path is deleted and an equal
number of relay nodes are selected from R to rebuild the new ID paths.
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Step 5: Repeat Step 4 until k relay nodes are found or already traverse all the relay
nodes in R and record the path correlation information locally to provide a basis for node
selection for future connections.

Algorithm 1 Relay-Node-Selection Algorithm

1: Input: G(V,E), src, dst, k, MPSID
2: Output: S, P
3: R = QueryFromNRS(MPSID)
4: defaultPath = dijkstra_path(src,dst)
5: P.add(defaultPath)
6: if hit (src, dst) cache then
7: determine S and P based on the path correlation information
8: else if
9: for i = 1 to M do
10: if relayPath(i) is independent of the path in P then
11: P.add(relayPath(i))
12: S.add(Node(i))
13: end if
14: if |S| = k then
15: break;
16: end if
17: end for
18: end if
19: return S, P

4.2. Data Scheduling

After the relay node selection is completed, multiple uncorrelated sub-paths can be
established between the source node and destination node. During multipath transmission,
even sequentially sent packets may arrive out of order because the sub-paths may differ
in terms of bandwidth, latency, packet loss rate, and so on. In this case, the packets sent
later must wait for the packets sent earlier to arrive at the receiver, resulting in packets
accumulating and blocking in the receiving buffer. Once the receiving buffer overflows,
subsequent packets are forcibly dropped, which, in turn, affects the performance of multi-
path transmission. Therefore, it is important to design an efficient data-scheduling strategy
to maintain traffic load balancing among sub-paths. In the ICN multipath transmission
scenario, data scheduling should take into account the following two problems: (1) If there
are multiple optional sub-paths, how can the priority of each sub-path be determined?
(2) How can the size of the scheduling granularity be determined, and how can the data be
distributed to be transferred to each sub-path?

To solve the first problem, the scheduler is required to measure the path state accurately
and timely and preferentially assign the traffic to the sub-paths with a better state. In ICN,
in addition to the basic routing and forwarding functions, ICN routers also support some
specific services, such as a multipath transmission service, caching service and multicast
service. Therefore, the traffic characteristics in ICN are more complex and variable, which
also increases the difficulty of path state measurement. In this paper, the path state value is
calculated by combining the RTT and packet loss rate, which can be expressed as:

path_statei = ω1 × RTT∗i + ω2 × P∗i (8)

where RTT∗i and P∗i respectively represent the normalized RTT and packet loss rate of the
pathi, and the corresponding weights of ω1 and ω2 satisfy ω1 + ω2 = 1. To calculate the
path state value, the maximum and minimum standardization of the above indicators is
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required. Since both the RTT and packet loss rate belong to negative dimensions, their
normalization can be expressed as:

RTT∗i =
max_RTT − RTTi

max_RTT −min_RTT
(9)

P∗i =
max_P− Pi

max_P−min_P
(10)

where max_RTT and min_RTT denote the maximum and minimum RTT of all sub-paths,
respectively, and max_P and min_P represent the maximum and minimum packet loss rate
of all sub-paths, respectively.

To solve the second problem, the scheduler is required to determine the appropriate
size of scheduling granularity. The scheduling granularity refers to the minimum unit of
data scheduling during multipath transmission. According to the size of the scheduling
granularity, the existing scheduling methods can be divided into packet-based schedul-
ing methods and cluster-based scheduling methods. The granularity of the packet-based
scheduling method is finer and facilitates multipath load balancing, but the scheduler needs
to make scheduling decisions for each packet, which increases the burden on system pro-
cessing. The granularity of the cluster-based scheduling method is coarser, which ensures
that the packets within the cluster can be transmitted along the same path and reduces the
system processing burden. In ICN, the chunk is the basic data unit for transmission. To
ensure that the packets within a chunk can arrive in order, we set the scheduling granularity
to the chunk level.

During multipath transmission, a principle needs to be followed: that is, if there are
idle paths, the idle paths are preferred; if no idle path exists, the chunks to be transmitted
are distributed to each sub-path according to the corresponding scheduling strategy. As
described in Algorithm 2, we propose a data-scheduling algorithm that distributes the
chunk to be transmitted to the each sub-path based on the path state value. For a multipath
connection, the state value of each sub-path is initially set to the same value, and the RTT
and packet loss rate of each sub-path are statistically counted to calculate the path state
value, which is then used to distinguish the priority of each path. As shown in Figure 3,
the first data packet of each chunk is assigned to the sub-path with the highest state
value, and subsequent data packets of the same chunk are assigned to the same path. The
proposed algorithm integrates the impact of RTT and packet loss rate, thereby improving
the sensitivity to path congestion.
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Algorithm 2 Data-Scheduling Algorithm

1: Initialization: max_RTT = 0, max_P = 0, min_RTT = 0, min_P = 0
2: for every scheduling cycle during transmission do
3: for each sub-path i do
4: count the Pi and RTTi of selected path
5: if Pi > max_P then
6: max_P = Pi
7: end if
8: if Pi < min_P then
9: min_P = Pi
10: end if
11: if RTTi > max_RTT then
12: max_RTT = RTTi
13: end if
14: if RTTi < min_RTT then
15: min_RTT = RTTi
16: end if
17: calculate RTT∗i and P∗i according to Formula (9) and (10)
18: calculate path_statei according to Formula (8)
19: end for
20: distribute the chunk to the sub-path with the best state value
21: end for

5. Evaluation

In this section, we implement our proposal based on NS3, which is a discrete, event-
driven, open-source network simulator [39], and conduct a series of simulation experiments
to evaluate the performance of our proposal. First, we evaluate the performance of the
data-scheduling algorithm in a simple multipath topology. Then, we comprehensively
evaluate the performance of the proposed transmission method in real-world topologies.

5.1. Basic Performance Evaluation

As shown in Figure 4, we first apply our proposal to a simple multipath topology.
Source node A and destination node B are connected to edge routers E1 and E2, respectively.
There are two disjoint multipaths between E1 and E2, namely, E1-R1-R2-E2 and E1-R3-R4-
E2. The default bandwidth, delay and loss rate of path E1-R1-R2-E2 have been marked in the
figure, and the default bandwidth, delay, and packet loss rate of path E1-R3-R4-E2 will be set
as required in subsequent experiments. The default chunk size is set to 2 MB, the packet size
is set to 1250 bytes and each router can accommodate 200 packets. In order to fully evaluate
the performance of each method, we compare four data-scheduling strategies, namely,
Round-Robin Data Scheduling (denoted as RRDS), Lowest RTT First Data Scheduling
(denoted as LRFDS) [26], Forward Delay-based Packet Scheduling (denoted as FDPS) [27]
and our proposed Path-State-Based Data Scheduling (denoted as PSDS). RRDS indicates
that the chunk to be transferred is distributed to each sub-path in polling mode; LRFDS
indicates that the chunk to be transferred is preferentially distributed to the sub-path with
the lowest RTT; FDPS indicates that the chunk to be transferred is preferentially distributed
to the sub-path with the lowest forward delay.

5.1.1. The Effect of Delay on Performance

In this subsection, we set the default bandwidth and packet loss rate of path E1-R3-
R4-E2 to 100 Mbps and 0%, respectively. The default packet loss rate is set to 0%, which
means that no noise packet loss occurs simply because the router has a buffer overflow. In
addition, we set the default delay of path E1-R3-R4-E2 to 5 ms, 10 ms, 15 ms, 20 ms, 25 ms
and 30 ms to analyze the transmission performance of the proposed method in scenarios
with different link delay differences. We used R1 and R3 to construct two disjoint relay
paths between the source and destination nodes and transfer 100 chunks.



Future Internet 2023, 15, 148 12 of 18

Future Internet 2023, 15, x FOR PEER REVIEW 11 of 18 
 

 

6:    imax_ P P=  
7:   end if 
8:   if iP min_ P<  then 
9:    imin_ P P=  
10:   end if 
11:   if iRTT max_ RTT>  then 
12:    imax_ RTT RTT=  
13:   end if 
14:   if iRTT min_ RTT<  then 
15:    imin_ RTT RTT=  
16:   end if 
17:   calculate iRTT∗  and iP∗  according to Formula (9) and (10) 
18:   calculate ipath _ state  according to Formula (8) 
19:  end for 
20:  distribute the chunk to the sub-path with the best state value 
21: end for 

5. Evaluation 
In this section, we implement our proposal based on NS3, which is a discrete, event-

driven, open-source network simulator [39], and conduct a series of simulation experi-
ments to evaluate the performance of our proposal. First, we evaluate the performance of 
the data-scheduling algorithm in a simple multipath topology. Then, we comprehensively 
evaluate the performance of the proposed transmission method in real-world topologies. 

5.1. Basic Performance Evaluation 
As shown in Figure 4, we first apply our proposal to a simple multipath topology. 

Source node A and destination node B are connected to edge routers E1 and E2, respec-
tively. There are two disjoint multipaths between E1 and E2, namely, E1-R1-R2-E2 and E1-
R3-R4-E2. The default bandwidth, delay and loss rate of path E1-R1-R2-E2 have been 
marked in the figure, and the default bandwidth, delay, and packet loss rate of path E1-
R3-R4-E2 will be set as required in subsequent experiments. The default chunk size is set 
to 2 MB, the packet size is set to 1250 bytes and each router can accommodate 200 packets. 
In order to fully evaluate the performance of each method, we compare four data-sched-
uling strategies, namely, Round-Robin Data Scheduling (denoted as RRDS), Lowest RTT 
First Data Scheduling (denoted as LRFDS) [26], Forward Delay-based Packet Scheduling 
(denoted as FDPS) [27] and our proposed Path-State-Based Data Scheduling (denoted as 
PSDS). RRDS indicates that the chunk to be transferred is distributed to each sub-path in 
polling mode; LRFDS indicates that the chunk to be transferred is preferentially distrib-
uted to the sub-path with the lowest RTT; FDPS indicates that the chunk to be transferred 
is preferentially distributed to the sub-path with the lowest forward delay.  

A E1

R1

R3

E2
B

100Mbps, 1ms, 0%

1000Mbps，1ms1000Mbps，1ms

R2

R4

 
Figure 4. Simulation topology 1. Figure 4. Simulation topology 1.

Figure 5 shows the average throughput of the four data-scheduling strategies under
different link delay differences. When the delay of path E1-R3-R4-E2 is 5 ms, that is, when
the delay of two paths is the same, the average throughput of the four scheduling strategies
is similar. When the delay of path E1-R3-R4-E2 is 5 ms, that is, when the delay of two paths
is the same, the average throughput of the three scheduling methods is similar. As the delay
of path E1-R3-R4-E2 increases, the throughput of RRDS decreases gradually and is always
lower than that of the other methods. This is because RRDS mechanically distributes data
across sub-paths, ignoring path state differences and resulting in a lower throughput. In
addition, compared with LRFDS and FDPS, the proposed PSDS can maintain the highest
average throughput. This is because the proposed PSDS can estimate the real state of the
path more accurately by integrating the two factors of RTT and packet loss rate.
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Figure 6 shows the proportion of out-of-order chunks of four data-scheduling strat-
egies under different link delay differences. As the delay of path E1-R3-R4-E2 increases, 
the out-of-order chunks of the methods increase gradually. When the delay of two paths 
is equal, the out-of-order chunks of the four scheduling methods are close. However, with 
the increase in the delay difference between two paths, the out-of-order chunks of RRDS 
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problem. In addition, compared with the LRFDS and FDPS, the proposed PSDS can still 
maintain the proportion at a lower level when the path delay difference is large.  
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Figure 6 shows the proportion of out-of-order chunks of four data-scheduling strate-
gies under different link delay differences. As the delay of path E1-R3-R4-E2 increases, the
out-of-order chunks of the methods increase gradually. When the delay of two paths is
equal, the out-of-order chunks of the four scheduling methods are close. However, with the
increase in the delay difference between two paths, the out-of-order chunks of RRDS remain
the highest, indicating that the method has difficulty solving the out-of-order problem. In
addition, compared with the LRFDS and FDPS, the proposed PSDS can still maintain the
proportion at a lower level when the path delay difference is large.
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Figure 6. Proportion of out-of-order chunks under different link delays.

5.1.2. The Effect of Loss Rate on Performance

In this subsection, we set the default bandwidth and delay of the path E1-R3-R4-E2
to 100 Mbps and 5 ms, respectively. In addition, we set the default packet loss rate of
E1-R3-R4-E2 as 0.01%, 0.02%, 0.03%, 0.04%, and 0.05%, respectively, to analyze the impact
of packet loss rate differences on transmission performance. Similarly, we have source node
A establish a multipath connection with destination node B and transfer 100 chunks.

Figure 7 shows the relationship between the average throughput and packet loss
rate differences of the four scheduling strategies. As the packet loss rate of the path E1-
R3-R4-E2 increases, the average throughput of the methods decreases gradually, and the
throughput of RRDS is always lower than that of the other three methods. FDPS estimates
the path state by using the forward delay, thus increasing the throughput compared to
LRFDS; however, the improvement is not significant. In addition, compared with the other
methods, the proposed PSDS can maintain the highest average throughput. This is because
PSDS considers both RTT and packet loss rate so that it can accurately perceive the real
path state.
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Figure 8 shows the proportion of out-of-order chunks under the different packet loss
rates of the four scheduling strategies. As the packet loss rate of path E1-R3-R4-E2 increases,
the proportion of the methods increases gradually. This is because a high packet loss rate
will result in a large number of retransmissions and a reduction in throughput. Compared
with other methods, the proposed PSDS can maintain the proportion of out-of-order chunks
at a low level when the path packet loss rate differs greatly.
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5.1.3. The Effect of Bandwidth on Performance

In this subsection, we set the default packet loss rate and delay for the path E1-R3-R4-
E2 to 0% and 5 ms, respectively. In addition, we set the default bandwidth of E1-R3-R4-E2
to 90 Mbps, 80 Mbps, 60 Mbps, 40 Mbps and 20 Mbps, respectively, to analyze the impact
of bandwidth differences on transmission performance. Similarly, we have source node A
establish a multipath connection with destination node B and transfer 100 chunks.

Figure 9 shows the relationship between the average throughput and bandwidth
differences of the four scheduling strategies. As the available bandwidth of the path E1-
R3-R4-E2 decreases, the average throughput of the four methods gradually decreases, and
the throughput of RRDS is always lower than that of the other three methods. In addition,
compared with the LRFDS and FDPS, the proposed PSDS can maintain the highest average
throughput, which indicates that our method performs well in the scenario in which the
path bandwidths differ greatly.
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Figure 10 shows the proportion of the out-of-order chunks of the these four data-
scheduling strategies in different link bandwidths. As the available bandwidth of path
E1-R3-R4-E2 decreases, the proportion of out-of-order chunks of the methods increases
gradually. The proportion of RRDS is always kept at a high level. We can also ascertain
that the proposed PSDS can maintain a relatively minimum out-of-order proportion when
the path bandwidths differ greatly.
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5.2. Comprehensive Evaluation

As shown in Figure 11, to bring the simulation closer to the real network environment,
we use two real-world backbone topologies from the dataset provided by Topology Zoo [40],
namely, BT North America and GEANT. The default bandwidth between nodes in the
topology is uniformly distributed between 25 Mbps and 125 Mbps, the default delay
between nodes is set to 1 ms and default loss rate is set to 0%. The default packet size is
set to 1250 bytes, and each router can accommodate 200 packets. In addition, we select
10 nodes with the highest BC in these two topologies as relay nodes and randomly select
20 groups of sending and receiving node pairs. Each group of node pairs uses a multipath
method to transmit 400 M data, among which the first 200 M of data is used to collect the
path correlation information, and the last 200 M of data is used to collect the experimental
results. In addition, we set the chunk size to 128 KB, 256 KB, 512 KB, 1 MB and 2 MB to
evaluate the performance of each method under different scheduling granularities.
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Figure 12 shows the average throughput of each group of node pairs under different
scheduling granularities in these two topologies. The results in Figure 12a,b are consistent.
We can see that the average throughput of the RRDS is always lower than the other methods
under different scheduling granularities. This is because RRDS mechanically distributes
data to each sub-path in a polling manner, which leads to the problem of an unbalanced
load. In addition, compared with the LRFDS and FDPS, our proposed PSDS can maintain
the highest average throughput, which also reflects the effectiveness of our proposal.
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Figure 12. Average throughput under different scheduling granularities: (a) BT North America;
(b) GEANT.

Figure 13 shows the proportion of the out-of-order chunks of the four scheduling
strategies under different scheduling granularities in these two topologies. Similarly, the
results of Figure 13a,b are consistent. It can be observed that under different scheduling
granularities, the proportion of out-of-order chunks of the RRDS is always higher than
that of the other three methods. Compared with RRDS, the LRFDS and FDPS alleviate the
out-of-order problem to a certain extent by perceiving the path state through the RTT and
forward delay. Additionally, our proposed PSDS is able to maintain a relatively low level
of out-of-order proportion compared to other methods, indicating that our proposal can
achieve significant performance in real network topologies.

Future Internet 2023, 15, x FOR PEER REVIEW 16 of 18 
 

 

maintain the highest average throughput, which also reflects the effectiveness of our pro-
posal. 

128KB 256KB 512KB 1MB 2MB
0

25

50

75

100

125

150

175

A
ve

ra
ge

 T
hr

ou
gh

pu
t (

M
bp

s)

Scheduling Granularity (MB)

 RRDS    LRFDS
 FDPS     PSDS

 
128KB 256KB 512KB 1MB 2MB

0

25

50

75

100

125

150

175

A
ve

ra
ge

 T
hr

ou
gh

pu
t (

M
bp

s)

Scheduling Granularity (MB)

 RRDS    LRFDS
 FDPS     PSDS

 
(a) (b) 

Figure 12. Average throughput under different scheduling granularities: (a) BT North America; (b) 
GEANT. 

Figure 13 shows the proportion of the out-of-order chunks of the four scheduling 
strategies under different scheduling granularities in these two topologies. Similarly, the 
results of Figure 13 a,b are consistent. It can be observed that under different scheduling 
granularities, the proportion of out-of-order chunks of the RRDS is always higher than 
that of the other three methods. Compared with RRDS, the LRFDS and FDPS alleviate the 
out-of-order problem to a certain extent by perceiving the path state through the RTT and 
forward delay. Additionally, our proposed PSDS is able to maintain a relatively low level 
of out-of-order proportion compared to other methods, indicating that our proposal can 
achieve significant performance in real network topologies.  

128KB 256KB 512KB 1MB 2MB
0

2

4

6

8

10

Pr
op

or
tio

n 
of

 O
ut

-o
f-O

rd
er

 C
hu

nk
s (

%
)

Scheduling Granularity (MB)

 RRDS      FDPS
 LRFDS    PSDS

 
128KB 256KB 512KB 1MB 2MB

0

2

4

6

8

10

Pr
op

or
tio

n 
of

 O
ut

-o
f-O

rd
er

 C
hu

nk
s (

%
)

Scheduling Granularity (MB)

 RRDS     FDPS
 LRFDS   PSDS

 
(a) (b) 

Figure 13. Proportion of out-of-order chunks under different scheduling granularities: (a) BT North 
America; (b) GEANT. 

6. Conclusions 
In this paper, we design and evaluate a multipath data-transmission-scheduling 

strategy based on path correlation applied in ICN, aiming to fully utilize network band-
width resources and realize load balancing. We first introduce the principle of the multi-
path transmission mechanism, which combines the functions and characteristics of ICN 

Figure 13. Proportion of out-of-order chunks under different scheduling granularities: (a) BT North
America; (b) GEANT.

6. Conclusions

In this paper, we design and evaluate a multipath data-transmission-scheduling strat-
egy based on path correlation applied in ICN, aiming to fully utilize network bandwidth
resources and realize load balancing. We first introduce the principle of the multipath
transmission mechanism, which combines the functions and characteristics of ICN and
is able to utilize the infrastructure of IP network. Then, we estimate the path correlation
according to the statistical correlation of RTT and propose a relay node selection strategy; In
addition, we design a multipath data-scheduling strategy by combining the RTT and packet
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loss rate to ensure the load balance. Finally, we evaluate the proposed method through
simulation experiments. The results show that the proposed data-scheduling strategy can
maintain high bandwidth utilization while alleviating the packet out-of-order problem.

Future work should focus on two aspects. Firstly, due to the differences between
simulation and real implementation, future work will consider the deployment of our
proposal in real network environments. Secondly, given that existing research still lacks a
reasonable multipath congestion control mechanism, future work will mainly focus on this
aspect to avoid congestion or failure caused by link overload.
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