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Abstract: Today, fleet management systems with battery health monitoring capabilities are in the focus
more than ever. This paper addresses the development of a novel battery health monitoring algorithm
with a degradation prognosis feasibility particularly adapted for usage in fleet management systems.
Moreover, the chosen degradation prognosis approach adapts itself continuously on varying
environmental conditions or utilization modes by identifying the impact factors which lead to a certain
degradation trend. Such findings, when accessible with a fleet management system, offer various
possibilities for fleet analysis techniques e.g., to identify an imminent battery failure.

Keywords: lithium-ion battery; battery state of health (SoH); prediction; data acquisition;
fleet monitoring

1. Introduction

Original equipment manufacturers (OEMs) are concerned with performance losses as well as
battery health and life-time restrictions when bringing the lithium-ion battery technology to the
customers. Power and capacity fade are two primary metrics of lithium-ion battery degradation
impacting directly the customer range and confidence, especially the latter one [1]. However, battery
fade is a complex phenomenon provoked by environmental conditions and utilization modes [2].
In an attempt to capture the real-world utilization impacts on battery degradation, OEMs perform,
at the first step of an automotive development cycle for lithium-ion batteries as shown in Figure 1,
ageing tests on single cells by applying realistic duty cycles on them [3,4]. However, these duty cycles
are vague approximations and do not account for the daily variation and unpredictability of such a
system [5]. One way to deal with this uncertainty in life-cycle assessment is to oversize the battery
and to narrow its operating window to ensure that the vehicle meets minimum requirements like
acceleration possibility and available range at the end of its life-time.

This waste of performance and also expenses can be avoided and still a life-time and cost
optimized battery can be developed. Real-time monitoring of certain battery internal dynamics
unlocks their full potential by enabling an operation near physical limits without sacrificing safety
and/or durability. The states and parameters of these internal dynamics are directly measurable only
with invasive methods in specialized laboratory environments. Hence, the core challenge for acquiring
these internal states and parameters lies in their computation which is based on the only available
information in real-time consisting of the measurements of voltage, current and temperature. In the
existing literature, the different real-time state and parameter estimation algorithms for lithium-ion
batteries can be broadly classified based on the kind of model used: (1) data-driven approaches [6],
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(2) equivalent circuit model-based algorithms (ECM) [7,8] and (3) electrochemical model-based [9–15].
The latter ones are derived from electrochemical principles that describe intercalation and diffusion
of lithium-ions and the electrochemical kinetics of battery electrodes with the merit of ensuring each
model parameter to retain a proper physical meaning. Full order pseudo-two-dimensional (P2D)
electrochemical models consist of coupled non-linear partial differential equations (PDE). Such a
model was developed in [9] and validated over a wide temperature and current range. Although,
this model can accurately predict internal state variables, the difficult mathematical structure of P2D
models is generally too complex for suitable estimator/observer design. This circumstance has led to
different kinds of model reduction techniques before the estimator is designed. Following this, in [10]
a data-driven model-reduction method for a strict electrochemical model was introduced. The gained
model is compared to the original electrochemical model from [9], showing a very high approximation
quality. A similar approach was done by [11] where a P2D battery model is simulated first to obtain
data for the proposed subsystem identification approach. Another way to reduce the order of an
electrochemical model is to approximate the electrodes as spherical particles resulting in a single
particle model (SPM). This model is very often used in combination with classical observers, such as the
Kalman Filter and the Luenberger observer. In addition, there also exist alternative designs for adaptive
observers based on a non-linear geometric observer approach for state of charge (SoC) estimation [12]
or for simultaneous SoC and SoH estimation including a backstepping PDE state estimator, Padé-based
parameter identifier, non-linear identifiability analysis and adaptive output function inversion [13].
Furthermore, to overcome the simplification by only considering electrochemical dynamics under
isothermal conditions, the authors in [14] combined a SPM along with lumped thermal dynamics to
derive adaptive observers. In a further study, the same authors adopted the electrochemical-thermal
model approach together with sliding mode observer methodology to be able to detect, isolate and
estimate some battery internal electrochemical faults [15].
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Figure 1. Development cycle for a lithium-ion battery in an automotive environment.

Fault diagnosis in lithium-ion batteries has seen a growing interest among industry and academic
researchers in the past decade. Model-based fault diagnosis techniques have been extensively applied
to the challenge of accurate fault diagnosis in lithium-ion batteries due to their inherent benefits of
lower costs and high flexibility. For real-time applications, the aforementioned ECM algorithms have
the benefit of their simple formulation and good representation of battery dynamics without high
computational power demand. Often used equivalent circuits are extensions to the Thevenin model,
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with an additional RC parallel circuit [7,8]. The equivalent circuit parameters have to be modelled
as functions of different operating conditions such as SoC, temperature and current to capture the
battery behaviour over a large operating range, including signature faults. Multiples of these signature
faults can be extracted to provide a set of conditions to be detected in case of an upcoming emergency.
The authors in [7] define some battery operation like overcharge and overdischarge as possible faults
by extracting the desired equivalent circuit parameters via an offline electrochemical impedance
spectroscopy (EIS). After obtaining the ECM for the two signature faults, they apply a multi-model
adaptive estimation technique for detecting and diagnosing a possible overcharge or overdischarge
in the battery operation. Completely new possibilities are opened when the battery operational
parameters like the states of internal battery dynamics, estimated by the aforementioned approaches,
are available for a fleet management system.

There exist many studies that aim to optimize the battery operational utilization of (hybrid)
electrical vehicles (H)EV to reduce costs and identify preventive maintenance activities. An early
work which addresses the benefits of a computer-based BMS for recording and subsequent analysis
of battery operational parameters can be found in [16]. The authors stated that each user of a fleet
has different requirements, and therefore the software-driven BMS should be adapted for particular
users to enable an efficient overall management of a current fleet. The keyword to achieve this task is
an active fleet management—a personalized health monitoring of every battery built in a hybrid or
electric vehicle by telematics devices [17], as the final step in the product development cycle of Figure 1.
Such a system is usually set up on a telematics data server containing a large amount of raw data
packets collected from the vehicles of a fleet, during diagnostic sessions in dealer’s workshops, or via
telematics devices over-the-air [18]. Therefore, this data is filtered and analysed in various aspects,
e.g., to identify an imminent failure of a component. At this point, the first of the aforementioned state
estimation models, the so-called data-driven approach emerges and provide significant advantages
over the electrochemical model-based and the ECM. The often reported main drawback of data-driven
approaches, like the requirement of a large amount of data over the whole operating range, is not
so significant in an automotive environment. As Figure 1 shows, single components like the cells
or the whole product passes through different stages of development resulting in each step in a
large amount of well sorted and documented data covering the whole operating range for which the
final product is specified. Thus, the data-driven approaches are the first choice for a state estimation
model in an automotive environment. One way to deal with such large databases and to calculate the
remaining capacity of an entire fleet is already shown in [19]. The authors set up a hypothesis that all
the batteries in the fleet will age the same way as investigated battery modules come from the same
serial production. In contrast, our approach requires an accurate estimation of degradation parameters
of a lithium-ion battery and a prognosis for their future deployment on-board each vehicle.

The aim of this contribution is the development of a novel data-driven battery health monitoring
algorithm with a degradation prognosis capability particularly adapted for usage in a fleet
management system. The idea behind such a system is to identify a potential failure of each
battery build in a vehicle based on that degradation prognosis data, so preventive maintenance
activities could be started. Due to limited capability of transfer devices, the received raw data by a
telematics server is limited in its amount—it is of diagnostic data type, as shown in Figure 1, with finite
information contained. Therefore, an on-board health monitoring algorithm needs to calculate an
individual degradation prognosis model for each battery and provides a limited model parameter
set via diagnostic devices to the fleet management system. Furthermore, as battery degradation
is unique for each vehicle, because of various environmental conditions and application modes,
the real-world utilization needs to be captured in compact form and provided in addition to the
degradation model parameters.
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2. Life-Cycle Investigation on Cell and Battery Level

The typical life-cycle investigation on lithium-ion cells usually starts with a large scale of cell
degradation tests with a pre-defined duty-cycle. For this work, 12 high-power lithium-ion cells for
automotive application in hybrid vehicles were used for the experimental investigation on cell level.
The deployed cell is shown in Figure 2 together with its main specification, taken from [20]. The cell
has a nickel-cobalt-aluminium (NCA) cathode chemistry and is well known for its excellent calendar
and cycle life which was already reported in [21]. The experimental investigation was performed on
an automated testing equipment consisting of a climate chamber to simulate the different operating
temperatures and a programmable electronic load. To obtain comparable starting conditions for
the cycling, every test scenario begins with a full cycle, which implies one full discharge and one
full charge with 1 C current. After a relaxation time, which was dependent on the adjusted climate
chamber temperature, the cells are discharged to a certain SoC value before the actual cycling starts.
The performed testing scenarios on cell and battery level differ in terms of their ambient temperature,
the start-SoC and load profile, named in this investigation from HV1 to HV12. They are summarized
in Tables 1 and 2 for each tested cell, numbered from 535–540 and 605–610, as well as for the two tested
batteries (nr. 4198 & nr. 2041). At the end of each testing scenario, capacity tests were made, so the
cells’ performances could be monitored during the whole testing time. Each charging and discharging
during the capacity tests is done with the constant current constant voltage (CCCV) method.

Case diameter 38 mm
Case length 145 mm
Capacity at 1C 6.8 Ah
Mass 0.34 kg
Volume 0.16l
Power density at 30 ◦C, 50% SoC, discharge 10s 3.470 W/kg
Power density at 30 ◦C, 50% SoC, charge 10s 2.295 W/kg
Total energy 25 Wh
Available energy (30–70% SoC) 10 Wh

Figure 2. The VL6P lithium-ion cell and its specification [20].

The cells 535–540 experienced a cyclically repeated real-world current profile (HV1) shown on the
upper left corner of Figure 3 together with the corresponding SoC-trend on the plot below. The cycling
was performed at room temperature, with different start-SoC levels for each pair of three cells. The only
modification in the test procedure was switching the start-SoC from 55% to 45% for the cell number
535. If the test scenarios in a certain time period remained unvaried, they are indicated with a ditto
mark (′′) in the Table 1. The impact of the different start-SoC levels on the degradation behaviour
is obvious, when considering the time when the cells reached their end of life (EoL) criteria. While
the cells starting with 45% SoC remained in the test over a year, the cells with a start-SoC of 55%
reached their EoL already after 250 days. The resulting capacity loss that occurred during cycling can
be observed in the left graph of Figure 4.

Due to changes in the start-SoC, the cell 535 shows a slightly different ageing behaviour compared
to the two cells which remained at the higher SoC level. The cell shows even recovery symptoms so that
the remaining capacity is higher by almost 10% when this pair of three cells reached their EoL defined
by 85% of remaining capacity. By considering these results, the following question arises immediately:
how can one be assured that the tested duty-cycle HV1 is representative of real-world loads?
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Table 1. Schedule of the conducted test sequences on cell-level repeating only one load profile.

Days \ Cell nr. 535 536 537 538 539 540

1–120
HV1

@ 55% SoC
& 25◦C

HV1
@ 45% SoC

& 25 ◦C

HV1
@ 55% SoC

& 25 ◦C

HV1
@ 45% SoC

& 25 ◦C

HV1
@ 55% SoC

& 25 ◦C

HV1
@ 45% SoC

& 25 ◦C

121–250
HV1

@ 45% SoC
& 25 ◦C

251–450 EoL EoL EoL
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Figure 3. Some of the deployed load profiles with their corresponding SoC-trends below.
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Figure 4. Capacity loss during cycling with a single HV1 (left) and various real-world load profiles
(HV1-HV12) on the (right) graph.

To counteract this unilateral life-cycle investigation result, intensive endurance tests were
performed with different Mercedes-Benz hybrid vehicles to capture the various operating conditions
with the build-in data-loggers [22]. This vehicle type is equipped with a lithium-ion battery, which is
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shown in Figure 5, while the main electrical characteristics of this battery are summarized in the
table below. One of these recorded load profiles is introduced by the Figure 3, on the upper right
corner with the corresponding SoC-trend below, and lasts about 6 h. Such varying real-word load
profiles, recorded at different temperature- and SoC-levels, occur at the third and fourth stage of the
development cycle in Figure 1. To obtain testing conditions as close as possible to real operation, it is
indispensable to use this recorded data for the cyclic ageing of single cells. Therefore, the cells 605–610
were exposed to much more varying load profiles (HV2-HV12), ambient temperatures and start-SoCs
as this was the case for the cells from Table 1. The detailed test sequences can be seen from Table 2.

Table 2. Schedule of the performed test sequences containing real-world load profiles, respectively for
the conducted tests on cell (a) and battery-level (b).

(a)

Days \ Cell nr. 605–610

1–21
HV1 - HV3

@ 65% SoC & 30 ◦C

22–52
HV1 - HV4

@ 65% SoC & 40 ◦C

53–80
HV2 - HV4

@ 55% SoC & 15 ◦C

81–100
HV1 - HV3

@ 45% SoC & 25 ◦C

101–112
HV4

@ 55% SoC & 25 ◦C

113–126
HV5

@ 55% SoC & 0 ◦C

127–132
HV1

@ 45% SoC & 25 ◦C

133–146
HV5

@ 55% SoC & 0 ◦C

147–153
HV3 - HV4

@ 55% SoC & 40 ◦C

154–162
HV3 - HV4

@ 55% SoC & 15 ◦C

(b)

Days \ Battery nr. 4198 2041

1–35
HV6

@ 50% SoC & 25 ◦C

36–46
Idle

period

47–79
HV7

@ 50% SoC & 15 ◦C

80–95
HV8

@ 40% SoC & 10 ◦C

96–108
HV10

@ 40% SoC & 0 ◦C

109–121
HV9

@ 60% SoC & 20 ◦C

122–142
HV10

@ 45% SoC & 40 ◦C

143–153
HV9

@ 60% SoC & 40 ◦C

154–165
HV10

@ 45% SoC & 40 ◦C

166–177
HV6

@ 50% SoC & 25 ◦C
HV12

@ 50% SoC & 25 ◦C

178 - 190
HV11

@ 45% SoC & 15 ◦C
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The observed capacity loss is given in the right graph of Figure 4 and shows a more differentiated
capacity fade over time for each cell. It can be concluded that some of the load profiles were more
intensive and affected capacity fade more heavily, while others were quite mild. Furthermore,
the capacity values are scattered already at the begin of the cycle life investigation. Although the cells
were taken from the same batch after production, three cells were already exposed to cycle ageing
prior to this investigation and the other three cells were stored at room temperature during this time
and therefore show higher capacities. In this way, the impact of a certain load profile on different levels
of solid electrolyte interphase (SEI) formation in the particular cells should be demonstrated.

Battery voltage 120 V
Energy 0.8 kWh
Power 19 kW
Cell capacity 6.5 Ah
Weight 25 kg

Figure 5. The Mercedes-Benz S400 Hybrid battery from [22] with its main specification [20]. The right
picture shows the same battery type in a durability test.

Furthermore, the recorded real-world duty cycles (HV6-HV12) were disposed to two lithium-ion
batteries in laboratory conditions over a long period of time as shown on the right side of Figure 5.
Again, one battery was taken directly after production whereas the second one already experienced
a usage during vehicle endurance testing for over 50.000 km. The batteries were operated in an
environment identical to their installation space in a vehicle in terms of ambient temperature and
battery cooling. The conducted test sequence can be seen in Table 2. For most of the testing time,
both batteries underwent the same load profile except one short period where the profile differs for
each battery. As it is not possible to cyclically investigate enough batteries in laboratory conditions to
represent a whole fleet, single cells of each battery will represent single (H)EVs in the further course
of this work. This simplification is legitimated by the individual physical behaviour of each of the
35 single cells inside one battery. Their internal parameters like the resistance, the capacity or the
self-discharge rate diverges from cell to cell. In this way, a small “fleet” of seventy “vehicles”, which all
slightly differ, is available for validation purposes. The next section will show how the measured
time-transient data during cell and battery testing is converted to a data type which is available in a
fleet management system.

3. Modelling the Ageing Behaviour of Lithium-Ion Cells

A key step of an automotive development cycle for lithium-ion batteries is the development of
an accurate ageing model. Such a model formulates the degradation process as a function of battery
operations [23] and is therefore indispensable in the early product development phase. When it is
built upon real-world battery operation data, an accurate ageing model performs estimations about
degradation behaviour of the utilized lithium-ion cell type, to ensure its life expectancy as a battery
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component. However, an ageing model—depending on the modelling approach—can also be an
important element of the BMS. By being part of a continuous health monitoring process, it observes
the vital battery parameters like the actual capacity and performs prognosis for their deployment.
Furthermore, such a health monitoring process produces also an output relevant for a fleet management
system when accessible e.g., during dealer’s workshops, or via telematics devices over-the-air. This is
only possible if the process output data is of diagnostic type.

The decision to implement an ageing model into a BMS for degradation prognosis purposes
depends, beside the chosen modelling approach, mostly on the accuracy of such a model. By being
modelled only on life-cycle investigation data, it is hardly to believe that such a model will perform
well in all possible operation conditions over lifetime. Therefore, all real-world battery operation data
which come up during the software implementation and testing phase of the BMS as well as data from
durability tests with whole batteries, should be considered in the modelling of the ageing behaviour.
The basics for this approach are introduced in the next subsections.

3.1. Data Preprocessing by Histograms—Load Collectives

By considering the different data types generated during the whole battery development cycle
from Figure 1, the following question arises: how can the relevant information for the modelling of
the ageing behaviour contained in the data be merged together? Time-transient data from laboratory
investigations on cells and from CAN-bus data-loggers in (H)EVs need a uniform consideration as
well as the diagnostic data received by a fleet management system. An appropriate way to achieve this
is to convert time-transient battery operation data into histograms by following clearly defined rules.
As this idea is not new, it was already published in [6,24]; the present work introduces a further
modification of it.

Building histograms of time-transient data results in a massive data reduction and, therefore,
loss of relevant information. The idea behind using histograms is to put the information contained in
the resulting distributions in relationship with the observed capacity fade. The capacity is a relatively
slow changing internal battery parameter, calculated e.g., by coulomb-counting and only at certain
battery operation events like the charging procedure. This results in relatively long lasting time
series in the interval between two proper calculated capacity values that need to be transformed into
histograms. These time series can contain several billions of data-points, so the classical rules for
defining the number of histogram bins would fail resulting in thousands of bins as these rules are
dependent on the data length. The interesting histogram central moments like mean, variance and
standard deviation can be calculated by a moving window approach directly on times-series data.
However, this reduces the large amount of data-points only to three relevant values which is too
much data reduction. Therefore, a time series of battery relevant signals like the current, cell-voltages,
temperature or SoC measured in a time interval between two calculated capacity values needs to be
separated into segments first before converting them into histograms – or so called load collectives in
our case.

Although there exist some really interesting Bayesian approaches for finding change points in
time series for their segmentation [25], we prefer a more “controllable” approach with the well known
rainflow-counting algorithm from machinery. In [6], an application of this algorithm for counting the
depth of discharges (DoD) in the SoC-signal was shown, in which the resulting cycles were classified in
their mean and amplitude afterwards. Later on, an improvement to this cycle counting was introduced
in [24] by explaining each DoD-cycle in a time series by its corresponding charge and discharge-rate.
Furthermore, each DoD-cycle has its corresponding mean cell voltage and temperature which can also
be classified by a histogram. At this point, we introduce our new approach to build the histograms
from battery data, the so-called “nested” load collective, for which the construction procedure is shown
in Figure 6.
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Figure 6. Construction procedure of “Nested” load collectives for battery data segmentation.

By following the numeration in Figure 6, the rainflow algorithm identifies the existent
SoC-cycles first, in the shown section of the HV1 profile from Figure 3. A good way to describe
the rainflow algorithm is to imagine rain drops falling down a pagoda-style roof. The rain-drops arise
at the maximum of the curve, flow to the next minimum and drop down, e.g., the red line. Or they
arise at a minimum and flow to the next maximum of the curve (if the diagram is rotated by 90◦

clockwise) to drop down. Rainflows starting from a lower minimum interrupt, the rainflows which
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start at a higher one, e.g., the blue line starting from 3 is interrupted by the blue line starting at 2.
In this way, four SoC-cycles are identified in the shown profile section. For the time-period of each
of these cycles, the mean temperature and voltage is calculated in the next two steps, shown in the
2nd and 3rd graph on the left side of Figure 6. The last step of the proposed procedure provides
a calculation of an approximated C-rate according to [24] for each SoC-cycle shown in the fourth
graph. The histogram building procedure on the right side of Figure 6 can be demonstrated e.g.,
for the time-period of the SoC-cycle which is highlighted in grey in the upper right plot of Figure 6.
After classifying the mean temperature of the same time-period in a 1D-histogram in the second step
of the procedure, the mean voltage in the identical time-period (blue rectangles in the second and third
graphs on the left) is calculated and stored in a further 1D-histogram, but which is “nested” into the
“20–30 ◦C” bin of the temperature histogram. As the fourth step of the procedure, the grey highlighted
2nd SoC-cycle is stored into the corresponding 1D-histogram, connected to the “3.4 V–3.6 V” bin of the
voltage histogram. As the final step, for the 2nd SoC-cycle, an approximated C-rate is calculated and
stored separately for the discharge and charge rate in the last 1D-histogram, again “nested” into the
certain bin of the histogram from one step before. This procedure results in a complex load collective
which is shown as an exemplary illustration in Figure 7. By nesting the load collectives, interaction
effects can be considered. Therefore, our expectation of this procedure is to preserve as much relevant
information from the time series data as possible for our model-based approach.
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Figure 7. Exemplary illustration of “Nested” load collectives.

3.2. Data-Driven Modelling

In Section 1, different real-time state and parameter estimation algorithms from literature,
based either on electrochemical or equivalent circuit models, were presented. However, for this
approach it is often difficult to determine the model parameters [26]. The strength of a data-driven
modelling technique is the ability to transform high-dimensional and noisy data into lower dimensional
information for diagnostic or prognostics tasks. The main drawback of such approaches is that their
efficiency is highly dependent on the quantity and quality of operational data from the system
which needs to be modelled [27]. As this work commences with an experimental investigation on
a large scale in Section 2, the amount of available data will suffice for an in-depth validation of our
already proposed data-driven model from [6]. In addition, the present work introduces an alternative
probabilistic modelling approach, which is used for comparison purposes. These two modelling
techniques are now introduced in the following subsections.
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3.2.1. Support Vector Regression

Support vector regression (SVR) has been used in connection with load collectives as the basic
data to health monitoring purposes of lithium-ion batteries, e.g., in [6]. A detailed tutorial on this
method can be found in [28], on which this paragraph is based. Given training data {xi, yi}N

i=1, the goal
of support vector regression is to find a function f (x) which has at most ε deviation from the values
{yi}N

i=1 and is as flat as possible. First, assume f (x) is linear, hence it has the form f (x) = 〈ω, x〉+ b.
To ensure flatness, one has to minimize ||ω||2. In addition, constraints have to make sure that the
deviation between f (x) and {yi}N

i=1 is not larger than ε. However, this is often not feasible. Hence,
one has to allow for errors and introduce slack variables, here denoted by ξi and ξ∗i . This results in the
following optimization problem [28]:

min
ω

1
2
‖ω‖2 + C

N
∑

i=1
(ξi + ξ∗i )

subject to


yi − ‖ω, xi‖ − b ≤ ε + ξi
‖ω, xi‖+ b− yi ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0
.

(1)

The constant C describes the trade-off between the flatness of f (x) and the errors. In many cases,
the optimization problem in (1) can be solved more easily in its dual formulation [28]. The solution of
this problem is

f (x) =
N

∑
i=1

(αi − α∗i )〈xi, x〉+ b, (2)

where αi and α∗i stand for the Lagrange multipliers from the Lagrange function of the optimization
problem. If either αi or α∗i is non-zero, xi is called a support vector.

So far, f (x) was assumed to be linear. The algorithm can be extended to the non-linear case
by mapping xi into some feature space using a non-linear map Φ and by applying support vector
regression afterwards. Unfortunately, this might be computationally infeasible. However, (2) shows
that f (x) only depends on the dot product of xi and x. Hence, one only needs to know the dot
product between the mappings of xi and x, not the mapping itself. This dot product, 〈Φ (xi) , Φ (x)〉,
corresponds to a kernel function k (xi, x). Hence, f (x) can be expressed as

f (x) =
N

∑
i=1

(αi − α∗i )k (xi, x) + b. (3)

The kernel function k (xi, x) has to satisfy certain conditions, which can be found in [28].

3.2.2. Relevance Vector Machine for Regression

Relevance vector machines (RVM) have been used for forecasts related to lithium-ion batteries,
for instance in [26,29]. This introduction follows them as well as [30]. In this work, a RVM is adopted
for use with load collective data for the first time. Suppose we are given measurements adopted to
use with histograms from the dependent variable y = (y1, . . . , yN) and from inputs x = (x1, . . . , xN).
Their relationship is described by a model f (x) and error ε. This can be expressed by [30]

yi = f (xi) + εi, i = 1, . . . , N. (4)
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The errors εi are assumed to be independent, normally distributed random variables with mean
zero and variance σ2. Hence, the joint probability density function of the errors is given by

p (ε) =
N

∏
i=1
N
(

εi|0, σ2
)

. (5)

The model f (xi) is a linear combination of basis functions φj (xi) [30]. Hence, f (xi) =

∑M
j=1 wjφj (xi) = φ (xi)w, w being a vector of weights and φ (xi) = (φ1 (xi) , . . . , φM (xi)). In matrix

notation, equation (4) can be written as
y = Φw + ε, (6)

where Φ is a matrix containing φ (xi) , i = 1, . . . , N. The aim is to find values for w such that f (x)
generalises well to new data and w is sparse, which means that most elements of w are equal to zero.
Sparsity controls the complexity of the model and avoids overfitting. Furthermore, it is useful if
memory resources are limited as in the case of a battery management system. The training vectors xi,
which are associated with non-zero elements of w, are called relevance vectors. Using the normality
assumption in (5), one can derive the likelihood function [30]

p
(

y|w, σ2
)
= (2π)−

N
2 σ−Nexp

(
−||y−Φw||2

2σ2

)
. (7)

One approach might be to maximize the likelihood with respect to w. However, this can result
in overfitting because the complexity of the model is not controlled [30]. Controlling complexity
means to control the growth of the weights in w. In a bayesian setting, this is done by using a prior
distribution on w [30]. It is specified by p (w|α) = ∏N

i=1N
(

wi|0, α−1
i

)
. αi, i = 1, . . . , N stand for

hyperparameters which have their own prior distribution given by p (α) = ∏N
i=1 Γ (αi|a, b), where a

and b stand for the parameters of the gamma distribution. In addition, there is a prior distribution for
the inverse variance σ−2. In accordance with the literature, we set β := σ−2. Its prior distribution is
specified as p (β) = Γ (β|c, d), where c and d are the parameters of the gamma distribution. Using the
likelihood, the prior distributions and Bayes’ theorem, one can calculate p

(
w|y, α, σ2), as it is done

in [29]. This distribution can be used to compute the predictive distribution p
(
y∗|y, α, σ2) as in [30].

It is given by

p
(

y∗|y, α, σ2
)
=
∫

p
(

y∗|w, σ2
)

p
(

w|y, α, σ2
)

dw. (8)

This results in a normal distribution. Its mean can be seen as the predicted value and its variance
describes the uncertainty of the prediction. A more detailed explanation, especially on how to choose
the values of α and σ2 in (8), is given in [30].

3.3. Incremental Approach for On-Board Implementation

Batch versions of SVR and RVM, which are introduced in the two subsections above, have to be
retrained from scratch whenever a new data point is added to the training set. This is not feasible
for on-board applications, because the whole data set used for batch training would have to be
stored on board. Hence, an incremental approach is used. This incremental approach is based on the
idea of [31] for support vector machines, which was extended to relevance vector machines in [26].
The procedure is the following: whenever a new data point comes in and the last prediction error was
higher than a certain threshold, a new training set is created consisting of the relevance vectors and the
new data point. The relevance vector machine is subsequently retrained using the new training set.
With this approach, the data points from the former training set which were no relevance vectors are
deleted. This leads to low memory requirements, because only the relevance vectors and the new data
point have to be stored. However, one should be aware that potential future relevance vectors are also
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deleted. The procedure for support vector regression is similar, with the only difference being that
support vectors are used instead of relevance vectors.

3.4. Parameter Tuning and Feature Selection

For support vector regression, the hyper-parameters C, ε and a kernel parameter (in our case for a
Gaussian kernel) have to be chosen. For the relevance vector machine, a parameter of the basis function
has to be selected. Furthermore, a feature selection has to be conducted, too. Both tasks are done using
repeated grid-search cross-validation for variable selection and parameter tuning as described in [32].
The feature selection method used in the repeated grid-search cross-validation is the regressional
relief-F algorithm (RRELIEFF) from [33]. The selection of hyper-parameters and variables takes place
in the batch case. They are not changed during incremental learning because of the computational
restrictions of the battery management system.

3.5. Degradation Prognosis Approach

A simple degradation prognosis approach feasible for on-board implementation was already
introduced in [6]. As the future battery operation is not known, one option is to multiply the
already stored values in the load collectives by a factor to achieve a battery load extrapolation.
This extrapolated load collectives serve as the input for an incremental SVM or RVM implemented
on-board, to estimate the capacity value in the near feature. Due to limited computational capabilities
on-board, more sophisticated approaches in modelling load variability especially for machinery [34]
are reserved only for off-board use.

At this point, we introduce a utilization of these methods to extrapolate the described load
collectives of a battery for the first time reported in literature. By examining the 2D-histogram from
Figure 7, it is evident that this discrete distribution has many empty bins in some regions. It is expected
that many of these bins would have counts in them if the battery would operate for a longer time.
An expected, load collective for any desired number of counted DoD-cycles from Figure 7 could
be constructed by randomly placing cycles into the histogram. Each cycle is placed then into the
histogram with the choice of bins weighted by the probability of each bin so that the bins with higher
probabilities have more cycles on average. The probability of each bin is estimated and smoothed
using a kernel density estimator on the data set of the histogram [34]. This data set consists of the
mean of each bin appearing according to the number of data points in the respective bin.

The kernel density estimator for a sample X1, ..., Xn, Xi ∈ R for i = 1, ..., n, is defined as [35]

f̂h (x) =
1

nh

n

∑
i=1

K
(

x− Xi
h

)
where K denotes the kernel function. As in [34], the Epanechnikov kernel function was chosen.
An example for extrapolating the SoC/C-rate 2D-histogram from Figure 7 at 20–30 ◦C and 3.4–3.6 V
for the HV1-profile with this kernel type, is shown on the right side of Figure 8 below.

Furthermore, the variability in histograms can be modelled individually by defining “damage”
regions in the load collective directly as shown with red rectangles in Figure 8 on the left. These regions
can also have a physical background; it is well-known that high loading currents at low temperatures
can have an influence on the ageing due to lithium plating [21] or a high discharging current affects
ageing, too. By choosing different bandwidths for the kernel in certain regions of the load collective,
more variability can be achieved in them resulting in a histogram extrapolation that affects the
ageing most.
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Figure 8. Example of extrapolating load collectives by a certain kernel-type (Epanechnikov).

4. Model Implementation and Usage by Fleet Management System

Finally, after explaining the basics for our battery degradation modelling and prognosis approach,
the model implementation and usage by a fleet management system is introduced in Figure 9.
We distinguish between a model implementation on-board the BMS (arrows at the top) and a
model for off-board usage (bottom arrows), on workstations with installed MATLAB c© software.
The single steps from the battery development cycle of Figure 1 are shown vertically from the left to
the right of the picture. The initial degradation model is firstly built by a batch-modelling process
based on experimental data from life-cycle investigations on single cells, as introduced in Figure 4.
The conversion of time series data from the laboratory is performed by load collectives to obtain the
desired distributions of all battery relevant signals according to Section 3.1. This is performed every
time new data is available in the following product development steps, e.g., during BMS testing or
endurance tests of vehicles. Thus, it is obvious why the circumstance with building load collectives
is indispensable. If diagnostic data from a certain fleet, which is accessible via diagnostic sessions in
dealers’ workshops or via telematic devices i.e., according to [18], the data contains load collectives
with an identical structure as they were used in the batch-modelling process from the beginning;
the developed degradation model can actively support the fleet management in health monitoring
and prognosis.

Furthermore, the initial batch model is iteratively updated by incoming data during further battery
development steps and in this way gathers additional “knowledge” about the different degradation
behaviours from varying operating conditions, e.g., during endurance tests in hot or cold countries.
At the end, when the series production starts, a final batch model is set up which is able to perform
degradation prognosis by our approach from Section 3.5 for each vehicle based on its set of load
collectives or even a whole fleet by e.g., averaging their load collectives. Nevertheless, the batch-model
updates do not stop here. As part of an active fleet management, the batch-model is updated iteratively
by incoming load collectives which may contain further relevant information on battery degradation.
The goal behind this procedure is to identify the ageing impacting factors continuously by performing
an intensive feature selection on the whole data set, reaching from the life-cycle investigation to the
actual point in time. This information is very precious in the planning of life-cycle tests on cells for the
next battery product generation.

In parallel to the batch-model, an incremental variant of the initial model can be implemented into
the BMS during the software implementation phase together with the new “nested” load collectives.
This type of model updates itself incrementally each time a new capacity value is calculated on-board,
which happens often during the development phase e.g., by testing vehicles on the roller test bench.
After that, an already updated incremental model is ready for series production where further
adaptation to the individual degradation of a certain battery takes place. As described in Section 3.5,
this model performs a simple degradation prognosis for the capacity value on-board the vehicle which
is a valuable input for e.g., variable battery operation window.
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Figure 9. Model usage on-board and by a fleet management system respectively, for health monitoring
and degradation prognosis of lithium-ion batteries.

5. Results and Discussion

In the past, a lot of battery health monitoring approaches suffered from the unavailability of
applicable data for validation. Most of the accomplished investigations are based on very uniform tests,
batteries are cycled only at one or a few values of SoC, temperature, and/or DoDs, so that the
obtained approaches are at least not validated for an application in real-world dynamical situations.
As already introduced, for our approach there exists a portfolio of measurements reaching from
life-cycle investigations on lithium-ion cells in laboratory conditions to measurements from endurance
tests on battery level which should guarantee a thorough validation of the developed models.

5.1. Batch Model

The aim of the batch modelling process in the case of a SVR approach is to find a function which
is simultaneously as flat as possible and which approximates the capacity degradation trend the best.
By following the steps from Section 3 and starting with a data set of all available input-output pairs
of a process, e.g., the ageing behaviour of cells in a life cycle investigation, this process results in the
generation of an initial model from Figure 9, which contains only the support vectors. Additionally,
the RVM approach also results in establishing an initial model by considering only the life cycle
investigation data. This model contains the relevance vectors needed for the predictive distribution
function from Equation (8). Figure 10 shows the results of adopting both approaches only on life cycle
data (left graph) and on the same data set, but iteratively updated by measurements from vehicle
durability testing on the right.
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Figure 10. Batch model results validated on data only from life cycle measurements with BoL cells
(left) and on a updated data set by measurements from vehicle durability tests on the (right) graph.

5.2. Incremental Model

This work also introduces an incremental type of the data-driven modelling approaches from
Section 3.2. The initial batch models of SVR and RVM type from Figure 9 are both capable for an
on-board implementation to the BMS which was already shown in [6].

If these initial batch models are only based on data from life cycle investigations without an
on-board incremental update enhancement, the prognosis of the capacity degradation is not satisfactory
when applied to data from vehicle durability tests as the Figure 11 presents. The reason for that could
be a vague duty cycle used in the laboratory investigations which does not represent very well
the variability of a real-world battery utilization. Therefore, the support or relevance-vectors of
the batch model, stored in the BMS, need an incremental update by new incoming input-output
data pairs comprising always a set of load collectives as input and an actual capacity value as the
output of a data point. In doing so, an on-board incrementally updated batch model, either of SVR
or RVM type, is able to track the capacity degradation trend very precisely as Figure 12 illustrates.
In this way, updated data-driven models are in the best position to perform an accurate prognosis
of the capacity degradation at every point in time as they incorporate the “knowledge” about the
degradation behaviour from the life-cycle investigations on.

By considering the model results from Figure 12, it is obvious that both approaches, either the
SVR or the RVM, perform well in terms of tracking the capacity degradation trend when finding new
appropriate support or relevance vectors for the incremental model.
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Figure 11. Results from a SVR and RVM initial batch model from Figure 9 without an incremental
update enhancement on data from vehicle durability tests.



World Electric Vehicle Journal 2018, 9, 39 17 of 20

0 50 100 150 200
70

75

80

85

90

95

100

105

support vector regression

days

ca
p

a
ci

ty
 /

%

cell_605 meas.
cell_607 meas.
cell_608 meas.

est.
est.
est.

0 50 100 150 200
70

75

80

85

90

95

100

105

relevance vector machine

days

ca
p

a
ci

ty
 /

%

cell_605 meas.
cell_607 meas.
cell_608 meas.

est.
est.
est.

Figure 12. Incremental model results when the initial batch model is updated iteratively on the same
data set containing cells of different SoH.

However, the RVM has one crucial advantage over the SVR—its model output also provides a
probability distribution for the predicted capacity values. This confidence interval contains with 95%
probability the true capacity value. Therefore, for further validation, this model type is taken into close
consideration.

5.3. On-Board and Fleet Management Prognosis Results

Finally, the prognosis capability of the on-board approach as well as of the fleet management
system can be validated on battery data from durability tests of Figure 5. Until now, this data is
unseen by the two model approaches, neither by the final RVM batch model from Figure 9 nor the
incremental RVM model type, and therefore, represents a future real use case together with the series
production start. For clarity, only two cells from a batch of 70 cells were chosen randomly for validation
purposes. The prognosis results for the incremental model type are depicted on the left of the Figure 13.

By starting with a quite wrong estimated capacity for both “vehicles”, it can be noticed that the
incremental model adapts itself to the degradation trend more and more by hitting it after 100 days of
battery utilization. At this point, a first capacity prognosis for the next slightly more than 50 days can be
started by generating input data for the incremental RVM through repeating the very last available set
of load collectives from the BMS memory multiple times. This results for both “vehicles” in a predicted
capacity degradation, which is pretty close to the measured capacity trend. It is remarkable that,
straight after the second incremental update, all the measured capacity values lie inside the confidence
interval which should in fact contain the true capacity value with a 95% probability.

The prognosis results of the fleet management system are presented on the right of Figure 13.
For the first 100 days, the incremental model update is performed on-board and this model,
together with all load collectives of this period, are available for the fleet management system according
to Figure 9. Now, the received load collectives can be extrapolated by adopting the kernel method
from Section 3.5. For that, the load collective counts present on the 100th day can be treated as a whole
during extrapolation, resulting in a 100-day long prognosis window whereas a higher resolution for
the capacity degradation trend would be preferred. Therefore, the load collective counts are divided
into smaller “slices” for extrapolation, resulting in the shown trend of Figure 13. Although the cycling
was stopped at 150 days, the prognosis interval was extended up to 300 days to demonstrate the impact
of the chosen Epanechnikov kernel. The predicted fast capacity degradation is probably realistic if the
cycling has continued and by considering the capacity decay in Figure 4. The rather wide confidence
intervals should be investigated more in detail in future work.
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Figure 13. RVM prognosis results from the on-board approach on the left graph and from the fleet
management system, respectively, for a longer time period on the right.

6. Conclusions

A novel data-driven battery health monitoring algorithm for usage in fleet management systems
was developed. It allows the regression function to adapt to the individual ageing behaviour of
the battery. This leads to accurate predictions for the two investigated approaches, the support
vector regression and the relevance vector regression. By providing a probability distribution for the
predicted vaules, the relevance vector regression has an advantage over the support vector regression
as the confidence intervals can be obtained to consider the prediction uncertainty. Since only the
respective support relevance vectors have to be stored and not the full training data set, the algorithm
has low memory requirements. Another advantage of the algorithm is the possibility of long-term
predictions by using extrapolated load collectives by kernel density estimation. In the data under
consideration this led to realistic predictions.
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Abbreviations

The following abbreviations are used in this manuscript:

SoH state of health
OEM original equipment manufacturer
ECM equivalent circuit model
P2D pseudo-two-dimensional
PDE partial differential equation
SPM single particle model
SoC state of charge
BMS battery management system
EIS electrochemical impedance spectroscopy
(H)EV (hybrid) electric vehicle
NCA nickel-cobalt-aluminium
CCCV constant current constant voltage
EoL end of life
SEI solid electrolyte interphase
CAN controller area network
HiL hardware in the loop
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DoD depth of discharge
SVR support vector regression
RVM relevance vector machines
RRELIEFF regressional relief-F
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