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Abstract

:

Previous studies have pointed out that Industry-University-Research Institution (IUR) collaborative innovation is an important means to ensure the sustainable development of regional innovation, and there may be spillover effects among different regional innovation systems. However, the impact of regional spatial correlation and IUR collaborative innovation synergy degree on regional innovation performance is not that clear. Based on the panel data of 31 regions in China from 2006 to 2015, we construct static and dynamic spatial econometrics models to analysis the relationships among regional innovation performance, IUR collaborative innovation and spatial correlation. The research results show that there are significant positive spillover effects among different regions, indicating that the dynamic flows of innovation elements among regions is conducive to improve the regional innovation performance. In addition, IUR collaboration innovation also has a positive impact on regional innovation performance: the current period of IUR synergy degree has a negative impact, while the lagged one has a positive impact. It means that it will take a while for IUR collaborative innovation to be effective and it will have far-reaching contributions to long-term improvements rather than short-term benefits in social development. The results are significant for both static and dynamic spatial econometrics models. The conclusions of this paper have important policy significance to fully understand the coordination of innovative elements and promote the sustainable development of regional innovation systems.
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1. Introduction


There has been a lot of research discussing the importance of knowledge-based innovations, which will always occur when universities, industries and government Research & Development (R&D) institutions interact to find a solution for common problems. With the determination of China’s Innovation Driven Development Strategy, Industry- University- Research Institution (IUR) collaborative innovation has increasingly become the hot spot of concern in China. In addition, the Chinese State Council promulgated a guideline in 2013 named ‘The Guideline on Strengthening the Core Status of Enterprise Technology Innovation and Improve Enterprise Innovation Ability Comprehensively’ [1], which committed to build a market-oriented IUR collaborative innovation system and encourage enterprises becoming core subjects of technological innovation. IUR collaborative innovation is an effective way to combine the resources of industries, universities and research institutions. However, how to coordinate tripartite resources effectively and improve the efficiency of collaborative innovation system are problems that deserve attention.



As an important part of a whole national innovation system—regional innovation system, the organization and coordination of regional innovation elements can be considered from two aspects. One is the use of the resources within the regional innovation systems, including the cooperation of government, industries, universities and research institutions, which we call IUR collaborative innovation. The other is innovation elements flows, including R&D personnel flows and capital flows, among different regions, which reflects the spatial correlation of innovation activities, and we call them spatial correlations. Previous studies have pointed out that IUR collaborative innovation is an important means to ensure the sustainable development of regional innovation and there may be spillover effects among different regional innovation systems. However, the impact of regional spatial correlation and IUR collaborative innovation synergy degree on regional innovation performance is not that clear.



Thus, an analysis of the effects of IUR collaborative innovation synergy degree on regional innovation performance that consider regional spatial correlation is imperative. The research results provide useful policy references for government authorities to improve regional innovation performance. Compared with the previous studies, the contributions of this paper may be mainly reflected in the following three aspects: firstly, we analyze the relationships among the various subjects within a regional innovation system, trying to explain the ‘black box’ of regional innovation systems; secondly, we quantitatively measure the synergy degree of IUR collaborative innovation systems and empirically analyze the impact of IUR collaborative innovation synergy degree on regional innovation performance; and, thirdly, we take the inter-regional spatial spillover effects into account, and systematically examine the spatial correlation of regional innovation performance. In this paper, we will bring IUR collaborative innovation and spatial correlation into a unified analytical framework and analyze their influences on regional innovation performance.



The remainder of this paper is structured as follows: the second part reviews the literature in related fields; the third part introduces the measure methods of indices used in the spatial econometric model, including regional innovation performance, collaborative innovation of IUR and spatial correlation matrix; the fourth part builds the spatial econometric model; the fifth part contains empirical analysis results and discussions; and the sixth part gives the conclusions and policy recommendations.




2. Literature Review


2.1. IUR Interaction and Collaborative Innovation


With the advantages of IUR collaborative innovation becoming increasingly significant, more and more scholars are committed to studying the IUR collaborative innovation and have obtained many achievements. Bonaccorsi & Piccaluga integrate previous research findings and set up a theoretical framework of IUR collaborative innovation process from the angle of subjects’ motivation- expectations and divided the innovation process into four stages, including: (a) perceived importance of the relationship; (b) information exchange; (c) conflict resolution procedures; and (d) expected rewards, which lay a solid theoretical basis for many of following the studies [2]. The study of Bonaccorsi & Piccaluga focused more on subjective feelings than real R&D outputs, which is difficult for empirical research. Subsequent scholars build theory from the real inputs and outputs of IUR collaborative innovation processes, which is more objective as it can be counted scientifically [2]. Perkman et al. divide the IUR collaborative innovation process into four stages by building a success map, which includes inputs before IUR cooperation, IUR cooperation innovation activities, IUR cooperation outputs and impacts after IUR cooperation [3]. There are many scholars who believe that the influence after IUR cooperation innovation is the most important, just like the effect of the commercialization phase. The real input and output indicators during cooperation innovation activities reflect the IUR collaborative innovation achievement, but these results are meaningless if they do not improve enterprises’ production capacity or competitiveness. In other words, the late-output stage is also an important index of IUR collaborative innovation [4,5].



There are a number of papers studying the mediators of IUR interaction. Former studies indicate that the existence of technology transfer department/office is important for transferring IUR collaborative innovation achievements and promoting collaborative innovation performance of IUR [6,7,8]. The establishment of technology transfer departments can decrease the distance among IUR innovation objects and play significant roles in the IUR collaborative innovation process: on one hand, they can promote the transfer of knowledge and technology to industries; and on the other hand, they can also protect and license the intellectual property rights of academic institutions [9,10].



It can be seen that there is much literature focusing on the factors that influence the IUR collaborative innovation performance, but rarely involving the analysis of the relationship between IUR collaborative innovation and regional innovation performance; and much discussion on the mechanism of IUR collaborative innovation, but rarely quantitative measurement of the IUR collaborative innovation synergy degree nor empirical analysis of the impact of synergy degree on regional innovation performance. However, considering each region as a subsystem of the whole national innovation system, IUR collaborative innovation is an important manifestation of the interrelationship among the main elements within the subsystem and the spatial correlation reflecting the connection between sub-systems. How to promote an effective cooperation between IUR, and the relationship between IUR collaboration innovation and regional innovation performance is an important issue worthy of further study.




2.2. Regional Innovation Performance and Absorptive Capacity


Due to national innovation development needs, many regions in China have increased their investment in R&D innovation, and have also raised attention in academic circles of the importance of improving the regional innovation performance [11,12,13]. Some scholars have carried on discussions about how to improve the efficiency of innovation resources utilization and reduce redundancy by analyzing the data at provincial level. There is a widespread belief that regional technology innovation is a complicated system, which is not only influenced by internal-system factors but also external-system factors.



As for the internal-system factors that influence regional technology innovation performance, some scholars find that regional innovation performance has strong sensitivity to innovation environment, including creation ability for mining new science and technology, human capital and social capital [14,15,16]. Different government policies or social systems also have important impacts on regional innovation performance [17,18]. Enterprises, universities and research institutions that have closer geographical location or more similar profession can research jointly, which will also improve the regional innovation performance [19,20].



The regional absorptive capacity has been discussed by many scholars as well. Many scholars agree that differences in regional absorptive capacity may lead to different diffusion process of technology innovation [21,22,23,24]. Jung & López-Bazo use a sample of 215 European regions confirm the importance of regional absorptive capacities, which is directly related to the spillover effects of technology [25]. Escribano et al. draw the conclusion from firm level data that firms with higher level absorptive capacities can manage external knowledge flows more efficiently and stimulate more innovative outcomes [26]. In addition, they find that absorptive capacity is indeed an important sources of competitive advantage, especially in sectors characterized by turbulent knowledge and strong intellectual property rights protection. Miguelez & Moreno use an unbalances panel of 274 regions over 8 years to estimate a regional knowledge production function with fixed-effects, they assess absorptive capacity critically adds a premium to tap into remote knowledge pools convey by mobility and networks [27].




2.3. Spatial Correlation and Spatial Econometrics


The effect factors from ‘external-system’ mainly refer to the spatial correlation caused by the flows of R&D elements among different regional systems [28,29]. There is a general belief that regional innovation performance of the Eastern region of China is higher than that of the Midwestern and has a gradually narrowing trend [30]. Some scholars use Moran Index to analyze why the differences of regional innovation performance exist, and draw the conclusion that there are obvious regional spatial correlations [29,31,32]. Through the spatial econometric analysis of collaborative innovation, spatial correlation and regional innovation performance, Bai and Jiang came to the conclusion that the higher innovation cooperation synergy degree of government, enterprises, universities and research institutions, the more regional innovation performance improvement, and the flows of innovation elements among regions will lead to knowledge spillover, which will eventually promote the regional innovation performance [33]. In addition, there are many researches discussing about the measuring methods of regional innovation performance. Among them, there are two mainstream methods—the parametric and the nonparametric method. The former is represented by stochastic frontier analysis method (SFA) and the latter is represented by data envelopment analysis method (DEA). So far, most scholars use the data envelopment analysis method, and we will introduce the basic thought of DEA in following chapters.



The concept of spatial econometrics was put forward by Paelinck and Klaassen for the first time [34], after that, Anselin continued to expand and formed a relatively complete framework of it [35]. Anselin pointed out that ‘almost all of the spatial data have spatial dependence characteristics’ [36], independent spatial data is not common in real life [37]. A spatial econometric model was used to analyze sectional data of spatial data initially, and then be extended to a spatial econometric model of static panel data, whose advantage is making full use of data and improving accuracy of the model; although it is still likely to ignore the continuity and dynamic of data on time features. In this paper, we use the spatial econometric model of panel data, which is better to deal with the innovation problem, for its continuousness. There have been some applications of the spatial econometric model in the field of innovation [29,38], although most use the social and economic characteristics or geographical characteristics of regions to measure the spatial correlations, which ignore the regional spatial correlation affected by the flows of R&D elements among different regions.





3. Model Construction and Measure Methods


In the empirical analysis section, we analyze the panel data of 31 regions in China from 2006 to 2015, which removes Taiwan, Hong Kong and Macau because of different statistical calibers. The data is collected from China Science & Technology Statistics Yearbook, China Statistical Yearbook and statistical yearbook of provinces. In the following subsections, we construct the spatial econometric model and introduce the measures of three indices used in the model, including regional innovation performance, IUR collaborative synergy degree and spatial correlation.



3.1. The Construction of Spatial Econometric Model


The main characteristics of the spatial econometric model is fully considering the spatial dependence of different regions, which joined the location information and R&D elements flows information. The spatial econometric model can be divided into two forms, one is the spatial autocorrelation model (SAR), and the other is spatial error model (SEM). The former model can be understood as closer regions have similar variable values: if the high value and high value are gathered together, it is called positive spatial correlation; if the high value and low value are gathered together, it is called negative spatial correlation. The latter model can be used when the space model error terms are related.



Referring to the model of Bai & Jiang [33], we set up the spatial autocorrelation model (SAR) as shown below:


   θ  i t   = α + ρ W  θ  i t   +  β 1  G  R  i t   +  β 2  I  R  i t   +  β 3  G  U  i t   +  β 4  I  U  i t   +   ∑  k   x  k i t    δ k  +  μ  i t    



(1)







Among them,    θ  i t       represents the regional innovation performance of region i at time t, W represents the spatial weight matrix,   W  θ  i t     represents the spatial correlated provinces’ spatial weighted autocorrelation variables of innovation performance,   ρ     represents regression coefficient of spatial autocorrelation, GU, GR, IU and IR represent the collaborative degree of government and universities, government and research institutions, enterprises and universities, enterprises and research institutions respectively, and  β  is the coefficient of them,   x     represent five control variables, including regional scale (POP), economic development level (GDPP), R&D personnel inputs (RDP), R&D capital inputs (RDC) and application number of patents (Pat).



As can be seen from the Formula (1) that regional innovation performance is not only influenced by local innovation behaviors, but also influenced by innovation behaviors of other relevant regions. If the coefficient  ρ  is positive, indicating that innovation behaviors of other relevant regions have positive influence on regional innovation performance, and vice versa.



We set up the spatial error model (SEM) as shown below:


       θ  i t   = α +  β 1  G  R  i t   +  β 2  I  R  i t   +  β 3  G  U  i t   +  β 4  I  U  i t   +  Σ k   x  k i t    δ k  +  μ  i t          μ  i t   = τ W  μ  i t   +  ε  i t        



(2)







Among them, space error coefficient  τ  measures the dependence of random error, which means that other regions’ spatial correlation error of innovation performance has effects on local innovation performance.  ε  is the random error term, and other variables are defined in accordance with Formula (1).



In addition, innovation production is a continuous process, which means that the accumulation of previous innovations and output performance are likely to have an impact on current innovation performance. What’s more, although we have controlled some of the variables that affect regional innovation performance, it is quite possible to miss some important variables that will also affect the results. For these reasons, we introduce the one lagged period of explained variable as an explanatory variable and establish a dynamic spatial panel model, which is shown as below:


         θ  i t   = α + L .  θ  i t   + ρ W  θ  i t   +  β 1  G  R  i t   +  β 2  I  R  i t   +  β 3  G  U  i t   +  β 4  I  U  i t   +    ∑  k    x  k i t    δ k  +  μ  i t          θ  i t   = α + L .  θ  i t   +  β 1  G  R  i t   +  β 2  I  R  i t   +  β 3  G  U  i t   +  β 4  I  U  i t   +  Σ k   x  k i t    δ k  +  μ  i t        



(3)








    μ  i t   = τ W  μ  i t   +  ε  i t     



(4)





Among them,   L .  θ  i t     is the one lagged period of    θ  i t    , which is used to control the endogeneity of the explained variable. Other variables are defined in accordance with above.



How to choose one model over the two above is based on the Lagrange Multiplier Test or Robust Lagrange Multiplier Test, which will calculate four statistics including LM—SAR and LM—error, robust LM—SAR and robust LM—error. First compare LM—SAR and LM—error and choose the significant one; if both of them are significant, then compare robust LM—SAR and robust LM—error and adopt the more significant one.




3.2. The Measure of Regional Innovation Performance


Regional innovation performance is a relative indicator to measure the relationships between regional R&D inputs and outputs, which is high when inputs are less and outputs are higher. There are two aspects we should mainly consider, measure indicators and the method of measurement, when measuring regional innovation performance. Scholars generally choose R&D personnel and R&D capital stock to evaluate the regional R&D input. When it comes to regional output indicators, some scholars choose patent application quantity to measure it. The advantage of patent data is that it covers the basic information about technology and invention and is easy to get and compare, because of the national patent authorization system. However, the disadvantages of it are obvious that it cannot measure the quality or commercialization level of innovation results. There are some other scholars use new product sales as a measure of R&D output, which can easily reflect the quality and commercial level of innovation products but ignore the technology creation process. In view of these above, we select R&D personnel and R&D capital stock to evaluate the regional R&D inputs, patent application quantity and new product sales to weight regional R&D outputs.



There are two mainstream methods—the parametric and the nonparametric method—to measure regional innovation performance. The parametric method is represented by Stochastic Frontier Analysis, which can clearly show the production process, while the downside of it is that we need to set the production function in advance. If the production function is set wrong, there will be great deviations of calculation results. The nonparametric method is represented by Data Envelopment Analysis (DEA), using linear programming method to measure the efficiency by keeping the input and output of decision-making unit unchanged, which can handle the problem of multiple inputs and outputs and does not need to set production function in advance. Considering the factors above, we chose the DEA method to measure regional innovation performance.




3.3. The Measure of Synergy Degree of IUR Collaborative Innovation System


Synergy degree of IUR collaborative innovation system is embodied in various aspects, such as R&D capital flows, R&D personnel flows, and the flow of knowledge, and so on. The flow of R&D capital can be divided into two aspects. One is the direct flows of capital among IUR, including flows of R&D capital between industries and universities and flows of R&D capital between industries and research institutions, while the cooperation between universities and research institutions mainly refers to the flow of knowledge; a small amount of R&D capital flows between universities and research institutions, and is not involved in the statistical yearbook, so we do not take this kind of relationship into our consideration [33]. The other one is the indirect flows of capital among them, including government and other supports institutions for scientific research of IUR, including flows of R&D capital between government and universities and flows of R&D capital between government and research institutions. In conclusion, we use the four indicators to measure synergy degree of the IUR collaborative innovation system, including industry R&D capital accounting for the proportion of R&D funds in universities and research institutes, and government capital accounting for the proportion of R&D funds in universities and research institutions.




3.4. The Measurement of Spatial Correlation


In this paper, spatial correlation mainly refers to the innovation elements flows among different regional innovation systems, which we use the gravity model to measure. The gravity model is extended from the physics of Newton’s law of universal gravitation, whose connotation mainly refers to the force between two objects, which is positively related to the quality of them and negatively related to the distance between them. The gravity model has been widely used in international trade flow measurement, population migration, and transnational investment and other fields, and has been interpreted from a microcosmic perspective as well [39,40,41]. We apply this model to analysis of the spatial correlation by constructing the corresponding spatial correlation matrix, which measures the R&D personnel flows and R&D capital flows among regional innovation systems.



The simplified form of the gravity model is as shown below:


     T  i j   = K  M i   M j  /  D  i j   .  



(5)







Among them,    T  i j     represents the spatial correlation degree between region i and region j, K represents a constant, which usually values as one,    M i    and    M j    usually represent a certain scale of region i and region j, such as population quantity or economic quantity,    D  i j     represents the distance between two regions.



In this paper, we use gravity model to measure spatial correlation of R&D personnel flows which can be represented as follows:


    T  P  i j   = K  P i   P j  /  D  i j    



(6)







Among them,   T  P  i j     represents the spatial correlation of R&D personnel flows between region i and region j, K represents a constant, and we value as one,      D  i j     represents the distance between two provincial capitals, which we calculate through the 1:4,000,000 electronic map provided by national geographic information system website, using Geoda095i Software.



Thus we can use the spatial correlation matrix form to define R&D personnel flows degree between two regions as follows:


  W =  ω  i j   =  {        T  P  i j     ,   i ≠ j           0   ,   i = j        



(7)







Among them,    ω  i j     represents an element of the spatial correlation matrix of R&D personnel. And the spatial correlation matrix of R&D capital flows can also be calculated according to the formula above, which only need to replace the R&D personnel flows with R&D capital flows.





4. Descriptive Analysis and Data Test


4.1. Descriptive Analysis of Key Indicators


4.1.1. Descriptive Analysis of Regional Innovation Performance


We use the DEA method and the indicators of inputs and outputs mentioned above to calculate the regional innovation performance. The results are shown in Figure 1, from which we can see that the regional innovation performance of the four provinces are the highest including Shanghai, Jiangsu, Zhejiang and Xizang. Among them, Jiangsu, Zhejiang and Shanghai are all high-input and high-output provinces, while Tibet is a low-input and low-output province. In Jiangsu, for example, R&D internal expenditure in 2015 was 180 billion RMB and new product sales was as much as 24,463 billion. It is worth noting that Beijing’s innovation performance level is 0.27, which is different from our expectation, with R&D internal expenditure of 138 billion RMB and new product sales of as little as 356 billion RMB in 2015. The main reason for this phenomenon is that Beijing, as the capital of China, has many scientific research institutions and researchers gathered here that have led to a high internal expenditure, while the new product sales was not as high as R&D expenditure. We can see from the whole map that the regional innovation performance in the Southern regions of China is generally higher than that of the Northern regions and there is a clustering effect, which makes us pay attention to the spatial correlation of different regional innovation systems, which we will introduce in the following part.




4.1.2. Descriptive Analysis of Synergy Degree


Figure 2, Figure 3, Figure 4 and Figure 5 are the distribution maps of the proportion of industry capitals in total research funding of research institutions, the proportion of government capitals in total research funding of research institutions, the proportion of industry capitals in total research funding of universities and the proportion of government capitals in total research funding of universities separately. From the figures we can see that the regions with relatively high proportion of government research funding are concentrated in Northwest and Southwest China, while the regions with higher proportions of industry research funding are generally concentrated in Central and Eastern China and the southeast coastal areas. In 2015, the top three regions of the proportion of government capitals in both universities and research institutions are the Tibet Autonomous Region, Ningxia Autonomous Region and Hainan Province. And the top three regions of the proportion of government capitals are Liaoning Province, Sichuan Province and Hunan Province. In the process of data processing, we found that government capitals and industry capitals are the main sources of research funding for both universities and research institutions. More than 90% of the total R&D capitals in universities come from government and industry, while the proportion of research funds coming from markets and financial institutions is very low, which indicates that China’s scientific research innovation system has not formed a market-oriented, mature financing system yet.





4.2. Spatial Correlation Test and Unit Root Test


To ensure the effectiveness of spatial econometric models, we test the spatial correlation of the data first, which generally includes Moran’s Index Test, Geary’s C Test and the Moran scatterplot test. The value of Moran’s Index generally ranges from −1 to 1. When the index is greater than 0, it means that there is a positive correlation between the spatial units. Similarly, when the index is less than 0, it means that the spatial units are negatively correlated; and when the index is equal to 0, it means that there is no spatial correlation. On the other side, Geary’s C ranges from 0 to 2, when the value greater than one means there is a negative correlation between the spatial units, less than one means positive correlation, and equal to one means no spatial correlation.



Table 1 shows the results of Moran’s Index and Geary’s C of regional innovation performance. As can be seen in Table 1, the Moran’s Index of regional innovation performance in all 31 regions in China is above zero, indicating that there is a positive correlation among regions and the positive correlation level is increasing. From the results of significance test, the Moran’s Index of regional innovation performance is significant except in 2006, and since 2008, Moran’s Index has passed the significance test of 1% level. The results of Geary’s C and Moran’s Index are roughly the same as Moran’s Index. In general, the regional innovation performance of China’s 31 regions shows a significant positive spatial correlation.



Moran scatterplots can show the spatial correlation in all regions more directly. The Moran scatterplot is divided into four quadrants by the horizontal and vertical axes and represents the four kinds of spatial correlations respectively. The first quadrant indcates that the high value observations are surrounded by high value ones. Similarly, the third quadrant indicates the values are also low in the vicinity of the low observed value neighboring areas. And the second quadrant and fourth quadrant indicate that the low-level region is surrounded by the high-value areas and the high-value one is surrounded by the low-value ones, respectively. Due to space limitations, we only list the Moran scatter plots in 2006 and 2015, as shown in Figure 6 and Figure 7. Figure 6 and Figure 7 show that there is a clear positive spatial correlation of innovation performance among the regions which locate in the first quadrant and the third, and the regions with the same high or low regional innovation performance are more likely to gather together.



The results of the spatial correlation test above show that there is a significant positive spatial correlation of regional innovation performance in China. And the results may be biased if we use traditional econometric methods for analysis. Therefore, the spatial econometric model is a better choice to deal with the data which has spatial correlations.



In addition, the panel data needs to be tested for stationarity (unit root test) before the model is estimated. In panel data, when the number of cross-section units is greater than the number of periods, the stationarity of the data will be affected. Unit root test is used before time series modeling or panel data modeling to determine that there is no unit root process in the data. If there are unit roots in the data, that is, the data do not pass the unit root test, it indicates that a pseudo regression may occur during the modeling. If the data is not stable, it will lead to deviation of the estimation results. For this reason, we use the unit root test of LLC (Levin, Lin and Chu) [42] to analyze the stationarity of the data.



As we can see from Table 2, all of the indicators used in this paper have passed the unit root test; it means that the data is suitable for panel data modeling and that there are no spurious regression problems in the model. The ‘stable’ in Table 2 means that the data have passed the unit root test, that is, the data can be used for spatial econometric model of panel data. In the next part, we will analyze the spatial econometric model from static aspect and dynamic aspect respectively.





5. Results and Discussion


5.1. The Results of Static Panel Data Spatial Econometric Model


Due to the possibility of endogeneity in the spatial econometric model, we use the spatial panel maximum likelihood estimation method (MLE) instead of using the ordinary least-squares estimation method according to Anselin and Elhorst [36,43]. The software we use is stata12.0. Based on the model choice principle of Anselin et al. [44] and the results of Hausman test, the Spatial Autocorrelation Model (SAR) of fixed effect (FE) is selected as the final report result. In addition, considering the influence of collaborative innovation may be lagging, we add both the current and lagged variables of collaborative innovation among IUR into the model. Moreover, in order to ensure the robustness of the estimation method, we also use the GMM (Generalized Method of Moments) method to estimate the model and compare it with the MLE estimation results. At the same time, in order to ensure the robustness of the model index, this paper constructs two kinds of spatial weight matrix, one is R&D Capital Weight Matrix and the other is R&D Personnel Weight Matrix. In summary, the static panel space measurement model results are shown in the following Table 3.



It can be seen from the table above that the estimation results of the GMM method are basically the same as those of the MLE method, and the estimation results of the R&D Capital Weight Matrix and R&D Personnel Weight Matrix are basically the same, which mean that estimation methods and index selection in the model are robust. The following article analyzes the fixed-effect SAR model results estimated by MLE. The spatial autocorrelation coefficients of R&D Capital Weight Matrix and R&D Personnel Weight Matrix are 0.0002 and 0.0003, respectively, and pass the test at the significance level of 1%. As mentioned above, the innovative elements of R&D personnel and R&D capital contain a great deal of knowledge and information about technological innovation. The dynamic flow between the regional innovation systems facilitates the dissemination and application of knowledge information, which in turn promotes inter-regional knowledge spillover effect. In addition, the dynamic flow of innovation elements such as R&D personnel and R&D capital can also improve the scale of regional innovation systems and optimize the allocation efficiency of elements, which all contribute to the improvement of regional innovation performance. The reason for the value of  ρ  being very close to zero is that  ρ  is the regression coefficient of regional innovation performance     θ  , which is measured by DEA method and ranges from 0 to 1. So the coefficient of  θ  is generally small, while the size of     ρ     has no effect on the significance of it. The relationship of regional innovation performance among different regions as well as the relationship between regional innovation performance and its one period lagging variables are significantly related.



We can see from the four indicators which characterize the synergy of IUR that the current period of government funding and industry funding to universities or research institutes have a negative impact on regional innovation performance. However, the lagged period has a significant positive impact, which indicates that collaborative innovation in IUR is a long process. The cooperation of IUR takes a great deal of time for each part to determine the coordination goal, coordinate resources, and ultimately achieve the innovation goals. However, the current funding of government and industry often cannot directly produce innovation performance, which will have a negative impact on regional innovation performance. On the other hand, industries often prefer to support those scientific research projects with short cycles, low risk and quick returns. They hope to see the benefits in the short term, which lead to innovation cooperation lack of depth and durability and have a negative impact on the overall regional innovation performance. Among several control variables, the coefficients of lnGDPP, lnPOP and lnPat are all significantly positive, which shows improvement of regional economic and development level are all conducive to promoting regional innovation performance.




5.2. The Results of Dynamic Panel Data Spatial Econometric Model


We use a dynamic spatial econometric model to control the endogeneity of the explained variable, and estimate the models in Formulas (3) and (4). The results of the dynamic panel data spatial econometric model are shown in Table 4. From the table below we can see that the lagged period of the explained variables all passed the significance test, indicating that there are indeed accumulation effects and inertia effects in innovation production. Previous scientific and technological activities would have an impact on the innovation performance in the current period. The effect of synergy of IUR on regional innovation performance is basically consistent with the results of the static panel model. The co-innovation variables of the current period will have a negative impact on the regional innovation performance, while the lagged one of the co-innovation variables will have a positive impact on the regional innovation performance. These conclusions are consistent with the previous analysis, indicating that the use of dynamic spatial panel econometric model, adding the lagged term of the explanatory variables does not change the conclusion of static panel model, and the results of the model are robust.





6. Conclusions and Recommendations


Based on the panel data of 31 provinces in China from 2006 to 2015, we use spatial econometrics models to analyze the relationships among regional innovation performance, IUR collaborative innovation and spatial correlation by measuring regional innovation performance, constructing R&D Personnel Weight Matrix and R&D Capital Weight Matrix and the synergy index of IUR cooperation. The main findings are as follows:



In terms of policies, firstly, encouraging the government to further increase government investment in R&D innovation and give full play to its guiding role will help promote regional innovation performance. Secondly, strengthening the construction of a collaborative innovation platform for IUR, improving the institutional environment for collaborative innovation, fully mobilizing the enthusiasm of all innovation subjects in participating in collaborative innovation, and giving full play to their respective advantages, will also help enhance the improvement of regional innovation performance. Thirdly, through the establishment of a diversified and competitive financial intermediation system, the functions of R&D resources allocation of financial institutions should be further optimized so as to make them more integrated into the collaborative innovation system and provide more opportunities for industries and research institutions.



Both the coefficients of R&D Personnel Weight Matrix and R&D Capital Weight Matrix are significantly positive, which means that there is a spatial spillover effect and a significant spatial positive correlation among different regions. To a certain extent, this shows that the flow of R&D personnel and R&D capital among different regions can help to promote the spillover effect of regional innovation performance. This conclusion shows that further strengthening the decisive role of the market in the allocation of resources, breaking down institutional barriers to the flow of innovative elements such as R&D personnel and R&D capital, and striving to create an external environment conducive to the flow of innovative elements will improve overall regional innovation performance. In addition, to further improve the benefits and working conditions of R&D personnel and to broaden the investment channels of R&D capital will help the region to attract more R&D personnel and R&D capital so as to expand its production scale, improve its structure and promote the development of regional innovation activities.
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Figure 1. The results of the regional innovation performance. 
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Figure 2. The proportion of industry capital in total funding of research institutions. 
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Figure 3. The proportion of government capital in total funding of research institutions. 
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Figure 4. The proportion of industry capital in total funding of universities. 
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Figure 5. The proportion of government capital in total funding of universities. 
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Figure 6. The moran scatterplot of regional innovation performance in 2006. 
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Figure 7. The moran scatterplot of regional innovation performance in 2015. 
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Table 1. The results of Moran’s Index and Geary’s C.
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	Year
	2006
	2007
	2008
	2009
	2010
	2011
	2012
	2013
	2014
	2015





	Moran’s I
	0.09
	0.14 **
	0.11 *
	0.15 **
	0.28 ***
	0.21 ***
	0.28 ***
	0.29 ***
	0.29 ***
	0.29 ***



	Geary’s C
	0.67 **
	0.68 **
	0.74 *
	1.03
	0.83
	0.82
	0.78
	0.73 **
	0.76 *
	0.78 *







Notes: ***, **, * denote significance at the 1%, 5%, 10% level; the same applies below.













[image: Table] 





Table 2. The results of unit root test.
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	Variables
	  ρ  
	lnGDPP
	lnPOP
	lnRDP
	lnRDC
	lnPat
	GR
	IR
	GU
	IU





	t-value
	−15.69
	−7.03
	−8.69
	−14.14
	−9.88
	−10.10
	−9.75
	−14.10
	−9.06
	−10.46



	p > t
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00



	Results
	Stable
	Stable
	Stable
	Stable
	Stable
	Stable
	Stable
	Stable
	Stable
	Stable
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Table 3. The results of static panel data spatial econometric model.
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Variables

	
R&D Capital Weight Matrix

	
R&D Personnel Weight Matrix




	
MLE-SAR

	
MLE-SAR-FE

	
GMM

	
MLE-SAR

	
MLE-SAR-FE

	
GMM






	
  ρ  

	
0.0003 *** (0.0000)

	
0.0003 *** (0.0000)

	
-

	
0.0002 *** (0.000)

	
0.0002 *** (0.0000)

	
-




	
GR

	
−0.1659 *** (0.0634)

	
−0.1438 * (0.0774)

	
−0.1426 * (0.0794)

	
−0.1342 ** (0.0598)

	
−0.0938 (0.0728)

	
−0.1577 ** (0.0800)




	
L.GR

	

	
0.0173 (0.0800)

	
−0.0541 (0.0830)

	
-

	
−0.0188 (0.0751)

	
−0.0338 (0.0839)




	
IR

	
−0.1180 (0.1518)

	
−0.3224 ** (0.1644)

	
−0.3752 ** (0.1745)

	
−0.1575 (0.1424)

	
−0.3505 ** (0.1536)

	
−0.3723 ** (0.1745)




	
L.IR

	
-

	
0.4672 *** (0.1701)

	
0.3360 * (0.1763)

	
-

	
0.4173 *** (0.1590)

	
0.4382 ** (0.1777)




	
GU

	
−0.1669 (0.1375)

	
−0.1421 (0.1538)

	
0.0931 (0.1600)

	
−0.0762 (0.1265)

	
−0.0765 (0.1429)

	
0.0961 (0.1585)




	
L.GU

	
-

	
−0.0362 (0.1602)

	
0.1242 (0.1608)

	
-

	
0.0088 (0.1487)

	
0.1165 (0.1593)




	
IU

	
−0.1099 (0.1310)

	
−0.2183 (0.1587)

	
0.0230 (0.1678)

	
0.0179 (0.1212)

	
−0.1314 (0.1483)

	
0.0057 (0.1698)




	
L.IU

	
-

	
0.1407 (0.1648)

	
0.3333 ** (0.1652)

	
-

	
0.2096 (0.1528)

	
0.3520 ** (0.1652)




	
lnGDPP

	
0.1854 *** (0.06312)

	
0.1946 *** (0.0624)

	
0.1897 *** (0.0731)

	
0.1276 *** (0.0590)

	
0.1429 *** (0.0581)

	
0.2055 *** (0.0739)




	
lnPOP

	
0.1216 *** (0.0456)

	
0.1202 *** (0.0447)

	
−0.0237 *** (0.0492)

	
0.0514 (0.0390)

	
0.0526 (0.0383)

	
−0.0162 (0.0500)




	
lnRDP

	
−0.1873 *** (0.0585)

	
−0.1765 *** (0.0584)

	
−0.1473 *** (0.0616)

	
−0.2741 *** (0.0568)

	
−0.2698 *** (0.0565)

	
−0.1286 ** (0.0612)




	
lnRDC

	
−0.8792 *** (0.0651)

	
−0.8917 *** (0.0641)

	
−0.8221 *** (0.0706)

	
−0.7126 *** (0.0633)

	
−0.7203 *** (0.0619)

	
−0.8277 *** (0.0692)




	
lnPat

	
0.8555 *** (0.0303)

	
0.8538 *** (0.0304)

	
0.8869 *** (0.0352)

	
0.7928 *** (0.0301)

	
0.7888 *** (0.0301)

	
0.8783 *** (0.0355)




	
constant

	
0.0737 (0.2869)

	
0.0170 (0.2972)

	
0.2308 (0.3506)

	
0.3857 (0.2656)

	
0.3109 (0.2761)

	
0.1531 (0.3581)




	
Adjust R2

	
0.5952

	
0.5985

	
0.7404

	
0.5246

	
0.5235

	
0.7387








Notes: Standard Error is in the brackets; MLE-SAR represents the spatial autocorrelation (SAR) model estimated by the maximum likelihood estimation (MLE) method, MLE-SAR-FE represents the SAR fixed effect (FE) model estimated by the MLE method, GMM represents the model estimated by GMM method; the same applies below.
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Table 4. The results of dynamic panel data spatial econometric model.
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Variables

	
R&D Capital Weight Matrix

	
R&D Personnel Weight Matrix




	
SAR

	
SAR

	
SAR-FE

	
SAR

	
SAR

	
SAR-FE






	
  ρ  

	
0.0003 ** (0.0001)

	
0.0004 ** (0.0002)

	
0.0003 (0.0002)

	
0.0002 *** (0.0001)

	
0.0003 *** (0.0001)

	
0.0002 (0.0001)




	
L.DEA

	
0.9344 *** (0.2170)

	
0.8114 *** (0.1389)

	
0.8430 *** (0.1686)

	
0.9261 *** (0.2132)

	
0.7750 *** (0.1251)

	
0.8065 *** (0.1387)




	
GR

	
−0.0344 (0.0624)

	
−0.0116 (0.0657)

	
0.0082 (0.0704)

	
−0.0237 (0.0614)

	
−0.0045 (0.0654)

	
0.0015 (0.0707)




	
L.GR

	
-

	
−0.0230 (0.0631)

	
0.0037 (0.0678)

	

	
−0.0144 (0.0631)

	
0.0009 (0.0679)




	
IR

	
−0.2698 ** (0.1244)

	
−0.1455 (0.1344)

	
−0.1522 (0.1442)

	
−0.2590 ** (0.1226)

	
−0.1554 (0.1338)

	
−0.1406 (0.1440)




	
L.IR

	
-

	
0.3059 ** (0.1319)

	
0.2974 ** (0.1401)

	

	
0.2988 ** (0.1312)

	
0.3011 ** (0.1400)




	
GU

	
−0.3173 *** (0.1235)

	
−0.2542 ** (0.1286)

	
−0.3085 ** (0.1431)

	
−0.3113 ** (0.1217)

	
−0.2500 * (0.1282)

	
−0.2661 * (0.1422)




	
L.GU

	

	
−0.0832 (0.1287)

	
−0.0983 (0.1389)

	

	
−0.0592 (0.1276)

	
−0.0905 (0.1392)




	
IU

	
−0.3958 *** (0.1379)

	
−0.3224 ** (0.1470)

	
−0.3965 ** (0.1581)

	
−0.3650 *** (0.1350)

	
−0.3149 ** (0.1460)

	
−0.3654 ** (0.1597)




	
L.IU

	

	
−0.0135 (0.1360)

	
−0.0509 (0.1484)

	

	
0.0172 (0.1344)

	
−0.0373 (0.1487)




	
lnGDPP

	
0.3167 * (0.1722)

	
0.0069 (0.2122)

	
0.1913 (0.2371)

	
0.2885 * (0.1616)

	
0.0998 (0.2122)

	
0.0468 (0.2590)




	
lnPOP

	
0.3303 ** (0.1320)

	
0.7345 *** (0.2831)

	
0.6061 (0.9654)

	
0.2438 ** (0.1158)

	
0.4718 ** (0.2255)

	
0.5463 (0.9710)




	
lnRDP

	
−0.4821 *** (0.0466)

	
−0.4846 *** (0.0459)

	
−0.4957 *** (0.0491)

	
−0.4918 *** (0.0462)

	
−0.4864 *** (0.0459)

	
−0.4986 *** (0.0491)




	
lnRDC

	
−0.5451 *** (0.0963)

	
−0.6030 *** (0.1104)

	
−0.5473 *** (0.1297)

	
−0.5103 *** (0.0870)

	
−0.5618 *** (0.1067)

	
−0.6090 *** (0.1317)




	
lnPat

	
0.7755 *** (0.0504)

	
0.7266 *** (0.0574)

	
0.7356 *** (0.0606)

	
0.7574 *** (0.0494)

	
0.7323 *** (0.0567)

	
0.7261 *** (0.0621)




	
constant

	
−0.1664 (0.1335)

	
−0.1134 (0.0777)

	
−0.3542 (0.8663)

	
−0.0953 (0.1359)

	
−0.0912 (0.0892)

	
−0.1690 (0.6422)




	
Adjust R2

	
0.6403

	
0.6208

	
0.5899

	
0.6575

	
0.6285

	
0.5876












© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






nav.xhtml


  sustainability-10-01243


  
    		
      sustainability-10-01243
    


  




  





media/file8.jpg
(730309, 875133
(850301, 739309
(806346, 650301]
{48131, 606346]
o dats





media/file11.png
Wz

Moran scatterplot (Moran's | = 0.102)

DEA
|






media/file6.jpg





media/file1.png
tttttt

607477,.799553
(479399, 607477]
(.353625,.479399]
[.19788,.353625)
No data






media/file13.png
Wz

Moran scatterplot (Moran's | = 0.250)
DEA

2 |
O
g
17 O
O O
O
O q OC/D
00
> O/
O | //m// 5 8
/// © O
O O @)
1 - E o
O
O
-2 —
\ \ | \ |
-2 -1 0 1 2





media/file10.jpg
Moran scatterplot (Moran's | = 0.102)
DEA
. L .

el
o o°
° °
04 o0 °
o
O/D—/"_’
o o
0% o
o
A °l






media/file7.png
.336512,.451816]
(.2566139,.336512]
196485, 256139]
.087514,.196485]
No data






media/file12.jpg
Moran scatterplot (Moran's | = 0.250)
DEA






media/file9.png
Heilongjiang

(.739309,.875133]
(.650301,.739309]
(.606946,.650301]
[.48131,.606946]
No data






media/file5.png
(.900636,.999599]
(.787449,.900636]
(.6664,.787449]
[.625792, 6664]
No data






media/file3.png
Xinjiang Uyg

(.060043,.205963]
(-046666,.060043]
(.020071,.046666]
[0,.020071]

No data





media/file4.jpg
(664, Taraas)
{26792, 6664

(300635, 999559)
(787415, 30063%]
o data





media/file0.jpg





media/file2.jpg





