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Abstract: The rheological properties of drilling fluids are the key parameter for optimizing drilling
operation and reducing total drilling cost by avoiding common problems such as hole cleaning, pipe
sticking, loss of circulation, and well control. The conventional method of measuring the rheological
properties are time-consuming and require a high effort for equipment cleaning, so they are only
measured twice a day. There is a need to develop an automated system to measure the rheological
properties in real-time based on the frequent measurements of mud density, Marsh funnel time,
and solid percent. The main objective of this paper is to apply a modified self-adaptive differential
evolution technique to determine the optimum combination of an artificial neural network’s variables
to precisely predict the rheological properties of water-based drill-in fluid using the frequent measuring
of mud density, Marsh funnel time, and solid percent. The second objective is whitening the black
box of an artificial neural network by developing five new empirical correlations to determine
the rheological properties without the need for the artificial neural network models. Actual field
measurements (900 data points) were used to train, test, and validate the artificial neural network
models and the developed empirical correlations. The optimization process illustrated that the best
training function was Bayesian regularization backpropagation (trainbr), and the best transferring
function was Elliot symmetric sigmoid (elliotsig). The optimum number of neurons was 30 for the
plastic viscosity and the flow consistency index, while it was 29 for apparent viscosity, yield point, and
the flow behavior index. The developed artificial neural network models and empirical correlations
predicted the rheological properties with high accuracy. The correlation coefficient (R) was more than
90%, and the average absolute percentage error was less than 8.6%. The new technique for rheological
properties estimation is an example of the new development which will help the new generation to
discover and extract oil and gas with less cost and with safer operations.

Keywords: empirical correlations; rheological properties; real-time; water-based drill-in fluid;
artificial neural network

1. Introduction

Water-based drill-in fluid (WBDIF) is used to drill the reservoir section, which carries the
hydrocarbon. WBDIF should be designed to be non-damaging by building an impermeable layer on
the face of the formation during the drilling process while this layer should be removed easily before
casing and cementing the hole. WBDIF should provide stable rheological properties (RHPs) in order
to provide a stable and clean hole and to prevent cutting accumulation, both of which lead to the
possibility of pipe sticking, [1–3]. The main function of WBDIF is to support formation pressure and
prevent reservoir fluid from entering the wellbore while drilling [4]. In addition, the drill-in fluid
should cool and lubricate the bit and the drill string [5,6].
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Sodium chloride-water-based drill-in fluid (NaCl-WBDIF) is mainly used while drilling the
reservoir section. NaCl salt is used as a weighting material to increase mud density, while the Na+

ions work as shale stabilizers [7]. NaCl polymer mud is characterized as an inhibited, non-dispersed
drilling fluid in which the viscosity control and the filtration properties are enhanced by using some
types of polymers such as xanthan gum and starch. This helps reduce the possibility of formation
damage [8].

RHPs play a key role in the success of the drilling operation. RHPs such as plastic viscosity (PV),
yield point (YP), apparent viscosity (AV), flow consistency index (K), and flow behavior index (n)
should be determined in real-time to calculate rig hydraulics and determine the required pressure to
optimize hole cleaning. Increasing the PV value gives an indication about the increase in solid content,
and it can highly affect the rate of penetration [9–11]. Paiaman et al. [12] stated that a lower YP value is
preferred in turbulent flow, while a high YP value is required for laminar flow. The ratio of YP/PV is
very important for hole cleaning. The YP/PV ratio should be greater than 1.5 [13]. The consistency
index of the drilling fluid (k) is the main controlling parameter of the carrying capacity index (CCI) [14].

The common procedure in rig-sites is that the drilling crew usually measures the mud density
and Marsh funnel time [15] every 15–20 min, and these measurements are used as indicators for the
changes in the fluid properties [16]. Other RHPs (PV, YP, n, and K) are usually measured twice a day,
as it requires a long time to heat the fluid, record, analyze the data, and clean the equipment. This
process is tedious and time-consuming.

The effect of solid content on drilling fluid RHPs is very obvious, as can be seen throughout the
literature. The objective of this study was to develop novel empirical models that are capable of acquiring
the RHPs of NaCl polymer mud using one of the powerful artificial intelligence techniques—the
artificial neural network (ANN)—using 900 field measurements of mud density (MD), Marsh funnel
time (FT), and solid percent (SP). The novelty of this research is getting a real-time prediction (every
10–15 min) of the mud RHPs. Additionally, in this paper, a self-adaptive evolution algorithm was used
to optimize the input parameters at the same time, and this was linked with the ANN model. The
developed method depends on taking the reading from the automated Marsh funnel system (which
contains different sensors) and applying artificial neural network models to predict the rheological
properties every 10–20 min, which enable the driller to understand the changes of the drilling fluid
properties as well as changes in the rig hydraulics. This make decisions regarding the required action
based on given information much faster.

Artificial Neural Network

The concept of artificial networks was introduced into engineering research in the 1940s [17,18].
At early stages, artificial intelligence (AI) was used to solve the complex equations and mimic the
nervous system [19,20].

The ANN has been considered as an effective AI tool; therefore, it has been widely applied in
several fields such as classification and optimization tasks [21,22]. The ANN model is a system of
neurons and hidden layers [23]. Usually, the whole data are grouped into two sets—training and
testing data sets. The training group is used to train the network and capture the relationship between
the input and output parameters, while the testing data are used to measure the reliability of the
developed ANN system. During the training stage, the testing data remain unseen by the model,
which provides more confidence regarding model reliability [24–26].

Alajmi et al. [27] predicted choke performance using an ANN. Alarifi et al. [28] estimated the
productivity index for oil horizontal wells using an ANN, a functional network and fuzzy logic.
Chen et al. [29] applied a NN and fuzzy logic to evaluate the performance of an inflow control
device (ICD) in a horizontal well. Their model investigated the influences of reservoir parameters
(such as reservoir size, thickness, reservoir heterogeneity, and permeability ratio) on ICD completion
performance. Van and Chon [30,31] evaluated the performance of carbon dioxide (CO2) flooding using
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ANN techniques. They developed ANN models for determining oil production rate, CO2 production,
and gas-oil ratio (GOR).

The self-adaptive differential evolution (SaDE) was introduced by Qin et al. [32] to overcome
the common issues of the differential evaluation (DE) [33]. The advantage of the SaDE is the ability
to self-adapt the controlling parameters and mutation strategies based on the learning experience in
the previous algorithm generations to obtain better results. Moussa and Awotunde [34] developed a
modified SaDE that can be used for the optimization in different engineering problems.

Al-Khdheeawi and Mahdi [35] applied an ANN to predict the apparent viscosity of water-based
drilling fluid using the mud density and Marsh funnel time. They concluded that the developed
ANN correlation could predict AV with an average absolute percentage error (AAPE) of 8.6% and
a correlation coefficient of 98.8%. Gowida et al. [36] stated that the ANN can be used efficiently to
predict the rheological properties of the calcium chloride (CaCl2) water-based drilling fluid based on
mud density and Marsh funnel time.

Zhang et al. [37] developed a new technique for breast cancer detection using a combination of
rectified linear unit and rank-based stochastic pooling. They concluded that the detection efficiency of
the new technique overcomes the known six standard techniques known for breast cancer detection.
For abnormal breasts in mammogram images, Wang et al. [38] developed a combined system of a
feed-forward neural network with principal computer analysis, a Jaya algorithm, and a weighted-type
fractional Fourier transform. They concluded that Jaya was a better algorithm for training the
feed-forward neural network than the common know algorithms, and the developed technique was
able to detect the abnormal breast with high accuracy (>92.27%).

The main goal of this study was to develop new sets of empirical correlations, optimized using
modified self-adaptive differential evolution (MSaDE), to determine the RHPs of NaCl-WBDIF using a
hybrid ANN model.

2. Methodology

ANN variables such as percent of training to testing, number of neurons, training and testing
functions, and the number of layers should be optimized to develop a robust ANN model, and from
this model, empirical correlation can be extracted. In this study, MSaDE was applied to optimize the
variable parameters of the ANN for different RHPs. Nine-hundred field measurements were used
to train, test, and validate the ANN models. The data were selected randomly to train the model,
with 65% of the data being used for training (570 data points), 23% of the data being used for testing
(180 data points), and 12% of the data being used (150 data points) for further validation. The ANN
models were built using 88% of the available data, including training and testing and based on the
optimized models, and the new empirical correlation was developed. The 12% remaining of data
were used to validate the developed empirical correlations. The correlation coefficient ®, AAPE, and
visualization check were used as criteria to evaluate the developed models and correlations.

The AAPE is a measure of the relative deviation of the predicted data from the real data and can
be calculated using Equation (1):

AAPE =
1
n

n∑
i=1

|Ei| (1)

where n is the number of data points and Ei is the relative deviation of a predicted value from a real
value, Equation (2);

Ei =

(yreal − ypredict

yreal

)
∗ 100 (2)

For the network training and transferring functions, two pools of 12 different training functions
and 7 transferring functions were established, respectively. Each individual training/transferring
function was indexed and used as one of the input parameters to the MSaDE optimization algorithm
along with the other parameters such as the number of neurons, the percent of training to testing, and
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the number of hidden layers. Twenty independent optimization runs were performed to optimize the
above-mentioned parameters. The optimization run that resulted best fit (in terms of the highest R and
the lowest AAPE was considered as the best run, and its results are shown and discussed in this paper.

Data Description

Data were collected from different wells which were drilled using NaCl-WBDIF. Nine-hundred
data records of MD, FT, SP, PV, and YP were used to train, test and validate the developed correlations
for different RHPs. The data were collected while drilling a different reservoir section in which
non-damaging drill-in fluid was used. The rheological properties were measure twice a day, and the
mud density, solid percent and Marsh funnel time were measured at the same time.

Table 1 lists the statistical parameters of the nine-hundred data points. The drill-in fluid covered
a wide range of fluid density where the MD ranged from 64 to 121 ppg. The FT ranged from 35 to
91 s/quart, and SP ranged from 0 to 32.5%. PV ranged from 7 to 51 cP, and the YP ranged from 19 to
45 lb/100 ft2. Figure 1 shows that the PV was a strong function of MD and SP, where the R was 0.76 and
0.70 for MD and SP, respectively. PV was a moderate function of FT, with its R being 0.57. YP was a
strong function of MD and moderate function of SP and FT. The R was 0.67, 0.58, and 0.42 for MD, SP,
and FT, respectively, as seen in Figure 1.

Table 1. Statistical analysis of the collected field data from the drill-in fluid.

Statistical
Parameter

Mud Weight
(MD)

Marsh Funnel
Time (MT)

Solid Percent
(SP)

Plastic
Viscosity (PV)

Yield Point
(YP)

Minimum 64 35 0 7 19
Maximum 121 91 32.5 51 45

Mean 82.12 59.22 13.79 21.65 27.15
Median 78 58 13 20 27

Standard Deviation 14.33 10.10 7.18 8.15 3.95
Kurtosis 0.50 0.20 −0.39 0.74 1.23

Skewness 1.08 0.59 0.44 0.91 0.87
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3. Results and Discussion

3.1. Building Artificial Intelligence Models

The MSaDE technique was applied to optimize the ANN model for the PV. Equations (3)–(6) were
used to normalize the input and the output parameters for the model. To train the ANN model, 570
data points were used.

MDn = 0.034 ∗ (MD− 64) − 1 (3)
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FTn = 0.036 ∗ (FT− 35) − 1 (4)

SPn = 0.062 ∗ SP− 1 (5)

PVn = 0.044 ∗ (PV− 6) − 1 (6)

The optimization process showed that the best training function was Bayesian regularization
backpropagation (trainbr) when using three input parameters (MD, FT, SP), and the optimized number
of neurons was 30 when only one hidden layer was applied. The optimization process showed that the
best transferring function was Elliot symmetric sigmoid (elliotsig).

Figure 2 shows that the R was 0.97 and the AAPE was 7.8% between the actual and predicted PV
for the training data. For testing the model, 180 data points were used. Figure 2 shows that the R was
0.95 and the AAPE was 8.4% between the actual and predicted PV for the testing data.
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The above results confirmed the high accuracy of using the MSaDE-ANN technique to predict
the PV. For further validation, 150 unseen data points were used to evaluate the developed ANN-PV
model. Figure 2 shows that the R was 0.96 and the AAPE was 8.6%, with an excellent match between
the actual and predicted PV values for the validation points.

The same procedure was used to estimate the YP values using MD, FT, and SP. Training data
(570 data points) were used to build the ANN-YP model. The optimization process after applying
the MSaDE technique showed that the optimized number of neurons was 29, the optimum training
function was Bayesian regularization backpropagation (trainbr), and the best transferring function was
Elliot symmetric sigmoid (elliotsig).

Figure 3 shows that the R was 0.96 and the AAPE was 3.5% when using the MSaDE-ANN model
to predict the YP values for the training data set. To test the developed model for YP, another set of
data (180 unseen data points) was used. Figure 3 shows that for the unseen data, the R was 0.95 and the
AAPE was 3.6. These results confirmed the high accuracy of the MSaDE-ANN model for predicting
the YP from the MD, FT, and SP.
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The flow behavior index (n) was used to describe the degree of fluid deviation from the standard
Newtonian behavior. In other words, n was used to represent the degree of non-Newtonian behavior.
For drilling fluids that act according to the pseudoplastic fluids behavior, the standard value of n is
between zero and 1 [39], where the value is 1 for Newtonian fluids behavior and less than 1 for dilatant
fluids. n also can be used as a representation of the shear-thinning properties of the drilling fluids. A
fluid with a low value of n is good for hole cleaning purposes.

The flow behavior index (n) can be calculated through Equation (7) based on the values of PV and
YP [40].

n = 3.32 ∗ log
(2PV + YP

PV + YP

)
(7)
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The MSaDE technique was applied to optimize the variable parameters of the ANN model for n.
The optimization process yielded that the optimized number of neurons was 29, the optimum training
function was Bayesian regularization backpropagation (trainbr), and the best transferring function was
Elliot symmetric sigmoid (elliotsig).

Figure 4 shows that the MSaDE-ANN predicted n with high accuracy, where the R was 0.94 and
the AAPE was 3.96% for the training dataset (570 data points). The same results were obtained when
applying the ANN-n model for the unseen data set (180 data points). The R was 0.93 and the AAPE
was 4.1% between the actual and predicted values of n, as seen in Figure 4.

A new set of data was used to validate the developed ANN-n model (150 data points). Figure 4
shows the high accuracy of the developed model to calculate n values based on MD, FT, and SP. The R
was 0.94 and the AAPE was 4.0% between the calculated and actual values of n.

The flow consistency index (K) can be calculated from the PV and YP values using Equation
(8) [39].

K =
2PV + YP

10223.22 log ( 2PV+YP
PV+YP )

(8)
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The optimization technique (MSaDE) was applied for the training dataset (570 data points) to
determine the best combination of ANN variables to predict the K values based on MD, FT, and SP.
The optimization process showed that the optimum number of neurons was 30, the optimum training
function was Bayesian regularization backpropagation (trainbr), and the best transferring function was
Elliot symmetric sigmoid (elliotsig).

Figure 5 shows that the R was 0.92 and the AAPE was 8.0% when plotting the actual and predicted
values of K for the training dataset. For testing the developed ANN-K model, 150 unseen data points
were used. Figure 5 shows that the R was 0.90 and the AAPE was 8.6% for the testing data.

For further validation for the developed model for K, a new set of data was used (150 data points).
Figure 5 shows that the R was 0.91 and the AAPE was 8.4% when plotting the calculated and actual
values of K.
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3.2. Development of Empirical Correlations

Plastic viscosity can be estimated using Equation (9) in normalized form using the weights and
biases of the optimized PV-ANN model.

PVn =
N∑

i=1

w2i

w11MDn + w12FTn + w13SPn + b1i

1 +
∣∣∣w11MDn + w12FTn + w13 SPn + b1i

∣∣∣ + b2 (9)

where PVn is the PV in the normalized form; N is the optimized number of neurons (30 neurons); w1

and w2 are the weights between the input layer and hidden layer and the weights between the hidden
layer and the output layer, respectively (see Table 2); b1 is the biases between the input layer and the
hidden layer; b2 = 0.073, which is the bias associated with hidden layer and output layer; and MDn,
FTn, and SPn are the normalized value of the MD, FT, and SP, respectively.

Table 2. Weight and biases for the MSaDE- ANN-PV (plastic viscosity) model.

i w1,1 w1,2 w1,3 b1,i w2,i

1 −0.583 1.507 −0.860 0.903 0.908
2 −3.501 −0.904 2.668 0.687 −3.538
3 1.808 −0.951 −1.900 −0.919 −1.791
4 −1.425 −0.233 0.978 0.831 1.730
5 0.694 −0.185 −2.284 −1.747 2.862
6 −0.437 −0.051 −2.132 0.938 2.268
7 −1.859 −0.960 −0.078 1.793 2.691
8 −1.938 0.218 −0.768 1.179 −1.546
9 −0.292 −0.861 1.351 0.265 2.066

10 −1.499 −1.501 −0.483 0.853 −2.594
11 2.684 −1.286 0.365 −0.872 2.682
12 −2.306 −1.507 0.739 0.798 2.175
13 −3.429 0.825 −0.812 0.612 2.935
14 −3.670 −0.562 2.914 0.212 3.500
15 −0.212 2.242 0.215 0.898 0.636
16 −3.783 0.359 −0.924 0.322 −2.874
17 1.841 0.508 −2.393 0.406 2.054
18 0.070 0.416 1.032 0.120 −1.277
19 −1.983 −1.337 −0.348 −1.039 −1.360
20 2.361 0.706 −1.352 0.682 −1.953
21 −0.433 1.532 −1.024 −0.416 0.591
22 3.936 −0.190 −0.664 1.675 2.266
23 −2.621 −0.446 1.632 −1.496 2.190
24 −3.587 −0.179 0.248 −1.957 3.859
25 0.391 2.102 −0.766 −0.486 0.718
26 −1.657 0.513 −1.322 2.493 −2.294
27 3.939 0.095 −0.526 2.303 3.056
28 2.624 −0.271 1.179 3.204 2.736
29 −1.101 0.296 −1.454 −1.872 2.617
30 −0.090 0.159 1.012 0.695 0.595

The de-normalized value of the PV can be obtained using Equation (10).

PV = 22.727 ∗ PVn + 28.727 (10)

Using the weights and biases of the optimized MSaDE-ANN model for YP, Equation (9) can be
used to calculate the normalized value of YP by changing the PVn by YPn. Equation (11) can be used to
determine the actual value of YP. Table 3 list the values of w1, w2, i, and b1. The value of b2 was 1.309.

YP = 16.393 ∗YPn + 28.393 (11)
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Table 3. Weight and biases for the MSaDE-ANN-YP model.

i w1,1 w1,2 w1,3 b1,i w2,i

1 −1.221 1.308 2.159 1.233 1.591
2 −0.037 2.097 −0.212 −1.118 1.439
3 0.718 0.232 2.575 −1.190 −2.301
4 4.058 0.842 −0.047 −3.523 −2.752
5 1.106 2.035 1.657 −1.937 −1.485
6 −1.831 1.350 −0.601 0.126 −2.434
7 −0.374 −1.661 0.175 0.694 2.705
8 −0.911 1.444 1.932 0.630 1.460
9 3.782 −2.940 1.792 −0.087 −1.533

10 −2.465 −0.160 2.281 0.814 −2.687
11 −3.233 −0.544 −0.973 1.313 −3.472
12 4.663 0.189 −0.004 −1.128 −3.994
13 −3.581 0.020 −2.615 1.008 −3.412
14 −0.552 −0.904 1.216 −0.231 −0.450
15 0.232 −1.919 −2.035 0.649 −1.958
16 −1.575 −0.279 −2.414 0.708 2.612
17 −1.180 1.007 0.957 −0.032 −1.186
18 3.017 0.111 −2.673 0.428 0.984
19 −1.576 −0.403 1.255 −0.136 2.349
20 0.594 −1.155 −2.862 0.690 1.720
21 1.168 0.259 −3.619 1.469 −2.071
22 1.279 1.252 1.368 1.121 1.375
23 3.282 0.251 3.735 4.043 −2.204
24 1.963 0.661 1.648 1.578 −1.968
25 2.453 −0.114 2.042 2.638 3.704
26 1.825 0.060 1.069 2.281 −3.608
27 −0.513 −1.540 −0.980 1.370 −3.686
28 1.815 0.280 0.012 −1.744 2.755
29 2.985 −0.438 0.644 3.077 1.977

The normalized flow behavior index can be calculated using Equation (9) by changing PVn

by nn based on the optimized ANN-n model by extracting the weights and biases. To obtain the
de-normalized value of n, Equation (12) can be used. Table 4 lists the values of w1, w2, b1, and i. b2

was 1.209.
n = 0.226 ∗ nn + 0.516 (12)

Table 4. Weight and biases for the MSaDE-ANN-n (artificial neural network-flow behavior index) model.

i w1,1 w1,2 w1,3 b1,i w2,i

1 −0.443 −0.156 0.758 −0.485 −0.994
2 1.141 2.210 −0.648 −2.048 −1.732
3 0.939 1.042 0.370 −1.657 1.965
4 −0.176 1.325 −0.765 0.989 −1.317
5 0.365 −0.246 −2.876 −2.609 3.213
6 0.373 1.195 1.975 2.595 3.107
7 −2.520 −0.795 0.373 1.659 −2.423
8 −1.340 0.991 2.523 1.324 −2.301
9 −0.961 0.901 2.914 −0.831 2.361
10 −2.506 −0.345 4.267 −0.129 −2.154
11 1.981 −0.971 −0.055 −1.641 −2.219
12 −1.794 0.269 −1.606 0.618 1.510
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Table 4. Cont.

i w1,1 w1,2 w1,3 b1,i w2,i

13 0.218 −2.321 −1.555 0.361 0.814
14 2.416 0.465 −2.349 −0.419 −2.432
15 −0.614 1.457 1.175 0.794 0.851
16 3.914 0.056 −0.523 1.832 −3.468
17 2.065 0.085 1.889 −0.278 1.808
18 0.401 0.534 −2.224 −0.083 −1.622
19 3.154 −0.414 −0.337 1.019 −2.465
20 −1.901 −1.296 −0.574 −1.033 −1.579
21 2.438 −0.437 −4.073 1.524 2.822
22 4.731 −0.405 −0.561 1.886 3.552
23 −0.986 0.434 −1.951 −2.056 3.097
24 −3.643 −0.243 −0.544 −2.627 −2.013
25 0.342 0.091 −0.593 0.421 0.846
26 1.679 −0.291 −0.439 1.433 −2.427
27 −1.483 −0.556 2.154 −0.003 1.369
28 −2.376 −0.493 0.507 −2.083 3.200
29 −2.915 0.143 −1.838 −3.799 −3.532

The flow consistency index (K) can be estimated as a function of MD, FT, and SP using Equation (9)
in a normalized form which was developed using the weights and biases of the optimized ANN-K
model. The normal values of K can be calculated using Equation (13). Table 5 lists the values of w1, w2,
b1, and i. b2 was −0.148.

k = 2.16 ∗Kn + 2.90 (13)

Table 5. Weight and biases for the MSaDE-ANN-K (artificial neural network-flow consistency index) model.

i w1,1 w1,2 w1,3 b1,i w2,i

1 −0.543 0.439 2.175 1.330 2.624
2 −1.067 −1.016 1.717 0.141 −1.152
3 −0.288 −0.348 −1.421 1.359 2.115
4 −2.822 −0.325 −0.492 0.816 1.942
5 −0.065 1.376 −0.993 −1.101 1.357
6 −0.462 1.782 0.506 1.347 −1.852
7 −0.952 −1.445 −0.386 1.426 −1.660
8 −2.003 −0.135 3.601 −0.129 2.638
9 −0.583 −1.707 0.477 0.618 1.754

10 0.117 1.851 1.359 −0.358 1.278
11 0.486 −0.749 −2.045 0.623 2.230
12 1.568 0.610 −0.380 −0.357 1.534
13 −2.644 0.202 −1.245 0.768 −2.811
14 1.429 −1.114 −0.571 0.095 −1.969
15 1.465 −2.126 −0.567 −0.087 1.053
16 2.855 −0.573 −0.995 0.830 2.813
17 1.486 0.230 −2.934 0.298 2.534
18 −1.656 −0.036 −2.234 0.405 1.775
19 −2.152 −1.729 −1.419 −1.295 1.239
20 1.276 0.531 2.234 1.557 −1.516
21 −1.246 0.749 −0.784 −1.348 −2.167
22 −3.413 0.427 0.067 −1.320 2.202
23 2.306 0.410 0.193 1.080 3.402
24 −4.026 0.409 2.392 −1.307 3.331
25 1.399 0.202 −2.729 1.177 −2.509
26 −2.946 0.447 2.470 −1.180 2.865
27 −0.856 −1.843 0.506 −1.775 −1.709
28 −3.792 0.467 2.515 −1.314 −3.679
29 −1.587 −0.228 −2.388 −3.075 3.192
30 1.722 −0.022 −0.091 1.562 2.176
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AV can be calculated using Equation (9) as a function of MD, FT, and SP, which was developed
based on the optimized ANN-AV model by extracting the weights and biases. Equation (14) can be
used to calculate the de-normalized values of AV. Table 6 lists the values of w1, w2, b1, and i. b2

was −0.248.
AV = 10.73 ∗AVn + 27.23 (14)

Table 6. Weight and biases for the MSaDE-ANN-AV (apparent viscosity) model.

i w1,1 w1,2 w1,3 b1,i w2,i

1 0.374 −1.536 0.574 0.882 −1.163
2 −1.408 1.125 −1.291 2.137 −3.658
3 −0.850 0.114 1.787 1.031 −2.843
4 0.062 1.644 0.325 −0.692 1.350
5 1.712 0.026 1.101 −1.484 2.197
6 −0.414 0.927 −1.626 0.997 2.071
7 2.731 0.188 0.132 −1.953 −2.308
8 1.872 −1.064 −0.627 −0.908 −1.324
9 −0.021 1.993 −0.154 0.632 0.597

10 −3.044 0.148 −0.800 0.982 3.794
11 −1.352 0.428 −2.180 −2.010 −1.469
12 −1.044 −0.865 2.198 −0.549 −1.772
13 3.590 0.253 1.442 −0.968 2.094
14 2.952 0.264 −2.643 −0.011 −1.670
15 −3.100 1.961 −0.781 1.463 −2.407
16 −1.318 −0.515 2.887 −0.371 2.183
17 −1.602 −0.282 2.118 −0.310 −2.710
18 −2.679 −0.947 1.475 −0.746 1.870
19 −1.975 0.530 0.362 −0.818 −2.142
20 −2.174 −1.062 0.256 −0.855 −1.848
21 0.285 −1.041 −0.577 0.283 1.225
22 2.634 0.435 −1.599 1.482 −2.305
23 −2.845 −0.052 −0.060 −1.538 2.172
24 −2.066 0.203 −0.763 −2.269 −2.080
25 0.872 −1.133 −0.508 0.858 1.674
26 −1.022 1.391 0.304 1.738 1.591
27 2.455 0.309 −0.406 1.484 2.241
28 2.346 −0.231 0.980 2.353 −2.973
29 0.641 0.218 1.541 1.810 1.331

3.3. Comparison with Previous Models

To compare the new MSaDE-ANN technique for the RHPs, the AV was predicted using the
MSaDE-ANN, and the obtained results were compared with Pitt [41] and Almahdawi et al. [42]. The
actual values of AV can be calculated based on PV and YP using Equation (15).

AV =
2PV + YP

2
(15)

Figure 6 shows the high accuracy of the developed ANN-AV model for the training dataset using
the MSaDE technique. The R was 0.97 and the AAPE was 5.1% when plotting the predicted and actual
AV values (570 data points). The same results were obtained for the testing data set, where the R was
0.97 and the AAPE was 5.3%, as can be seen in Figure 6.
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For the further validation of the AV developed ANN-AV model, a new data set was used (150 data
points). Figure 6 shows that the R was 0.96 and the AAPE was 5.8% between the calculated and actual
values of AV.

Pit [41] illustrated that the AV can be calculated as a function of MD and FT using Equation (16),
while Almahdawi et al. [42] stated that AV can be determined using Equation (17).

AV = MD ∗ (FT− 25) (16)

AV = MD ∗ (FT− 28) (17)

Applying Equations (16) and (17) using the available data sets (900 data points) showed that the
ANN-AV model outperformed these models. Figure 7 shows that the coefficient of determination (R2)
when plotting the calculated and actual valued of AV was 0.94 when the ANN-AV equation was used,
0.65 when Pitt’s equation was used, and 0.64 when Almahdawi’s equation was used. Figure 8 shows
that the ANN-AV equation yielded the lowest AAPE (5.26%) as compared with the Pitt [41] equation
(the AAPE was 31.47%) and the Almahdawi et al. [42] equation, where the AAPE was 24.81%.
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3.4. Sensitivity Analysis

As mentioned earlier, the methodology of this study involved 20 independent optimization runs.
Figure 9 shows that 18 out of the 20 optimization runs showed that the best training algorithm that
achieved the best fit was the trainbr. The remaining two optimization runs were distributed equally
between trainlm and trainbfg. This shows the consistency of this training function in achieving 90% of
the best-fit performance compared to the other training algorithms. Figure 10 shows the best results
achieved by each of the three training algorithms. The figure demonstrates that trainbr achieved the
highest R and the lowest AAPE. The outperformance of trainbr could be related to its backpropagation
capability of minimizing a combination of the squared errors and weights to determine the optimum
combination that produces an ANN that is able to generalize well by preventing the overfitting
(preventing increasing values of weights).
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Figure 11 shows the sensitivity of the ANN performance to the number of neurons. The ANN
performance indicators were the correlation coefficient (R) and the AAPE for the training and testing
datasets. The figure demonstrates that, generally, increasing the number of neurons enhanced the ANN
performance in terms of increasing the R of testing until reaching an optimum value of 30 neurons;
then, the performance dropped. The reason for this behavior was the overfitting. Increasing the
number of neurons to a very large value resulted in the ANN performing well on the training set but
performing poorly on the testing set, which indicates overfitting. This is demonstrated by the figure,
as it shows when the number of neurons increased more than 30, the R-value of training set generally
increased, but the R-value of testing generally decreased. Therefore, the optimum number of neuron,
in this case, was determined to be 30 neurons. Figure 12 shows the topography of the ANN with the
optimized number of neurons.
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4. Conclusions

The modified self-adaptive differential evolution technique was implemented to optimize the
different variables of an ANN to determine the RHPs of NaCl-WBDIF using actual field measurements
(900 data points) of MD, FT, and SP. Based on the obtained results, the following conclusions can
be drawn:

1. For all rheological properties, the optimization process showed that the best training function
was Bayesian regularization backpropagation (trainbr) and the best transferring function was
Elliot symmetric sigmoid (elliotsig).

2. The optimum number of neurons was 30 for PV and K, while it was 29 for n, AV and YP.
3. The developed ANN models predicted the RHPs with high accuracy. The R was more than 90%,

and the AAPE was less than 8.6%.
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4. The five empirical equations for the RHPs were simple and accurate to be applied in a real-time
without the need for ANN models or any special equipment.

5. The AV empirical equations based on the optimized ANN model outperformed the previous
AV models.

It is recommended to develop an automated Marsh funnel system that measures the mud density,
Marsh funnel time, and solid percent using automated method, and the yielded results can be used as
inputs for the developed ANN models, which can be used to estimate the rheological properties every
5–10 min. This will enable the driller to understand the changes in the drilling fluid properties as well
as the changes in the rig hydraulics. This make decisions regarding the required action based on given
information much faster.
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Abbreviations

RHPs Rheological properties
WBDIF Water-based drill-in fluid
NaCl-WBDIF Sodium chloride-water-based drill-in fluid
ANN Artificial neural network
AI Artificial intelligent
DE Differential evaluation
SaDE Self-adaptive differential evolution
MSaDE Modified self-adaptive differential evolution
MD Mud density, ppg
FT Marsh funnel time, s/quart
SP Solid percent, %
PV Plastic viscosity, cP
YP Yield point, 100/ 100 ft2

n Flow behavior index
K Flow consistency index, 100/ 100 ft2

AV Apparent viscosity, cP
R Correlation coefficient
MDn Normalized value of mud density
FTn Normalized value of Marsh funnel time
SPn Normalized value of solid percent
PVn Normalized value of plastic viscosity
YPn Normalized value of yield point
AVn Normalized value of apparent viscosity
nn Normalized value of flow behavior index
Kn Normalized value of flow consistency index
R2 Coefficient of determination
AAPE Average absolute percentage error
CCI Carrying capacity index
ICD Inflow control device
GOR Gas-oil ratio
CO2 Carbon dioxide
CaCl2 Calcium chloride
yreal Actual value for any properties
ypredicted Predicted value using any model
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elliotsig Elliot symmetric sigmoid
N Number of neurons
w1 Weights between the input layer and hidden layer
w2 Weights between the hidden layer and the output layer
b1 Biases between the input layer and the hidden layer
b2 Bias associated with hidden layer and output layer
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