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Abstract

:

Construction projects have faced serious schedule delays caused by rework risks. However, it appears that traditional methods are of limited value in developing applicable project schedules. This study presents an analysis on construction projects schedule development under rework scenarios by a novel method named the improved critical chain design structure matrix (CCDSM). Research data are collected from a real estate development project in China. As a result, predictions of project completion duration and probability have been made. A reliable schedule considering information interactions has been developed and visualized. Rework impact areas of activities have been examined to quantitatively record the impact on project duration. To meet different demands, the method generates two more schedules setting different rework buffers. Furthermore, these activities have the potential of causing rework and have been quantified based on the calculation of two criticalities, providing an identification of rework-intensive works that should be payed close importance to, which have not be realized by previous methods. The results proved the feasibility and effectiveness of this method in developing a schedule for construction projects disturbed by rework, helping practitioners adopt measures to avoid rework-caused schedule delays and achieve sustainable development of such projects.
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1. Introduction


Schedule performance is a vital indicator measuring project performance, but schedule delays are a long-standing challenge for practical application in project management [1]. Even in those projects that have been carefully planned and organized, potential risks of schedule delays still exist [2] and adversely affect the project’s performance and profit [3]. Many participants like contractors, suppliers, and owners are involved in such a complex environment where many activities undertaken by various parties take place simultaneously [4]. Consequently, there will be unforeseen complicated mistakes happening in the project life cycle, leading to uncertain rework defined as "unnecessary effort of redoing a process or activity that was incorrectly implemented the first time" [5]. While the Construction Industry Development Agency [6] holds another view that rework involves doing something at least one extra time due to nonconformance to requirements, which deepens the definition of rework.



As for the impact of rework on project performance, various scholars including Hwang et al. [7,8] and Mao et al. [9], have reached an agreement that the intense emergence of rework is severely impactful on timely completion, hence the reasonable cost and duration of the project [10] have also been negatively plagued. Reported by previous studies, the direct costs of rework in poorly managed projects can amount to as much as 5% of a project’s contract value [11,12]. When it comes to taking indirect costs into account, rework costs can be surprising, even up to 16% and 23% of the contract value [13].



Traditional project scheduling methods have been found incapable of managing schedule distortions and they lack pertinent researches on such problems [14], let alone helping managers to develop project schedules under rework scenarios. The existing periodic inspection and evaluation of project schedules make it even harder to find delays in time or in advance, resulting in frustrating and undesirable schedule delays and cost overruns. Performance on managing critical works with the high potential of inducing rework, which are also defined as rework-intensive works, barely satisfies project managers. Gradually, it has been a chronic problem to identify those influential works and take corresponding steps. More improvements should be added to enhance the level of schedule management in construction project practices. Accordingly, a new method named the critical chain design structure matrix (CCDSM), which integrates critical chain project management (CCPM) and the design structure matrix (DSM) to overcome their respective limitations put forward by Xiao [15], is introduced in this study to fill the gap between the shortage of effective scheduling methods and poor performance of project schedules with duration delays as well as resource overruns. Therefore, this study attempts to apply the improved CCDSM method on a practical project from the perspective of interaction between activities which is conducive to rework scenarios. This updated method shed more light on developing project schedules considering rework impacts, and two innovative criticalities are used to analyze critical works. The analysis serves to identify which activities are performing as driving activities to the on-time project completion rate on duration and cost. On this basis, this study aims to develop accurate schedules for rework-affected projects with the help of the introduced method and furtherly verify its effectiveness and feasibility for better practical and theoretical application.



The rest of the paper is organized as follows: Section 2 describes the literature review on rework in construction projects and its management with technical methods. Section 3 briefly represents the research methodology including basic principles and concepts of the introduced method. Section 4 covers the results of model validation. Moreover, the analysis on the generated results and related discussion on managerial implications of the proposed model are conducted in Section 5. Finally, Section 6 discusses the conclusions, limitations and future scope of work.




2. Review of Related Literature


2.1. Rework in Construction Projects


Imperfections have never been a rare phenomenon in the construction industry and almost occur in every project inevitably including error, fault, defect, nonconformance, and so on [16,17]. These various types of failures may appear at dispersed sections of a construction project, but all of them suggest that the client is not satisfied with existing solutions [18]. Change orders caused by design errors and modifications are a typical kind of rework [10]. They detrimentally impair the productivity, create scheduling delays or cost overruns, and threaten the safety [10,19,20,21]. Hence, diverse definitions of rework abound the normative literature [22], which has resulted in significant discrepancies in reported costs from project to project. Derived from its causations, Taylor and Ford [23] defined rework as work adjusted on account of errors, omissions, or regular changes. The occurrence and subsequent rectification of a defect can also be named so. Ashford [24] refers to the term repair and defines it as “the process of restoring a nonconforming characteristic to an acceptable condition even though the item may not still conform to the original requirement.” To make sense of the essence, Love et al. [25] reveals that rework is more like “uncomfortable knowledge”, which represents a reality that prevails, but project managers are reluctant to their senior management or just ignore due to their psychological unsafety. Rework thereby remains as a challenging issue in the construction industry and abundant companies are suffered by its chronic impact. When rework occurs during the development process, the project manager ought to take measures urgently to solve such conflicts with planned settings [10]. For example, project managers are often inclined to execute their tasks based on empirical data when they are unfamiliar with the actual price, which to some extent may result in the nonconformance with the changing market. Therefore, they have to rectify previous mistakes for a more appropriate solution and the adjustment they make is generally regarded as rework practically.



Stressed by costly rework-caused profit loss and the demand for a higher level of productivity, clients and employed project managers have to attach great importance to rework, or they would lose in competition with other teams [26]. Because of that, identification of the root causes of rework and the management of them to reduce its unfavorable impact on the execution of construction projects is critical [27,28]. Although the varying interpretations and lack of uniformity in rework data collation [29,30] make it difficult to compare these studies and define general preventive measures, scholars still spare no efforts to develop a deeper and richer awareness of why and how rework arises in projects, and therefore, contribute to mitigating the annoying problem. Palaneeswaran [31] identified several reasons including errors, omissions, failures, changes, poor communication and coordination. It is the invisible logical connections and neglected interactions of information flows between activities or people that lead to major rework [32]. Negligence of information interactions between activities also gives rise to rework risk [33]. Specifically, construction projects that are characterized with unstable dynamic environment, strong correlations between project activities, and frequent interactions between participants, have exceeded the applied range of traditional methods [34]. These features bring about complex information interactions, resulting in plenty of rework. Despite these identified technical causations, rework remains a pervasive problem in construction projects [35] owing to some sophisticated organizational impediment. Many firms are reluctant to openly admit rework as a tough issue because it can potentially damage their reputations [36]. Gradually, project managers have been accustomed to treating rework as a common function of operations without efficient countermeasures. Therefore, it becomes our research goal to bridge the gap between unsolved rework risks and project schedule management with poor performance.




2.2. Rework Management with Technical Methods


Construction project performance is widely degraded by a range of limitations, involving site uncertainty, resource deficiency, labor instability and project complexity. It has been generally proved that the critical path method (CPM) and the program/project evaluation and review technique (PERT) are two effective scheduling methods that integrate the aforementioned constraints and have been extensively used to develop and manage project schedules. Whereas, as projects become more complex and diversified prevalently, practitioners and scholars have felt unsatisfied with these methods and gradually vacillated their trust due to certain obsolete assumptions [37,38]. As the mainstream project scheduling technique in many fields [39], the CCPM takes advantages of the theory of constraints (TOC) and strengthens the schedule development considering rework by setting three major types of buffer on the basis of CPM [40], which realizes the integration management of uncertainties in the project. Furtherly, various factors affecting the size of buffers were identified including managerial experience, project circumstances, personnel, and so on [41]. However, it should be noticed that this method is based on the assumption that each activity is independent of each other [42], which is quite against reality. In other words, most research concerning process scheduling and buffer settings in CCPM neglects the interactions between activities, which hinders related rework research with CCPM and needs to be corrected urgently. Furthermore, due to the uncertainty and multi-feedback mechanism of rework, other traditional scheduling techniques including PERT and Gantt charts are not capable of measuring rework time and its impact on project duration, quantitatively [43,44].



Aimed at this issue, further research has been carried out and most of which can be divided into two mainstreams: Qualitative research and quantitative measurement. In the former, researchers generally concern the impact of rework [21,45,46], the identification of factors causing rework [8,45,47], and the measures of reducing rework [29,48,49]. As for the latter, Browning [50] applied system dynamics to find that the uncertainty of the project schedule mainly originates from the number of intentional or unintentional iterations, activity set completeness and the iteration scope. More emphasis has been laid on the information flow interactions between activities by introducing the DSM. Actually, there are two basic types of information flow interactions between activities: Information transmission and information feedback. The former refers to the information spread from one activity to another along the activity’s sequence, while the latter refers to the opposite. As a systematic idea put forward by Steward to solve multi-equations [51,52], the DSM expresses the mentioned information flow interactions among essential elements by matrix composed of graphics or digital symbols [53,54]. Therefore, it has natural advantages in dealing with complex relationships among multiple activities. Using such a method, Eppinger and others gradually conducted quantitative researches on rework. For example, Browning and Eppinger [55] took the lead in measuring rework from two dimensions: Rework probability (RP) and rework impact (RI), which is also one of the theoretical foundations of the model proposed in this study.



Accordingly, Xiao [15] first came up with the new idea, termed the critical chain design structure matrix (CCDSM). Built on the strength of the CCPM and DSM, the CCDSM aims to take advantage of both methods in project scheduling to develop construction project schedules that are adaptive to rework instances. It not only adopts the concepts of rework activity scheduling mechanism and activity criticality from DSM, but also incorporates the idea of critical chain identification and buffer setting from CCPM. Additionally, rework model assumptions and the principle of design criticality have been adjusted to adapt to reality. Zhang et al. [56] have also taken effort to combine CCPM with DSM. A more reasonable buffer sizing method considering information resource tightness is proposed to better reflect the relationships between activities and improve the accuracy of project buffer (PB) calculation. However, the CCDSM still has some deficiencies including misunderstanding the framework of DSM rework theory, lacking consideration and visualization of the impact of occurred rework on critical chain.



This paper commences by taking advantage of a working paper called “A critical design structure method for project schedule development under rework scenarios”, which introduces the mechanism and process of the new method namely the improved CCDSM in detail and has accomplished the second round review of International Journal of Production Research. The concepts of “interface criticality” and “potential criticality” are also applied to identify critical activities. The paper proposes an empirical study of a practical project holistically from data collection to results discussion, in order to fully indicate the potential application and benefits of the proposed method. Various attributes of activities have been observed in the results, enabling the generation and visualization of the project schedule under rework scenarios. While there is an absence of an effective method improving the accuracy and reliability of the schedule, the research presented in this paper makes a substantial contribution toward aiding its development not only in generation considering two types of rework buffers, but also in the process where managers could identify critical activities worthy of extra concern. Bringing such a method to the forefront supports construction project teams with a better prediction of the completion duration and possibility, with which related resources or capital planning could be established more precisely, hence there would be fewer schedule delays and cost overruns.





3. Proposed CCDSM Method


The process of implementing the improved CCDSM method has been summarized in Figure 1, which includes the modeling mechanism of CCDSM and the design of CCDSM buffer. The following part will briefly describe how to set the proposed method and what has been improved to solve the rework issue.



3.1. Modeling Mechanism under Rework Scenarios


3.1.1. Optimization of the CCDSM Modeling Mechanism


Based on the frequent description of the DSM [57], we herein define that activity information inputs are placed in the horizontal line divisions and the outputs lie in the vertical line divisions. If marks above the diagonal of the matrix appear, then a horizontal-located activity cannot begin until the assumed outputs of the above-diagonal activities are satisfied. Considering these activities have not been initiated by that time, the risk arising from disordered information interactions will be accordingly increased and activity iterations are bound to happen, which bring forth the probable rework [58]. In other words, the number of activity iterations will not be decreased unless those undesired marks can be eliminated with the help of adjusting the activity sequence. Primarily, reordering sequence of horizontal and vertical line divisions is the most common and efficient approach when dealing with predetermined activity orders in the DSM model. By taking advantage of the genetic algorithm applied into the CCDSM model, the mentioned sequencing of DSM, included by a NP-hard (non-deterministic polynomial) problem can be furtherly solved to develop feedforward optimization of the overlapping relationships between activities [59,60]. Therefore, the main purpose of reordering activities is to shorten the rework duration and minimize the number of activities affected by rework. In addition, the model brings in a reengineering approach, named a banding algorithm to identify the “bands” of concurrent activities. As first raised by Grose [61], the banding algorithm helps to bind those contiguous elements of activities in aggregate as bands, which stand for the opportunities to accomplish some activities concurrently or in parallel so that iterations are supposed to be minimized and the final duration can be deeply shortened.




3.1.2. Interface Criticality


Actually, almost all projects’ configurations can be treated as stochastic networks, which thereby makes each activity within the network possible to become a critical activity in theory. Therefore, the critical chain made up of some critical activities and identified by CPM or CCPM has attracted most attention herein this study. More specifically, we introduce interface criticality and extend it to potential criticality for deep research. From the perspective of information interaction, Browning and Eppinger [55] have measured the criticality on the interface of DSM and defined it as interface criticality. Furthermore, two detail types of interface criticality, including duration interface criticality and resource interface criticality, are introduced. This model simplifies the positive and skewed curve function of activity duration and resources into triangular distribution. Then the most optimistic value (MOV), the most likely value (MLV) and the most pessimistic value (MPV) are selected to conduct the model. Equation (1) is the mathematical expression of duration interface criticality:


  I n .  C  S i   = R P  (  i , j  )  × R I  (  i , j  )  × L  C i  ×  D i   



(1)




where    D i    is the duration of activity     i  , and the duration here is expressed as MLV.



Similarly, resource interface criticality is defined as Equation (2):


  I n .  C  R i   = R P  (  i , j  )  × R I  (  i , j  )  × L  C i  ×  R i   



(2)




where    R i    is the resource occupation of activity     i  , and the resource here is expressed as MLV.




3.1.3. Potential Criticality


In terms of project structures, potential criticality is defined to measure the potential effect exerted by a certain activity on the entire project. From individuals to the organization, we make such definition exactly for a better sense of the interactions between activities and projects from an overall view. For each activity     i ∈  [  1 , n  ]  , n ∈  N *   , we define the activity with information transmission to activity  i  as the upstream activity of activity     i  , and the activity with information feedback from activity  i  as the downstream activity of activity     i  . As Figure 2 shows, Activity 2 receives information from Activities 1 and 3, therefore, Activities 1 and 3 are upstream activities of Activity 2. While Activity 2 also sends information to Activities 1 and 3, so they are downstream activities of Activity 2. The impact area of Activity 2 is shown in Figure 2.



From the perspective of project schedule, the impact of upstream activities on activity  i  is defined in Equation (3).


  I m p a c  t   S  j → i     =   ∑   j = 1 , j ≠ i  n  R P  (  i , j  )  × R I  (  i , j  )  × L  C i  ×  D i   



(3)







The impact of activity i on downstream activities is defined in Equation (4).


  I m p a c  t   S  i → k     =   ∑   k = 1 , k ≠ i  n  R P  (  k , i  )  × R I  (  k , i  )  × L  C k  ×  D k   



(4)







Therefore, the impact of activity i in the project, i.e., the potential criticality of duration, is defined in Equation (5).


  I m p a c  t   S i    = I m p a c  t   S  j → i     + I m p a c  t   S  i → k      



(5)







Similarly, the mathematical expression of potential impact criticality of resource can be defined in Equation (6).


     I m p a c  t  R  e i      =   ∑   j = 1 , j ≠ i  n  R P  (  i , j  )  × R I  (  i , j  )  × L  C i  ×  R i       +   ∑   k = 1 , k ≠ i  n  R P  (  k , i  )  × R I  (  k , i  )  × L  C k  ×  R k      



(6)









3.2. Buffer Setting and Calculation


3.2.1. Rework Impact Area


Similar to potential criticality, rework impact refers to potential rework caused by two types of information flow: Feedback input from downstream activities and information output to downstream activities. Therefore, the rework impact area measures the duration of potential rework occurrence after activity  i  has been finished at the first time. The mathematical expression of rework impact area is shown as Equation (7).


  R I  A i  = max  (  F  T   i r     )  − F  T i   



(7)




where   F  T i    refers to the completion time of the first execution of activity     i  ,   F  T   i r      represents the completion time of the    r  t h     rework.




3.2.2. Project Buffer Calculation


A. Perspective of completion probability



Although the project buffer occupies time and resource, it provides sufficient time for the project to meet the required standard with higher completion probability.



Thus, from the perspective of completion probability, project buffer is defined in Equation (8).


  P  B  c o m p l e t e p r o   =  D  x %   −  D  M L V    



(8)




where      D  x  %        represents the duration with x% completion probability,    D  M L V       represents the most likely value of each activity’s duration.



As for the resource consumption of project buffer, it will be allocated with the moving average of resource distribution as in Equation (9).


  R  e  P  B t    =  1  n _ d a y     ∑   i = 1   n _ d a y   R  e  t − i    



(9)







B. Perspective of potential criticality



Considering the similarities between the definitions of potential criticality of duration and rework impact area, the adaptive procedure with density (APD) method [62] can be a useful reference for calculating the size of project buffer as shown in Equations (10) and (11).


   K i  = 1 + E f f e c  t  S i   /   ∑   i = 1  N  E f f e c  t  S i    



(10)






  P  B  p o t e n t i a l c r i   =     ∑   i = 1  N   K i    2  ×  σ i    2     



(11)




where   E f f e c  t   S i      refers to the potential duration criticality of activity     i  ,    σ i    2    denotes the duration variance of activity     i  , and  N  represents the number of activities.



Given these points, the accurate procedure of improved CCDSM modeling has been concluded as illustrated in Figure 3, which includes two main parts and four representative stages. Particularly, the purposes and methods applied within the CCDSM scheduling are also indicated systematically for a better and clearer understanding of the overall introduced method.






4. CCDSM Based Schedule Development


4.1. Case Background


Real estate development projects particularly perform poorly in scheduling among all types of construction projects due to its high investment cost, various participants, and long duration. Geltner et al. [63] believe that reducing any uncertainty within the process is the key to improving the level of scheduling in real estate development projects. Effective controlling, integration and sharing of information in the early stage help to minimize schedule and cost risks. Similarly, commercial real estate development projects also suffer from rework risks. Such projects often cover large capital investment, long investment recovery period, and have strong sensibility to market [9,64] because of many exclusive stages like business invitation, standardization of operation, and asset improvement. Moreover, given the change of Chinese real estate regulations [65] and the structural tightening of credit policies for the real estate industry, more real estate enterprises turn to the private finance initiative (PFI) and private equity real estate (PERE) had emerged accordingly. Therefore, private equity commercial real estate development projects usually have larger scales, more involved participants, more frequent inter-organizational interactions and longer construction duration compared with traditional ones. The integration makes final projects require more cooperation and coordination among all participants, as well as more attention to the rework management and related schedule development.




4.2. Data Collection


The case project is located in Jing’an District, northern Shanghai, which is the first pure commercial office plot developed by the largest PERE company in China. The project covers an area of 80,159 square meters. Pre-project planning was carried out in May 2013. The construction period lasted for almost 20 months from April 2015 to December 2016. Besides, during the process of schedule planning in the early stage, the information transmission and feedback network was extremely complex due to the involvement of various participants, so the complexity and workload of the scheduling tasks were both challenging for the company.



Partial data from this project is excerpted from the “strong coupling” part of the original schedule, i.e., the feasibility study and planning and design phase which has been concluded by applying ADePT software. Due to the benefit from this technical force, 25 activities have been identified to have the most frequent and complex information interactions between each other and play major roles in causing uncertain rework, which has a huge impact on whether the project can meet its deadline. Based on the introduction and records about each activity from the planned schedule, detail parameters have been collected covering duration and resource consumption, as shown in Table 1.



In order to figure out the accurate information interactions between activities, the research team approached officials that had ever joined the selected project. Discussions and interviews were also conducted with relevant experts and professionals by the authors. As a result, the above research efforts led to discussions with 25 interviewees. However, it was found that only eight of these 25 people were sufficiently familiar with the interweaving mechanism between project activities. Finally, the research team managed to get support from five of these experts for in-depth interviews. Profiles of these five experts are shown in Appendix A. It was observed that it was not easy to approach all involved experts. Given the selected experts were all from authoritative departments or organizations, it was considered that analysis driven by their opinions in this research would make sense in spite of the difficulty of communicating with all the experts.



The research team designed a structured questionnaire to acquire the experts’ opinions. The five interviewed experts were asked to conduct a pairwise comparison of 25 activities by answering the questions “Do you think there is an information interaction between activity i and j? If the answer is yes, please give the number of the probability and impact of this potential interaction.” To ensure a precise understanding, we supplemented brief explanations of each activity with the questionnaire. As is acknowledged in previous literature, “the minority gives way to the majority”, such principle is often referred as the basis when integrating different opinions. However, it brings about the omission of a few minor but existing suggestions in the meantime. Therefore, the final outcome was confirmed when all experts reach an agreement. The received information was analyzed carefully and necessary corrections were made to ensure the reliability and validity of the data. As a result, the design structure matrix of information interactions between activities and the related RP matrix and RI matrix are concluded in Figure 4, Figure 5 and Figure 6. As shown in Figure 4, markers in the lower triangular of the matrix mean that there is an information transmission and markers in the upper triangular mean that there is an information feedback. The matrix uses “×” rather than numbers to mark the information interactions between activities. As shown in Figure 5, RP (2, 6) = 0.1 means that Activity 6 will provide Activity 2 with information feedback and the probability of caused rework of Activity 2 is 10%. As shown in Figure 6, RI (2, 6) = 0.3 means that if the mentioned rework of Activity 2 occurs, it will occupy 30% of the total duration of Activity 2.




4.3. Process and Results


The project’s initial data includes the RP matrix, the RI matrix, duration and resource skewed triangular probability distribution function and learning curve array. The CCDSM algorithm is programmed in the environment of MATLAB R2018a, which is more efficient and effective in simulation than traditional DSM programming platforms.



There are 228 activities overlapping relationships in 600 accessible paths for information interactions, which fully prove the complexity of the selected project. In this section, the applicability of proposed model will be validated in the following steps.



Step 1: Input the above data into the CCDSM model and reorder the initial CCDSM matrix with genetic algorithm, as shown in Figure 7.



The new activity sequence is shown as below.


   [  17   1   4   8   3   2   19   16   7   9   22   6   13   14   11   12   23   15   18   5   21   20   10   24   25  ]   











Step 2: Optimize the new CCDSM matrix and identify the critical chain with a banding algorithm as shown in Figure 8.



Therefore, the critical chain based on MLV was as follows:


   [  17   8   16   7   14   11   12   23   15   21   20   25  ]   











Step 3: Calculate the duration interface criticality and resource interface criticality according to Equations (1) and (2). The results are as shown in Figure 9 and Figure 10.



Step 4: Calculate the duration potential criticality and resource potential criticality according to Equations (5) and (6). The results are as shown in Figure 11 and Figure 12.



Step 5: Simulate the duration, resource consumption and schedule with the CCDSM algorithm.



The results of the 1000 Monte Carlo simulations showed that the average project duration expectancy was 587 days, and the average resource expectancy was 1310 units as shown in Figure 13. The results of other scales including 80% and 90% are shown in Table 2.



According to the MLV of each activity, a possible schedule and resource consuming plan has been produced by simulation as shown in Figure A1 (in the Section Appendix A). The project duration was 528 days without setting a buffer and the total resource consumption was 1131.8 units.



Step 6: Calculate MLV based rework impact area and project buffer.



According to the mentioned schedule and Equation (7), the results of rework impact areas for each activity were as follows:


   R I  A  N e  w  s e q     = [ 234   332   505   492   385   230   494   363   423   472   202   456   440      372   347   299   316   285   284   103   11   30   311   0   0 ]   











Additionally, the lengths of the two types of buffer were calculated by Equations (8)–(11). From the perspective of 90% completion probability, the project buffer output was     P  B  90 %   = 180  . As for the potential criticality perspective, the result was     P  B  e f f e c t   = 33  .



The resource consumption of the project buffer adopted the 10-day moving average as the resource occupancy, which is shown in Figure A2 and Figure A3 (in the Section Appendix A) respectively.





5. Discussion and Managerial Implications


The generated results have been plotted in Figure 7, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12 and Figure 13 and Figure A1, Figure A2 and Figure A3. Figure 7 shows the change happening to the activity sequence and information interactions after genetic algorithm-based reordering. Obviously, activities like 17, 19, and 16 were moved to the earlier stage. Since being combined with private equity, the integrated project was supposed to value more on financial activities. The earlier these financial activities were handled with, the less possible the project affected by finance—caused rework. Banding algorithm optimization is presented in Figure 8, where concurrent activities were arranged to start simultaneously instead of waiting just until the activity was ended, so that project duration would not be as long as it was.



Figure 9 and Figure 10 indicate that overlapping relationships between activities like (10,7) and (14,12) have prominent duration and resource interface criticality, denoting that their duration and resource sensitivity will be extremely high. It can be observed from the two figures that much attention should be paid to information interactions between these activities like oral communication or handover of periodical documents between different practitioners. Taking (14,12) for example, once the building plans are determined, it will directly affect the compilation of further design specifications and various indicators. The former is the guiding foundation of the latter, while the latter is the numerical reflection of the former. Only when the two are coordinated and unified can the project be effectively propelled.



As shown in Figure 11 and Figure 12, positioning projects and clients and developing conceptual design are two activities with the highest potential criticalities. More specifically, accurate and reasonable positions of projects and clients determine the final success of the holistic project as clues throughout the lifecycle. However, it appears that few managers regard it as the prerequisite of the following works, instead, they just do before thinking. It is appreciated that project managers can promote the schedule performance through shifting its concentration on the construction period to the planning period. Such positions reveal the core competitiveness of the project and accordingly becomes the guidance of next design, construction and marketing sections. Otherwise, any change or deviation related will be the main causation of rework. Similarly important, developing conceptual design also plays a remarkable role as information interaction pivot in the project. While for those individual activities, which barely interact information with others, they neither receive information from upstream activities, nor send information to downstream activities. Consequently, their interface criticality is not so attractive for project managers.



After 1000 Monte Carlo simulations, the outputs of 50%, 80% and 90% expected project duration were all lower than the actual duration, supporting the idea that the improved model benefited the project duration under rework scenarios. It is because the reordering of the activity sequence helps to alleviate the impact of rework on project duration. The new schedule simulated from MATLAB platform was presented by Gantt chart which demonstrates the progress status and working details of each activity. As for resource utilization analysis, it was displayed in the cumulative curve of resources, showing the distribution of resources during project implementation. Moreover, it appears that the rework impact areas of most activities are long, due to the complex interactions between selected activities from the strong coupling part. The feedforward and feedback frequency of information interactions between these activities are at a high level. Especially activities like 13, 21 and 20 which almost receive input information from all the others, which may lead to rework probably. Hence the rework impact area reflects the complexity of the project from another side.



Furthermore, in order to take rework risks into account, two improved schedules based on 90% completion probability and potential criticality have been developed by setting the project buffer. The former is based on the expected duration when 90% probability of completion is required, so the project buffer is set to ensure that the impact on duration caused by rework can be most recovered. While the latter is based on activities with high potential criticality, which focuses on the overall potential impact of rework on project duration caused by these activities. By comparison, it can be noticed that there is a gap of about 150 days between the PBs generated from the two approaches. It is because that under the constraint from 90% completion probability, a certain period of duration has to be “sacrificed” to ensure the project can be finished promptly, while the other has no need to consider that. Instead, high potential criticality activities should be attached much importance to meet the requirements of the most optimal duration. These two schedules obtained from two different perspectives can not only consider rework in practice fully, but also help to meet the requirements of special management situations. Thus, the efficiency of project scheduling will be greatly improved.



Based on the results of the case project, it can be proved that the improved CCDSM method has substantial potential in the construction industry because of these reasons. First, the genetic algorithm helps to achieve a more rational arrangement of project activities. Critical chain of concurrent activities has also been found by applied banding algorithm. Second, this method is much closer to the real situation of rework than traditional methods. It not only considers the information flow interactions between different activities but also quantifies the resulting rework. Third, the method is capable of developing a reliable project schedule dealing with rework risks, which can be applied to construction projects with varying complexities and resource demands. The rework-based schedule is a clear demonstration of how activities will be arranged when rework occurs within the duration. Finally, two types of criticality bring in managerial inspirations of crucial activities from different perspectives. Activities with information interactions from multi sources are distinguished by interface criticality. While potential criticality identifies activities which exert huge influence on others in terms of duration or resource.




6. Conclusions


This research focuses on project rework management which is a crucial strategy for achieving anticipated scheduling performance. Taking the preceding literature review on methods for project rework-related issues as the start point, this paper briefly introduces and explains the operation mechanism of the improved CCDSM method. Then, the proposed method is implemented systematically for empirical analysis based on a practical project in China. On this basis, the applied improved CCDSM method is considered as advantageous over traditional scheduling methods, the production of operable instructions on rework buffer setting and critical activities identification, which is thereby the main novelty of this study.



The empirical analysis proposed in this paper is a substantial trail to study project scheduling problems in the view of information interactions that is causative for potential rework. The primary contribution can be summarized into three categories.



First, project schedules including duration and resources at different contexts are developed and visualized. A reliable timeline of the project execution is displayed and proved to perform better than the occurred schedule, which provides solid reference to promote sustainable development in the construction industry and helps to motivate resource saving and carbon emission permanently.



Second, rework impacts are quantified by sizing two types of rework buffers in the possible schedules, which strengthens the solution to different project objectives under varying rework scenarios.



Finally, rework-intensive activities are identified from the perspective of two introduced criticalities. Project managers are enabled to recognize most critical and potential activities of causing rework according to the results to avoid similar rework. Hence, a dynamic perspective is employed to sustain rework management.



Moreover, the results provide essential information to project managers for recognizing the focal areas and taking due actions to mitigate impacts of uncertain rework. Being aware of these representative activities can also guide practitioners for participating in construction projects properly. If activities like positioning projects and clients can be handled effectively for the first time, such construction projects will be substantially released from unwanted schedule delays and cost overruns. Therefore, it can be expected by promoting the adoption of this method, the sustainability in project management will be achieved and facilitated substantially in the future.



There are still some shortcomings of this study. One limitation is that private equity commercial real estate development project is an unusual kind of construction project, which may not be representative enough to reflect the ubiquitous reality. To expand the area of applicable schedule management, further researches can pay more attention to diversified projects that are not limited to the construction industry. As for how to improve the accuracy of assessing project completion duration and probability under rework scenarios, as well as build the intelligent recommendation strategies of construction project scheduling, related research is expected to be conducted in the future.
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Nomenclature




	Symbol
	Definition
	Symbol
	Definition



	   I n .  C  S i     
	The duration interface criticality of activity i
	   F  T i    
	The completion time of the first execution of activity i



	   I n .  C  R i     
	The resource interface criticality of activity i
	   P  B  c o m p l e t e p r o     
	Project buffer of completion probability



	   R P  (  i , j  )    
	The rework possibility caused by interactions from activity j to i
	    D  x %     
	The duration with x% completion probability



	   R I  (  i , j  )    
	The rework impact caused by interactions from activity j to i
	    D  M L V     
	The duration simulated with each activity’s most likely duration



	   L  C i    
	Learning curve for activity i
	   R  e  P  B t      
	The resource consumption of project buffer



	    D i    
	Duration of activity i
	   E f f e c  t   S i      
	The potential duration criticality of activity i



	    R i    
	Resource occupation of activity i
	    σ i    2    
	The duration variance of activity i



	   I m p a c  t   S  j → i       
	The impact of activities j on activity i
	  N  
	The number of activities



	   I m p a c  t   S i      
	potential criticality of duration of activity i
	MLV
	The most likely value



	   R I  A i    
	Rework impact area of activity i
	MOV
	The most optimistic value



	   F  T   i r      
	The completion time of the rth rework of activity i
	MPV
	The most pessimistic value








Appendix A. Interview Participants




[image: Table] 





Table A1. Profiles of the five experts.
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	Expert Code
	Working Organizations
	Job
	Years of Work Experience
	Interview





	A
	University
	Professor
	15
	Face-to-face



	B
	Designer
	Senior engineers
	9
	Two rounds of email



	C
	Contractor
	Project manager
	17
	Face to Face



	D
	Owner
	Department heads
	13
	Wechat



	E
	Consultant
	Managing director
	12
	Three rounds of email
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Figure A1. A possible MLV-based schedule and associated resource consumption. 
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Figure A2. A possible schedule and associated resource consumption based on MLV and 90% completion probability. 
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Figure A3. A possible schedule and associated resource consumption based on MLV and potential criticality. 
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Figure 1. The improved critical chain design structure matrix (CCDSM) scheduling process. 
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Figure 2. The impact area of Activity 2. 
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Figure 3. The procedure of improved CCDSM modeling. 
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Figure 4. Design structure matrix of information interactions between activities. 
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Figure 5. Rework probability (RP) matrix. 
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Figure 6. Rework impact (RI) matrix 
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Figure 7. Result of genetic algorithm optimization. 
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Figure 8. Result of banding algorithm optimization. 
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Figure 9. Duration interface criticality. 
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Figure 10. Resource interface criticality. 
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Figure 11. Duration potential criticality. 
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Figure 12. Resource potential criticality. 
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Figure 13. Duration and resource distribution by Monte Carlo simulations. 






Figure 13. Duration and resource distribution by Monte Carlo simulations.



[image: Sustainability 11 05710 g013]







[image: Table] 





Table 1. Excerpted schedule and related activity parameters.
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No.

	
Activity Name

	
Activity Duration (Days)

	
Activity Resource Consumption (Unit)

	
Learning Curve (LC)




	
Most Optimistic Value (MOV)

	
Most Likely Value (MLV)

	
Most Pessimistic Value (MPV)

	
MOV

	
MLV

	
MPV






	
1

	
Engage feasibility consultants

	
2

	
3

	
6

	
3.84

	
5.3

	
12.49

	
0.3




	
2

	
Analyze macro markets

	
3

	
5

	
10

	
4.16

	
7.81

	
20.28

	
0.5




	
3

	
Investigate regional market situation

	
10

	
13

	
20

	
13.33

	
20.32

	
41.69

	
0.5




	
4

	
Evaluate marketability options

	
3

	
5

	
10

	
3.97

	
7.75

	
20.36

	
0.6




	
5

	
Assess resource requirements

	
2

	
4

	
9

	
4.03

	
7.79

	
20.13

	
0.5




	
6

	
Analyze market risks

	
4

	
6

	
11

	
5.43

	
9.61

	
21.02

	
0.5




	
7

	
Position projects and clients

	
18

	
22

	
35

	
22.13

	
36.78

	
63.43

	
0.7




	
8

	
Determine types of operation and quantities

	
10

	
13

	
20

	
13.33

	
20.32

	
41.69

	
0.5




	
9

	
Predict supply and demand of products and develop Strengths-Weaknesses-Opportunities-Threats (SWOT) analysis

	
15

	
18

	
27

	
19.68

	
28.11

	
55.73

	
0.6




	
10

	
Estimate project costs

	
2

	
4

	
9

	
4.05

	
7.13

	
19.67

	
0.4




	
11

	
Develop conceptual design

	
30

	
35

	
50

	
40.15

	
53

	
100.3

	
0.8




	
12

	
Confirm building plans

	
3

	
5

	
9

	
4.68

	
7.88

	
18.39

	
0.5




	
13

	
Establish and estimate schedules

	
3

	
4

	
7

	
4.34

	
7.04

	
14.69

	
0.6




	
14

	
Compile design specifications and various indicators

	
25

	
31

	
48

	
35.72

	
51.93

	
88.61

	
0.6




	
15

	
Obtain rough construction costs

	
3

	
5

	
10

	
4.97

	
8.16

	
21.33

	
0.5




	
16

	
Identify permits and approvals

	
10

	
13

	
20

	
13.73

	
19.67

	
40.17

	
0.3




	
17

	
Identify external stakeholders

	
5

	
8

	
15

	
7.35

	
13.34

	
30.16

	
0.4




	
18

	
Identify debt options

	
2

	
3

	
5

	
2.87

	
4.63

	
10.25

	
0.4




	
19

	
Identify equity options

	
2

	
3

	
5

	
3.83

	
5.54

	
10.03

	
0.5




	
20

	
Update financial underwriting

	
3

	
5

	
10

	
3.95

	
8.42

	
21.58

	
0.5




	
21

	
Improve final plan

	
3

	
6

	
11

	
4.78

	
10.33

	
23.68

	
0.3




	
22

	
Complete the first phase of Environmental Site Assessment

	
10

	
13

	
20

	
13.73

	
19.67

	
40.17

	
0.3




	
23

	
Evaluate consultants and contractors

	
3

	
5

	
10

	
4.27

	
7.74

	
21.56

	
0.6




	
24

	
Gain control of site and client

	
3

	
4

	
7

	
4.83

	
7.43

	
15.03

	
0.6




	
25

	
Review and approve

	
3

	
4

	
7

	
4.07

	
6.31

	
15.22

	
0.7
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Table 2. Result Statistics.
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	Degree of Division
	Construction Period (Days)
	Resource Volume (Units)





	50% (average)
	587
	1310



	80%
	661
	1488



	90%
	708
	1575
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