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#### Abstract

When preferences explicitly include a spatial component, it can be challenging to assign weights to geographic regions in a way that is both pragmatic and accurate. In multi-attribute decision making, weights reflect cardinal information about preferences that can be difficult to assess thoroughly in practice. Recognizing this challenge, researchers have developed several methods for using ordinal rankings to approximate sets of cardinal weights. However, when the set of weights reflects a set of geographic regions, the number of weights can be enormous, and it may be cognitively challenging for decision makers to provide even a coherent ordinal ranking. This is often the case in policy decisions with widespread impacts. This paper uses a simulation study for spatial preferences to evaluate the performance of several rank-based weight approximation methods, as well as several new methods based on assigning each region to a tier expressing the extent to which it should influence the evaluation of policy alternatives. The tier-based methods do not become more cognitively complex as the number of regions increases, they allow decision makers to express a wider range of preferences, and they are similar in accuracy to rank-based methods when the number of regions is large. The paper then demonstrates all of these approximation methods with preferences for water usage by census block in a United States county.


Keywords: spatial weights; multiattribute; attribute weights; preferences; spatial decisions

## 1. Introduction

When the impacts of a policy decision vary geographically, decision makers will need to evaluate and compare spatial outcomes. In some cases, simple summary metrics (e.g., average pollution level, total annual water usage) might be sufficient to capture decision makers' preferences adequately. However, if the level of an attribute is more important or meaningful in some locations than in others, then a more detailed assessment of preferences is required. This contrast between "spatially implicit" and "spatially explicit" analysis is discussed by [1], who point out that spatial weights are the crucial distinguishing component of the latter. Each geographic region is assigned a spatial weight capturing tradeoffs that a decision maker is willing to make between regions; a higher weight indicates that the results in that region are factored more heavily into evaluation of outcomes. Simon, Kirkwood, and Keller [2] provide a theoretical framework for applying a multiattribute value function that includes a set of spatial weights for all of the regions impacted by a decision.

There are several thorough and effective methods for assessing weights that could be applied to a set of spatial weights, including direct point allocation, pricing out, the value tradeoff method [3,4], simple multiattribute rating technique (SMART) [5,6], and swing weighting [6]. However, these methods tend to require substantial time and effort on the part of the decision maker to obtain accurate results. Some methods also require a level of comfort with quantitative thinking not possessed by all decision makers. Recognizing these challenges, researchers have developed and evaluated many techniques for approximating attribute weights, ranging from a very simple assumption that all weights are equal [7] to a calculation of the centroid of the set of weight vectors that follow a specified
ranking [8]. Spatial weights, however, pose a new dilemma. The number of regions, and thus the number of weights required, may be extremely large. It is therefore valuable to explore how well various weight approximation techniques perform in this setting.

Many of the common approximation techniques are based on ordinal rankings of the attributes (in this case, the geographic regions). We explore these, as well as three new weight approximation methods that are based on the assignment of each attribute to one of a small number of pre-determined tiers. A tier expresses the degree to which the decision maker would like the attribute to impact the evaluation of alternatives. The set of tiers can be represented clearly using, e.g., a Likert scale or a color-coding scheme. For spatial decision problems, tier-based methods may be preferable to approximations based on ordinal rankings for two main reasons.

First, they require substantially less time and effort from the decision maker. Ranking methods were devised to be less cognitively demanding than the most thorough elicitation methods, but they can still be quite challenging to carry out manually when the number of attributes to be ranked is very large. The results of a simple experiment presented in Section 4 illustrate this advantage of the tier approach. Second, tier-based methods are more flexible. Given $n$ attributes, a rank-based method can only assign $n$ possible weights to any individual attribute (assuming no ties). As we will demonstrate, tier-based methods are much less restricted.

Despite the relative lack of information the decision maker is able to provide about each attribute individually, tier-based methods still perform well for large sets of spatial weights. This is demonstrated using weight simulations in Section 4. The tier-based methods are intuitive, and can be a helpful alternate approach to existing methods.

The remainder of the paper proceeds as follows. Section 2 explores prior related work on attribute weight approximation and the use of spatial weights in decision making. Section 3 describes the approach used in this paper to evaluate approximation techniques. Section 4 presents the results and compares the performance of various techniques. Section 5 applies these weight approximation techniques to preferences for water usage by census block in a county in the United States. Finally, Section 6 offers some additional discussion and concludes the paper.

## 2. Literature Review

Following the early development of additive multiattribute value functions [9,10], multiattribute techniques have enjoyed a rich history in decisions based on geographic information systems (GIS), spanning areas such as land-use planning [11-13], facility location [14], waste management [15,16], geological analysis [17], and forest planning [18-20]. Malczewski [21] provides a detailed survey and classification, examining over 300 papers that combine GIS and multiattribute decision making.

Any multiattribute decision requires consideration, implicitly or explicitly, of the tradeoffs that stakeholders are willing to make between those attributes. Numerous methods have been developed for eliciting weights on the attributes, as specified in the Introduction. Schoemaker and Waid [22], Borcherding, Eppel, and von Winterfeldt [23], and Pöyhönen and Hämäläinen [24] explore comparisons of these and additional techniques. In a spatial setting, Hobbs [25] compares a rating and a tradeoff weighting method in a power plant siting problem, and finds that the two methods lead to substantially different choices of location.

As Malczewski and Jankowski [1] discuss, while additive multiattribute value functions are common in spatial decisions, the explicit inclusion of a set of weights assigned to a set of regions is a more recent development. Theory supporting this form of spatial preferences is developed by [2,26,27]. Ferretti and Montibeller [28] explore the challenges of using decision support systems in spatial analysis, one of which is the elicitation of weights. In these decision settings, it is possible for the number of regions (and thus the number of spatial weights) to be extremely large. For instance, Ferretti and Montibeller [29] explore an illustrative flood risk example that divides a map into 400 regions, each of which is assigned a vulnerability score.

Due to the substantial time and cognitive effort involved in the weight elicitation techniques mentioned previously, researchers have introduced many ways to approximate weights using simpler approaches. The easiest possible approach is to assign equal weights to all attributes [7], which would be the most reasonable approximation in the absence of any preference information whatsoever. If an ordinal ranking of attributes can be obtained, there are several possible methods for converting that ranking into a set of approximated weights [30]. Perhaps the two simplest rank-based methods are rank-sum, in which the $i$-th most important attribute receives a weight of $n+1-i$, and rank-reciprocal, in which the $i$-th most important attribute receives a weight of $1 / i$. In both methods, the weights are then normalized to sum to 1. Barron [8] introduces another rank-based method called rank-order centroid. Rank-order centroid is based on the center of mass of the subset of the simplex that conforms to the stated ranking. For each attribute, it assigns the attribute's average weight over all possible weight vectors in that rank order. In a simulation experiment, Barron and Barrett [31] find that rank-order centroid is the most accurate of the methods listed here.

It is possible to increase the precision of rank-based approximation methods by incorporating some cardinal preference information [32,33]. Indeed, in many decision problems, weight approximations based on purely ordinal information might not be sufficiently accurate, and analysts may be willing to sacrifice some ease of elicitation. When the number of attributes is extremely large, the opposite problem is more likely to arise; even an ordinal ranking of attributes can be prohibitively difficult to obtain manually. However, it could be argued that the tier-based methods explored in the current paper, while designed for easier elicitation, are nonetheless capturing cardinal information.

For pragmatic reasons, tiering is already used in spatial decisions without an intentional elicitation of preference information; this is one of the motivations to develop and evaluate the performance of weight approximation methods that are deliberately tier-based. The tier designations have typically been determined by one or more physical measures. For example, in their water resource vulnerability analysis, Chung et al. [34] classify South Korea's 232 districts into six tiers based on population. Zhou et al. [35] classify regions of Tsushima Island, Japan into five tiers of landslide susceptibility. Niu, Yu , and Li [36] classify regions of Taogang Town, China into five tiers of environmental sensitivity for use in planning and development decisions. Note that tiering is distinct from spatial clustering or spatial autocorrelation [37-39]. If the metrics being analyzed tend to exhibit similar levels for regions that are geographically close to one another, then it is likely that clusters of regions would often end up assigned to the same tier. However, there is nothing about the tiering approach itself that inherently groups nearby regions into the same tier.

There are additional techniques that have been used to obtain spatial weights but are not explored in this paper because they require context-specific information. For instance, Sironen and Mononen [20] capture an approximation of region weights by incorporating several spatial metrics of interest to forest management decisions, such as proximity to main roads and recreation routes. If attribute weights are calculated directly using the ranges of observed attribute levels, then heterogeneity in spatial preferences can be captured by using local ranges rather than the global range for each attribute [40,41]. Alternatively, if the analyst knows what particular tradeoffs are likely to be crucial to the decision(s), then it may be sufficient to elicit incomplete preference information that captures those tradeoffs, and then use it to construct spatial weight approximations, as demonstrated by [27].

In the context of spatial outcomes, single-attribute value functions can be assessed easily using standard approaches, provided that the shape of the value function does not change by region [2]. Therefore, the focus of the analysis in the current paper is restricted to the spatial weights assigned to the $n$ regions.

## 3. Methods

Consider an additive multiattribute value function $V$ for spatial outcomes that include $n$ different regions, where $n$ is a large number:

$$
\begin{equation*}
V\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} w_{i} v\left(x_{i}\right) \tag{1}
\end{equation*}
$$

with $x_{1}, \ldots, x_{n}$ denoting the physical outcomes in the $n$ regions, $v$ denoting the single-attribute function that translates $x_{i}$ into a score, and $w_{1}, \ldots, w_{n}$ denoting the true weights of the regions, which are the component of Equation (1) central to this paper. The notion of true weights is explained by [31]; they reflect the weights that would be obtained from a perfect elicitation process with zero error. While the true weights could never be known precisely in practice, they are a useful concept for evaluating the accuracy of weight approximation methods via simulation. They serve as a target by which all approximation methods can be measured.

### 3.1. Simulation Approach

Each simulation will include 5000 trials, where a set of true weights is generated randomly in each trial and compared to the weights resulting from various approximation methods. We denote the set of weights generated by an approximation method as $w_{1}^{\prime}, \ldots, w_{n}^{\prime}$.

The simulation approach for $w_{1}, \ldots, w_{n}$ used in this paper comes from [42], and is also used by [31]. To generate sets of weights that must sum to one, we require a joint distribution over the $n-1$ simplex, which represents all possible weight vectors. We assume that this distribution is uniform over the simplex, since we have no a priori reason to believe that any valid set of weights is more likely than any other. This is also known as a flat Dirichlet distribution, with the property that the marginal distribution of each individual weight is $\operatorname{Beta}(1, n-1)$. A straightforward way to simulate this distribution is to generate $n-1$ uniform [0,1] random variables and plot them on a unit interval; this divides the unit interval into $n$ segments whose lengths follow the desired flat Dirichlet distribution. Further details regarding this simulation approach are given by [42]. It was implemented here using Microsoft Excel and Visual Basic for Applications. Another possible simulation approach, explored by [43], is to generate $n$ draws from an exponential distribution with rate 1 , and divide each by the sum of the $n$ draws to obtain a set of weights.

For an approximation method to be viable, it should tend to produce $w_{1}^{\prime}, \ldots, w_{n}^{\prime}$ that are sufficiently close to $w_{1}, \ldots, w_{n}$. There are many possible error metrics that can serve as a basis for comparison. We focus on three of them. The first is mean squared error (MSE); that is, the average value of $\left(w_{i}^{\prime}-w_{i}\right)^{2}$. Other similar metrics such as mean absolute deviation and mean absolute percentage error yielded qualitatively similar results. For the sake of robustness, we also consider two metrics related to the quality of a resulting decision. One is hit rate: the proportion of trials in which the approximation led to the same choice that would have been made using the true weights. The other is average value loss: the average of the percentage loss in value as compared to the value that would have been achieved with the best possible choice. The value loss is zero if the best choice is selected. Both value calculations (the best value and the achieved value), are based on the true weights. Hit rate captures the frequency of mistakes, while average value loss captures both the frequency and severity of mistakes.

Of course, calculating hit rate and average value loss requires having alternatives from which to choose. We use two simple alternatives: one in which all regions have a value of 0.5 , and one in which half of the regions have a value of 0.8 and the other half have a value of 0.2 . The assignment of 0.8 and 0.2 values to regions is arbitrary; the probability density function for the weights is symmetric, as are all of the approximation methods. The results are robust to other changes in these alternatives as well, provided that the alternatives are sufficiently different from one another and both are similarly desirable before the weights are known.

### 3.2. Approximation Methods

The simplest weight approximation method is to assign equal weights (EW) $1 / n$ to every region. This is equivalent to evaluating an outcome based on the average value over all regions, and reflects no spatial preference information whatsoever. A perfect approximation method would yield the true weights every time; EW can be viewed as the opposing baseline, in which no attempt is made to ensure that $w_{1}^{\prime}, \ldots, w_{n}^{\prime}$ are similar to $w_{1}, \ldots, w_{n}$.

We will consider three rank-based methods: rank-sum (RS), rank-reciprocal (RR), and rank-order centroid (ROC). All three are based on an ordinal ranking of the regions from most to least important in the evaluation of outcomes. As mentioned previously, RS converts the $i$-th ranked region to a weight of $n+1-i$, while RR converts the $i$-th ranked region to a weight of $1 / i$; both are then normalized such that the resulting weights sum to 1 . The premise of ROC is, given that region $i$ has received rank $r$, to set $w_{i}^{\prime}$ as the average true weight for region $i$ across all sets of true weights that are in the order stated. The weight conversion for the $i$-th ranked region under ROC is:

$$
\begin{equation*}
w_{i}^{\prime}=\frac{1}{n} \sum_{j=i}^{n} \frac{1}{j} . \tag{2}
\end{equation*}
$$

Barron [8] and Barron and Barrett [31] provide the derivation of this formula; it is obtained by averaging the $i$-th ranked region's weight over all of the vertices of the subset of the $n-1$ simplex that obeys the specified ranking.

For large $n, \mathrm{RS}$ is the most similar to EW (i.e., the weights are closest to equal), and $R R$ is the farthest from EW. For example, when $n=100$, EW would result in $w_{i}^{\prime}=0.01$ for all $i$. If region 1 is ranked first, then RS results in $w_{1}^{\prime}=0.0198, \mathrm{ROC}$ in $w_{1}^{\prime}=0.0519$, and RR in $w_{1}^{\prime}=0.1928$. EW, RS, RR, and ROC were evaluated by [31] for smaller values of $n$, and ROC was found to be the most accurate. This is, of course, influenced by the underlying uniform distribution of true weights (Barron and Barrett's [31] simulation, like the one used in the current paper, assumes a uniform distribution over the $n-1$ simplex). As Danielson and Ekenberg [44] discuss, this is analogous to a "point allocation" process with $n-1$ degrees of freedom; if preferences followed a "direct rating" approach with $n$ degrees of freedom followed by a normalization, the distribution of weights would be substantially different (the weights would tend to be closer to equal). It is possible that the context of a decision would lead the analyst to suspect otherwise. For instance, if the region weights were likely to be similar for political reasons, then RS would fare better, and ROC and especially RR would fare worse.

Because manually constructing an ordinal ranking may prove prohibitively difficult when $n$ is very large, we introduce three analogous methods based on tiers rather than ranks. Instead of ranking all $n$ regions, the decision maker assigns each region to one of $K$ tiers reflecting various levels of importance. Assume that $n \gg K$. The tiers are indexed by $k=1, \ldots, K$. The choice of $K$ reflects a tradeoff between precision and simplicity, and will be discussed in Section 4 . Let $t_{i}$ denote the tier to which region $i$ is assigned. No further assessment from the decision maker is required once $t_{1}, \ldots, t_{n}$ have been obtained. In particular, ranking is not required within tiers.

There are two clear advantages to tier-based methods as compared to rank-based methods. First, when the number of regions is very large, it is substantially faster. In terms of computational complexity, assigning $n$ regions to tiers is $\mathrm{O}(n)$; i.e., the longest possible time required by an algorithm to complete it is linear in $n$. Optimal ranking algorithms, assuming no parallel processing, are $\mathrm{O}(n \log n)$ [45]. However, the simpler ranking algorithms that are more feasible for humans, such as selection or insertion, are $\mathrm{O}\left(n^{2}\right)$, which is substantially slower than tiering. Furthermore, these comparisons of speed are purely based on algorithmic complexity; they do not consider the cognitive demand on the decision maker, which is likely lower for tiering than it is for ranking. Tiering never requires the decision maker to compare one region to another explicitly. Of course, if the ranking is constructed automatically via calculations based on physical measures (population, distance from a river, soil quality, etc.) with no subjective judgment, then this is not an issue.

To confirm that tiering is indeed easier than ranking, a simple experiment was conducted in which subjects were asked to consider 20 different attributes of apartments. One group of subjects was instructed to rank the attributes from most to least important, a second group was instructed to assign each attribute to one of three tiers $(K=3)$, and a third group was instructed to assign each attribute to one of seven tiers $(K=7)$. The ranking group had the highest average completion time, as well as the highest proportion of incomplete or otherwise invalid responses. A more detailed explanation of the experiment and results can be found in Appendix A.

The second benefit of tiering is that it is much more flexible. In a rank-based approach without ties, there are only $n$ possible values for $w_{i}^{\prime}$; any individual approximation method such as RS, RR, and ROC will always yield the same $n$ weights. When using tiers instead of a ranking, the exact number of possible values for $w_{i}^{\prime}$ will depend on how the tiers are converted to weights, but any reasonable conversion method will be able to produce substantially more than $n$ values. (To see why this is true, consider a simple example with three tiers and four regions, and let the first region be assigned to the first tier $\left(t_{1}=1\right)$. It should be clear that $\left(t_{2}, t_{3}, t_{4}\right)=\{(1,1,1),(2,1,1),(2,2,2),(3,2,2),(3,3,3)\}$ should lead to five different increasingly large values of $w_{1}^{\prime}$. This constitutes only some of the possible weight estimates for a single tier; the total number of possible values for $w_{1}^{\prime}$ is much larger than five).

As in the case of rankings, we must choose a method by which the set of tiers will be converted to weights. We will start by assigning a score $s_{k}$ to each of the $K$ tiers. Then, once $t_{1}, \ldots, t_{n}$ have been assessed, we can calculate each weight as:

$$
\begin{equation*}
w_{i}^{\prime}=\frac{s_{t_{i}}}{\sum_{j=1}^{n} s_{t_{j}}} \tag{3}
\end{equation*}
$$

The challenge is how each of the $s_{k}$ should be determined. It is conceptually analogous to converting a rank to a weight, and thus several analogous approaches are possible. We will consider three in particular: tier-sum (TS), tier-reciprocal (TR), and tier-quantile (TQ). The adaptations for TS and TR are straightforward. Under TS, $s_{k}=K+1-k$, and under TR, $s_{k}=1 / k$. The only notable difference from RS and RR is that the denominators for normalizing the weights are not known a priori; they will depend on how many regions are assigned to each tier.

TQ involves a somewhat more involved calculation of $s_{k}$. The reasoning behind TQ is similar to that of ROC: when region $i$ has been placed into tier $k$, we would like TQ to set $w_{i}^{\prime}$ as the average true weight that would lead to the region being placed into tier $k$. However, unlike a ranking, a set of tier assignments $t_{1}, \ldots, t_{n}$ does not unambiguously determine the subset of the $n-1$ simplex within which the weights must lie. Therefore, we instead base TQ's tier scores on the premise that the decision maker is equally likely to place a given region $i$ into any of the $K$ tiers. We can then take advantage of a convenient property of the flat Dirichlet distribution of true weights: each region's true weight will follow a Beta( $1, n-1$ ) marginal distribution. Thus, we can interpret $t_{i}=k$ as a statement by the decision maker that $w_{i}$ is in the $k$-th quantile (out of $K$ quantiles) of a Beta( $1, n-1$ ) distribution, and set $s_{k}$ as the mean of that quantile. The resulting score is given by:

$$
\begin{equation*}
s_{k}=\left(\frac{n-1}{n}\left[\left(1-k_{h}\right)^{n}-\left(1-k_{l}\right)^{n}\right]+\left[\left(1-k_{l}\right)^{n-1}-\left(1-k_{h}\right)^{n-1}\right]\right) K, \tag{4}
\end{equation*}
$$

where $k_{l}$ and $k_{h}$ are the lower and upper bounds, respectively, of the $k$-th quantile of $\operatorname{Beta}(1, n-1)$. An illustration of the resulting scores is shown in Figure 1 with $n=50$ and $K=4$. As a reminder, when $t_{i}=k$, that does not mean $w_{i}^{\prime}=s_{k}$. The scores must still be normalized as shown in Equation (3); $s_{k}$ could be considered the raw weight associated with tier $k$. Though Equation (4) may appear cumbersome, it is a straightforward spreadsheet calculation.


Figure 1. An illustration of the tier quantile method.

## 4. Results

In total, 5000 sets of true weights were simulated for each of five different values of $n: 20,40,60$, 80, and 100. For each set of true weights, approximated weights were computed using EW, RS, RR, ROC, TS, TR, and TQ, where each region was placed into a tier according to equally likely quantiles of a weight's Beta $(1, n-1)$ marginal distribution. Each of the tier-based methods was run using eight different values of $K$ (three through ten). Thus, each trial of each simulation produced a set of true weights and 28 different sets of approximated weights. For each simulation, a MSE, a hit rate, and an average value loss was calculated for each of the 28 approximation methods. The MSE numbers are all very close to zero, and cumbersome to compare directly. Therefore, they are shown instead as percentages of the MSE of the EW method's MSE for that value of $n$. EW is a natural baseline to use, since it is the simplest possible way to assign weights, and the one we would expect to have the largest error (though it does not always). Note that the results should not be compared across different values of $n$. MSE tends to decrease with $n$ for all methods, including EW, simply because the true weights decrease with $n$. Due to the way the alternatives are constructed, their values (using the true weights) tend to be closer to one another as $n$ increases. For most methods, this leads to more incorrect choices but fewer very large mistakes.

The simulation results are shown in Tables 1-3. Note that there is no row for EW in Table 2; the two alternatives being compared are equally desirable when all weights are equal, so it cannot distinguish between them. That could be interpreted as a hit rate of $50 \%$, for the sake of comparison. To estimate value loss under EW, an alternative was selected at random in each trial.

Table 1. Simulation results: mean squared error as a percentage of equal weights.

| Method | $n=20$ | $n=40$ | $n=60$ | $n=80$ | $n=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Rank-Sum | 33.3\% | 33.3\% | 33.3\% | 33.2\% | 33.3\% |
| Rank-Reciprocal | 36.5\% | 87.7\% | 144.6\% | 203.4\% | 261.3\% |
| Rank-Order Centroid | 9.4\% | 6.1\% | 4.7\% | 3.8\% | 3.3\% |
| Tier-Sum: | 48.7\% | 50.8\% | 51.6\% | 51.9\% | 52.2\% |
|  | 42.6\% | 45.0\% | 45.7\% | 46.0\% | 46.3\% |
|  | 39.1\% | 41.5\% | 42.3\% | 42.7\% | 43.0\% |
|  | 36.9\% | 39.4\% | 40.2\% | 40.6\% | 40.9\% |
|  | 35.4\% | 37.9\% | 38.7\% | 39.1\% | 39.4\% |
|  | 34.3\% | 36.8\% | 37.6\% | 38.0\% | 38.3\% |
|  | 33.5\% | 36.0\% | 36.8\% | 37.2\% | 37.5\% |
|  | 32.8\% | 35.4\% | 36.2\% | 36.6\% | 36.9\% |
| Tier-Reciprocal: | 42.3\% | 44.5\% | 45.3\% | 45.6\% | 45.9\% |
|  | 30.7\% | 33.1\% | 33.9\% | 34.2\% | 34.6\% |
|  | 23.3\% | 25.5\% | 26.4\% | 26.7\% | 27.0\% |
|  | 18.3\% | 20.3\% | 21.2\% | 21.5\% | 21.8\% |
|  | 14.9\% | 16.8\% | 17.6\% | 18.0\% | 18.2\% |
|  | 12.8\% | 14.5\% | 15.2\% | 15.5\% | 15.8\% |
|  | 11.6\% | 13.0\% | 13.7\% | 14.0\% | 14.2\% |
|  | 10.9\% | 12.2\% | 12.8\% | 13.1\% | 13.3\% |
| Tier-Quantile: | 29.1\% | 32.0\% | 33.1\% | 33.5\% | 33.9\% |
|  | 20.8\% | 23.6\% | 24.5\% | 24.9\% | 25.3\% |
|  | 16.0\% | 18.4\% | 19.4\% | 19.7\% | 20.2\% |
|  | 12.8\% | 15.0\% | 15.9\% | 16.4\% | 16.7\% |
|  | 10.6\% | 12.7\% | 13.6\% | 14.0\% | 14.3\% |
|  | 9.0\% | 11.0\% | 11.8\% | 12.1\% | 12.5\% |
|  | 7.8\% | 9.6\% | 10.4\% | 10.7\% | 11.0\% |
|  | 6.9\% | 8.6\% | 9.3\% | 9.6\% | 9.9\% |
| Equal Weights (Baseline) | $2.26 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | $2.69 \times 10^{-4}$ | $1.52 \times 10^{-4}$ | $9.79 \times 10^{-5}$ |

Table 2. Simulation results: hit rate.

| Method |  | $n=20$ | $n=40$ | $n=60$ | $n=80$ | $n=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank-Sum |  | 84.5\% | 84.1\% | 83.1\% | 83.9\% | 83.3\% |
| Rank-Reciprocal |  | 80.8\% | 78.8\% | 79.4\% | 76.9\% | 75.8\% |
| Rank-Order Centroid |  | 92.0\% | 92.9\% | 94.1\% | 95.0\% | 95.0\% |
| Tier-Sum: | $K=3$ | 79.9\% | 79.2\% | 79.0\% | 79.6\% | 78.5\% |
|  | $K=4$ | 81.1\% | 80.8\% | 81.0\% | 80.6\% | 80.5\% |
|  | $K=5$ | 82.5\% | 82.5\% | 81.8\% | 81.4\% | 81.2\% |
|  | $K=6$ | 83.4\% | 82.6\% | 82.2\% | 82.4\% | 81.7\% |
|  | $K=7$ | 83.8\% | 83.7\% | 82.3\% | 82.9\% | 82.0\% |
|  | $K=8$ | 83.7\% | 83.0\% | 82.5\% | 83.1\% | 82.6\% |
|  | $K=9$ | 84.1\% | 83.2\% | 83.3\% | 83.2\% | 82.9\% |
|  | $K=10$ | 84.5\% | 83.7\% | 83.3\% | 83.5\% | 82.7\% |
| Tier-Reciprocal: | $K=3$ | 82.0\% | 80.7\% | 80.1\% | 80.7\% | 79.7\% |
|  | $K=4$ | 85.3\% | 83.6\% | 83.3\% | 83.4\% | 82.3\% |
|  | $K=5$ | 86.6\% | 86.1\% | 85.9\% | 85.3\% | 84.5\% |
|  | $K=6$ | 88.1\% | 86.8\% | 87.0\% | 86.3\% | 85.8\% |
|  | $K=7$ | 88.3\% | 87.8\% | 87.5\% | 87.6\% | 87.1\% |
|  | $K=8$ | 88.3\% | 88.5\% | 87.7\% | 87.5\% | 87.5\% |
|  | $K=9$ | 88.7\% | 88.6\% | 88.1\% | 88.6\% | 87.7\% |
|  | $K=10$ | 89.3\% | 88.6\% | 89.3\% | 88.5\% | 88.2\% |

Table 2. Cont.

| Method |  |  | $n=\mathbf{2 0}$ | $\boldsymbol{n}=\mathbf{4 0}$ | $\boldsymbol{n}=\mathbf{6 0}$ | $\boldsymbol{n}=\mathbf{8 0}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| Tier-Quantile: | $\boldsymbol{n}=\mathbf{1 0 0}$ |  |  |  |  |  |
|  | $K=3$ | $82.3 \%$ | $80.6 \%$ | $80.1 \%$ | $80.7 \%$ | $79.6 \%$ |
|  | $K=4$ | $85.3 \%$ | $83.5 \%$ | $83.4 \%$ | $83.2 \%$ | $82.6 \%$ |
|  | $K=5$ | $87.0 \%$ | $86.6 \%$ | $85.8 \%$ | $85.4 \%$ | $84.7 \%$ |
|  | $K=6$ | $88.4 \%$ | $87.7 \%$ | $86.6 \%$ | $86.5 \%$ | $86.2 \%$ |
|  | $K=8$ | $89.7 \%$ | $88.6 \%$ | $88.0 \%$ | $88.0 \%$ | $87.5 \%$ |
|  | $K=8$ | $90.0 \%$ | $89.6 \%$ | $88.4 \%$ | $88.8 \%$ | $88.3 \%$ |
|  | $K=9$ | $91.2 \%$ | $90.0 \%$ | $89.4 \%$ | $89.9 \%$ | $88.9 \%$ |
|  | $K=10$ | $92.5 \%$ | $90.4 \%$ | $90.4 \%$ | $90.0 \%$ | $89.8 \%$ |

Table 3. Simulation results: average value loss.

| Method |  | $n=20$ | $n=40$ | $n=60$ | $n=80$ | $n=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank-Sum |  | 0.706\% | 0.442\% | 0.412\% | 0.353\% | 0.296\% |
| Rank-Reciprocal |  | 0.710\% | 0.704\% | 0.604\% | 0.644\% | 0.611\% |
| Rank-Order Centroid |  | 0.169\% | 0.100\% | 0.052\% | 0.036\% | 0.030\% |
| Tier-Sum: | $K=3$ | 1.009\% | 0.729\% | 0.665\% | 0.554\% | 0.531\% |
|  | $K=4$ | 0.851\% | 0.610\% | 0.559\% | 0.471\% | 0.408\% |
|  | $K=5$ | 0.772\% | 0.527\% | 0.488\% | 0.400\% | 0.363\% |
|  | $K=6$ | 0.723\% | 0.518\% | 0.484\% | 0.414\% | 0.346\% |
|  | $K=7$ | 0.681\% | 0.493\% | 0.443\% | 0.372\% | 0.330\% |
|  | $K=8$ | 0.677\% | 0.446\% | 0.434\% | 0.357\% | 0.329\% |
|  | $K=9$ | 0.645\% | 0.454\% | 0.430\% | 0.374\% | 0.320\% |
|  | $K=10$ | 0.634\% | 0.441\% | 0.405\% | 0.369\% | 0.302\% |
| Tier-Reciprocal: | $K=3$ | 0.856\% | 0.635\% | 0.570\% | 0.464\% | 0.484\% |
|  | $K=4$ | 0.605\% | 0.442\% | 0.421\% | 0.337\% | 0.312\% |
|  | $K=5$ | 0.467\% | 0.356\% | 0.323\% | 0.294\% | 0.241\% |
|  | $K=6$ | 0.411\% | 0.308\% | 0.288\% | 0.239\% | 0.206\% |
|  | $K=7$ | 0.365\% | 0.279\% | 0.258\% | 0.210\% | 0.186\% |
|  | $K=8$ | 0.323\% | 0.240\% | 0.223\% | 0.194\% | 0.183\% |
|  | $K=9$ | 0.298\% | 0.228\% | 0.224\% | 0.194\% | 0.168\% |
|  | $K=10$ | 0.283\% | 0.218\% | 0.216\% | 0.195\% | 0.164\% |
| Tier-Quantile: | $K=3$ | 0.857\% | 0.632\% | 0.557\% | 0.466\% | 0.484\% |
|  | $K=4$ | 0.601\% | 0.427\% | 0.407\% | 0.332\% | 0.301\% |
|  | $K=5$ | 0.466\% | 0.359\% | 0.320\% | 0.277\% | 0.233\% |
|  | $K=6$ | 0.375\% | 0.301\% | 0.271\% | 0.218\% | 0.192\% |
|  | $K=7$ | 0.321\% | 0.243\% | 0.216\% | 0.180\% | 0.156\% |
|  | $K=8$ | 0.260\% | 0.205\% | 0.176\% | 0.164\% | 0.144\% |
|  | $K=9$ | 0.232\% | 0.195\% | 0.169\% | 0.148\% | 0.126\% |
|  | $K=10$ | 0.188\% | 0.172\% | 0.148\% | 0.129\% | 0.119\% |
| Equal Weights |  | 4.985\% | 3.717\% | 2.844\% | 2.549\% | 2.285\% |

There are several results worth discussing. First, RR performs extremely badly for large values of $n$, with even larger errors than EW, as well as the lowest hit rate and highest average value loss among all methods except EW. This is due to the approximated weights being too disparate, i.e., too far away from the center of the $n-1$ simplex. When $n=100, R R$ assigns one region a weight of 0.193 , while most regions are largely ignored. TR, however, is substantially more accurate than both TS and RS for $K>4$. Because $K$ is much smaller than $n$, TR does not suffer from the problem of producing overly disparate weights. For the higher values of $K$ shown, TR tends to provide an accurate approximation of the true weights.

The two most accurate approaches are ROC, followed by TQ (which is noticeably ahead of TR). ROC is unique in that it becomes substantially more accurate as $n$ increases. It should be noted, however, that all of these results are based on a presumption of zero elicitation error. This presumption becomes increasingly unlikely when ranking an extremely large number of regions with limited time.

Without elicitation error, ROC is a very rigorous approximation for large $n$. TQ, however, is also quite accurate across the range of values of $n$, and is a viable approach if rank-based methods are deemed to be impractical.

For all of the tier-based methods, accuracy improves as $K$ increases. This is not surprising, as larger values of $K$ allow the decision maker greater flexibility. However, it is important to note that the primary motivations behind these methods are speed and ease of elicitation. Increasing $K$ means sacrificing these traits. The appropriate value of $K$ depends on the tradeoff that stakeholders are willing to make between thoroughness and expediency.

## 5. Example

In this section, we apply the weight approximation methods to illustrative preferences regarding total water usage by census block in Montgomery County, which is located in the United States adjacent to Washington, D.C., in the state of Maryland. There are 215 blocks in total; the map is shown in Figure 2, with many of the blocks labeled, and the primary water provider's two filtration plants shown in blue. These preferences would apply to any regulatory or development decisions in Montgomery County for which impact on water usage is the primary concern.


Figure 2. The census blocks in Montgomery County, Maryland-by number.
First, a set of "true" spatial weights for each census block's water usage was created. They are shown in Figure 3, along with the results of several approximation methods. Recall that these true weights could never actually be known in practice. The weights used here are illustrative, but are intended to be plausible; they reflect distance from the two filtration plants, population density, and the degree to which public water systems serve that area. A shorter distance from a filtration plant involves lower operating and maintenance costs associated with water usage, and a higher population density allows for greater efficiency of supply. Both of these factors are captured easily by natural measures. The county does not state exact proportions of public vs. private water usage by block, but provides a simple constructed scale by which large differences between blocks' public water usage can be easily observed; the more rural areas far from Washington, D.C. tend to use more water from private sources. A simple linear combination of these three factors is used to calculate the true weights used in the
example. Detailed information about Maryland's water systems can be found at www.mgs.md.gov, and Montgomery County's specifically at montgomerycountymd.gov/water/. The full set of weights is shown in Appendix B, along with the weights approximated by each method ( $K=5$ and $K=10$ are included for each of the tier-based methods). EW is not included; it leads trivially to a weight of $1 / 215$ in every block.


Figure 3. True weights and approximations for selected methods.
The weights are fairly similar; no census block has an extremely high or extremely low weight. If this lack of spatial weight variability is understood a priori, then either RS or one of the tier-based methods should be used, as RR and ROC for such a large $n$ will produce a much greater disparity in region weights than desired.

The MSE for each method is shown in Table 4. The two most accurate methods, by a wide margin, are TQ and TR. As expected, RR and ROC do not perform well. Maps of the approximated weights for TQ and TR are shown in Figure 3. For the sake of readability, labels are only included for the maximum and minimum weights. ROC is also included in Figure 3 to illustrate why it is less accurate in this example; it assigns too many very large and very small weights. Note that the tier-based methods err slightly in the opposite direction (especially for $K=5$ ), as their highest and lowest weights are less extreme than the true weights.

Table 4. Approximation accuracy for Montgomery County weights.

| Method | MSE $\left(\times \mathbf{1 0}^{\mathbf{4}} \mathbf{)}\right.$ |
| :---: | :---: |
| EW | 0.050 |
| RS | 0.032 |
| RR | 1.462 |
| ROC | 0.065 |
| TS: $K=5$ | 0.026 |
| TS: $K=10$ | 0.024 |
| TR: $K=5$ | 0.012 |
| TR: $K=10$ | 0.007 |
| TQ: $K=5$ | 0.014 |
| TQ: $K=10$ | 0.004 |

## 6. Discussion

In this paper, we have explored several possible weight approximation techniques regarding their viability for spatial decisions with a large number of regions. The simulation study revealed that, overall, rank-order centroid was the most accurate. However, since generating a ranking of the regions may be infeasible or impractical in some cases, we have also introduced three methods based on assigning each region to a tier of importance. The tier-based methods, particularly tier-reciprocal and tier-quantile, are also quite accurate. The greater the number of tiers, the more accurate the approximation; however, fewer tiers will make the elicitation process simpler. There are limitations to working memory [46], and decision makers might have trouble adequately distinguishing between a large number of tiers.

The goal of this paper is not to identify a single "best" weight approximation method. It is to explore and discuss the performance of a variety of methods that could be included in an analyst's toolbox. Therefore, the methods themselves merit some final discussion regarding both their performance and their potential implementation.

While it was clear that rank-order centroid was the strongest performing method overall, it is important to remember the assumptions and limitations of the simulation approach. Primarily, it assumes that all sets of weights are equally likely. While this is certainly a reasonable assumption in a vacuum, it is unlikely to reflect an individual decision setting. If the decision maker knows that one of the 100 regions is by far the most important, or that all of the 100 regions are similarly important, then the accuracy of an approximation method is relevant only for that type of true weight vector, not for the entire $n-1$ simplex. The sum-based approaches tend to produce more equitable sets of weights. The example regarding water usage in Montgomery County illustrated that for a large set of relatively similar weights, tier-quantile and tier-reciprocal substantially outperformed rank-order centroid. One could easily construct additional examples that are very well suited to specific methods. Table 5 summarizes and compares the relevant characteristics of each method. Note that a clear preference direction is associated with elicitation difficulty and overall accuracy; we prefer easier and more accurate methods. The variability in the weights produced by each method can help guide the selection if some preference information can be obtained regarding the range of importance across the set of regions. A more thorough comparison of weight approximation methods' accuracies for subsets of the $n-1$ simplex or with partial information about preferences would be a valuable avenue for future work.

Table 5. A brief summary evaluation of each approximation method for large $n$.

| Method | Elicitation Difficulty | Overall Accuracy | Variability of Weights |
| :--- | :--- | :--- | :--- |
| Equal Weights | Easy | Very Low | None |
| Rank-Sum | Difficult | Moderate | Low |
| Rank-Reciprocal | Difficult | Low | Very High |
| Rank-Order Centroid | Difficult | Very High | High |
| Tier-Sum | Moderate | Moderate | Low |
| Tier-Reciprocal | Moderate | High | Moderate |
| Tier-Quantile | Moderate | High | Moderate |

Compared to the rank-based methods, the tier-based methods have the advantage of being faster and less cognitively demanding to do manually. If the construction of rankings and assignment to tiers require subjective judgment from the decision maker, then this is an important consideration; it may be extremely difficult to produce a coherent ranking if the number of regions is large. However, it is not uncommon to generate rankings or tiers mathematically based on one or more physical attributes of the regions. In such cases, we can ignore elicitation issues; the accuracy of the weight approximation method should be the overriding concern.

Finally, while the focus of this paper is on decisions with spatial outcomes, it is certainly possible for very large sets of weights to arise in other contexts. For example, Ewing, Tarantino, and Parnell [47]
developed a customized approach to weight approximation for evaluating Army bases in the United States; their value function included 40 attributes.
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## Appendix A. Apartment Attributes Experiment

This experiment was conducted via Amazon Mechanical Turk. Each subject was shown a $4 \times 5$ table of attributes describing apartments ( 20 attributes in total), with the attributes' positions in the table generated randomly. Each attribute was accompanied by a textbox in which the subject was able to enter a number. The list of attributes was the following:

- Size of the apartment;
- Number of bedrooms;
- Number of bathrooms;
- Monthly rent amount;
- Pet policies and restrictions;
- Parking availability;
- Condition of the apartment;
- Appearance of the building;
- Laundry machine availability;
- Shared facilities (gym, pool, etc.);
- Rating of nearby public schools;
- Neighborhood crime rate;
- Proximity to stores;
- Proximity to parks/nature;
- Proximity to public transportation;
- View from apartment;
- Level of furnishing;
- Surrounding noise level;
- Damage deposit and policies;
- Security policies (gate, IDs, etc.).

There was also a space at the end for subjects to state any attributes that were very important to them that were not included. Nearly all subjects either left it blank or confirmed that the list covered their main concerns.

In total, 120 subjects were included in the experiment. Each was randomly given one of the following three tasks ( 40 subjects per task):

1. Enter a number from 1-3 for each of the 20 characteristics below according to how much influence it would have on your choice of apartment, where 1 means "little-to-no influence," 2 means "some influence," and 3 means "a large influence".
2. Enter a number from 1-7 for each of the 20 characteristics below according to how much influence it would have on your choice of apartment, where 1 means: "would have little-to-no influence on my choice" and 7 means: "would greatly influence my choice".
3. Enter a ranking from 1-20 for each of the 20 characteristics below according to how much they would influence your choice of apartment, where 1 is the most important characteristic and 20 is the least important.

The third task deliberately did not state that ties were not allowed, and indeed, many of the responses contained ties. If subjects had been told to avoid ties, they would have needed to exert additional effort to make sure that each rank was entered exactly once. However, that additional
time and cognitive burden could be avoided with a different interface, e.g., a drag-and-drop list of attributes, so this choice was made in the interest of obtaining a fair comparison between the methods' completion times.

First, all responses were checked for validity. Responses with blank or otherwise invalid entries were discarded, as were responses in which the subject clearly made very little effort to provide meaningful information (e.g., a tiering response that put every attribute in tier 1, or a ranking response that included only a few distinct ranks). Ties were permitted in rankings, provided that it was clear the response reflected a ranking rather than effectively a small set of tiers. In total, 36 out of 40 responses in the 3-tier group were valid, 31 out of 40 responses in the 7 -tier group were valid, and 23 out of 40 responses in the ranking group were valid.

The primary hypothesis being tested was that tiering is faster than ranking. Using only the valid responses, the average completion time for the tiering groups (combined) was 207.6 s , while the average completion time for the ranking group was 252.5 s . A one-tailed t -test with unequal variances yielded a p-value of 0.04 .

The secondary hypothesis was that tiering is faster with fewer tiers. Using only the valid responses, the average completion time for the 3-tier group was 183.2 s , while the average completion time for the 7 -tier group was 235.9 s . A one-tailed t-test with unequal variances also yielded a p-value of 0.04 .

An observation of note is that the shortest completion time among the valid rankings was 125 s , whereas both tiering groups contained several valid responses in under 90 s . This suggests that it is simply not possible to provide a coherent ranking as quickly as a coherent set of tiers.

There were no notable differences in the actual results between groups; attribute importance (whether by rank or by tier) was strongly correlated among the three groups. Though there was of course noticeable variability across individual responses, the one attribute worth mentioning specifically is "Rating of nearby public schools," which was frequently placed at both extremes. Presumably it was very important to the subjects with children, and unimportant to the subjects without children.

## Appendix B. Montgomery County Example: Weights and Approximations

Table A1 shows the full results by block number.
Table A1. Full results.

| Block Number | True Weight | EW | RS | RR | ROC | TS (K=5) | TS ( $\mathrm{K}=10$ ) | TR (K=5) | TR ( $\mathrm{K}=10$ ) | TQ (K=5) | TQ ( $\mathrm{K}=10$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1003 | 0.0035 | 0.0047 | 0.0024 | 0.0010 | 0.0014 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1004 | 0.0041 | 0.0047 | 0.0045 | 0.0015 | 0.0031 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1005 | 0.0041 | 0.0047 | 0.0041 | 0.0014 | 0.0027 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1006 | 0.0040 | 0.0047 | 0.0039 | 0.0013 | 0.0025 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1007 | 0.0034 | 0.0047 | 0.0018 | 0.0010 | 0.0010 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1008 | 0.0045 | 0.0047 | 0.0059 | 0.0021 | 0.0046 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1009 | 0.0050 | 0.0047 | 0.0072 | 0.0035 | 0.0070 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1010 | 0.0048 | 0.0047 | 0.0067 | 0.0028 | 0.0060 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1011 | 0.0046 | 0.0047 | 0.0062 | 0.0023 | 0.0051 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1012 | 0.0038 | 0.0047 | 0.0032 | 0.0012 | 0.0020 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1013 | 0.0047 | 0.0047 | 0.0064 | 0.0025 | 0.0055 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1014 | 0.0047 | 0.0047 | 0.0063 | 0.0024 | 0.0053 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1015 | 0.0046 | 0.0047 | 0.0060 | 0.0022 | 0.0049 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1016 | 0.0038 | 0.0047 | 0.0031 | 0.0012 | 0.0019 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1017 | 0.0041 | 0.0047 | 0.0042 | 0.0014 | 0.0028 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1018 | 0.0041 | 0.0047 | 0.0044 | 0.0015 | 0.0030 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1019 | 0.0032 | 0.0047 | 0.0014 | 0.0009 | 0.0008 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1020 | 0.0042 | 0.0047 | 0.0047 | 0.0016 | 0.0033 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1021 | 0.0055 | 0.0047 | 0.0078 | 0.0049 | 0.0087 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1022 | 0.0043 | 0.0047 | 0.0052 | 0.0018 | 0.0038 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1023 | 0.0056 | 0.0047 | 0.0080 | 0.0054 | 0.0091 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1024 | 0.0036 | 0.0047 | 0.0026 | 0.0011 | 0.0015 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1025 | 0.0050 | 0.0047 | 0.0074 | 0.0037 | 0.0073 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1026 | 0.0042 | 0.0047 | 0.0049 | 0.0016 | 0.0035 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1027 | 0.0045 | 0.0047 | 0.0059 | 0.0022 | 0.0048 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1028 | 0.0205 | 0.0047 | 0.0093 | 0.1681 | 0.0277 | 0.0066 | 0.0071 | 0.0104 | 0.0184 | 0.0116 | 0.0153 |
| 1029 | 0.0098 | 0.0047 | 0.0089 | 0.0168 | 0.0145 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1030 | 0.0034 | 0.0047 | 0.0016 | 0.0009 | 0.0009 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1031 | 0.0060 | 0.0047 | 0.0081 | 0.0060 | 0.0096 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1032 | 0.0050 | 0.0047 | 0.0073 | 0.0037 | 0.0072 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1033 | 0.0099 | 0.0047 | 0.0090 | 0.0210 | 0.0156 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1034 | 0.0034 | 0.0047 | 0.0020 | 0.0010 | 0.0011 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1035 | 0.0041 | 0.0047 | 0.0041 | 0.0014 | 0.0027 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1036 | 0.0037 | 0.0047 | 0.0029 | 0.0011 | 0.0017 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |

Table A1. Cont.

| Block Number | True Weight | EW | RS | RR | ROC | TS ( $\mathrm{K}=5$ ) | TS ( $\mathrm{K}=10$ ) | TR ( $\mathrm{K}=5$ ) | TR ( $\mathrm{K}=10$ ) | TQ ( $\mathrm{K}=5$ ) | TQ ( $\mathrm{K}=10$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1037 | 0.0041 | 0.0047 | 0.0043 | 0.0015 | 0.0029 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1038 | 0.0034 | 0.0047 | 0.0017 | 0.0010 | 0.0010 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1039 | 0.0034 | 0.0047 | 0.0020 | 0.0010 | 0.0011 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1040 | 0.0037 | 0.0047 | 0.0030 | 0.0011 | 0.0018 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1041 | 0.0054 | 0.0047 | 0.0077 | 0.0044 | 0.0081 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1042 | 0.0104 | 0.0047 | 0.0090 | 0.0280 | 0.0171 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1043 | 0.0100 | 0.0047 | 0.0090 | 0.0240 | 0.0163 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1044 | 0.0042 | 0.0047 | 0.0048 | 0.0016 | 0.0034 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1045 | 0.0045 | 0.0047 | 0.0058 | 0.0020 | 0.0045 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1046 | 0.0047 | 0.0047 | 0.0065 | 0.0025 | 0.0055 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1047 | 0.0157 | 0.0047 | 0.0092 | 0.0840 | 0.0230 | 0.0066 | 0.0071 | 0.0104 | 0.0184 | 0.0116 | 0.0153 |
| 1048 | 0.0056 | 0.0047 | 0.0079 | 0.0053 | 0.0089 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1049 | 0.0048 | 0.0047 | 0.0068 | 0.0029 | 0.0061 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1050 | 0.0088 | 0.0047 | 0.0088 | 0.0140 | 0.0136 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1051 | 0.0033 | 0.0047 | 0.0016 | 0.0009 | 0.0009 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1052 | 0.0045 | 0.0047 | 0.0059 | 0.0021 | 0.0047 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1053 | 0.0043 | 0.0047 | 0.0050 | 0.0017 | 0.0036 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1054 | 0.0039 | 0.0047 | 0.0034 | 0.0012 | 0.0021 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1055 | 0.0044 | 0.0047 | 0.0054 | 0.0019 | 0.0041 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1056 | 0.0035 | 0.0047 | 0.0022 | 0.0010 | 0.0013 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1057 | 0.0041 | 0.0047 | 0.0044 | 0.0015 | 0.0030 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1058 | 0.0037 | 0.0047 | 0.0028 | 0.0011 | 0.0017 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1059 | 0.0049 | 0.0047 | 0.0070 | 0.0031 | 0.0065 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1060 | 0.0044 | 0.0047 | 0.0056 | 0.0019 | 0.0042 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1061 | 0.0050 | 0.0047 | 0.0072 | 0.0034 | 0.0069 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1062 | 0.0049 | 0.0047 | 0.0071 | 0.0032 | 0.0067 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1063 | 0.0135 | 0.0047 | 0.0092 | 0.0560 | 0.0207 | 0.0066 | 0.0071 | 0.0104 | 0.0184 | 0.0116 | 0.0153 |
| 1064 | 0.0034 | 0.0047 | 0.0018 | 0.0010 | 0.0010 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1065 | 0.0080 | 0.0047 | 0.0087 | 0.0120 | 0.0129 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1066 | 0.0042 | 0.0047 | 0.0047 | 0.0016 | 0.0033 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1067 | 0.0033 | 0.0047 | 0.0015 | 0.0009 | 0.0008 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1068 | 0.0044 | 0.0047 | 0.0053 | 0.0018 | 0.0040 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1069 | 0.0041 | 0.0047 | 0.0043 | 0.0014 | 0.0029 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1070 | 0.0038 | 0.0047 | 0.0033 | 0.0012 | 0.0021 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1071 | 0.0036 | 0.0047 | 0.0027 | 0.0011 | 0.0016 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1072 | 0.0027 | 0.0047 | 0.0005 | 0.0008 | 0.0002 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1073 | 0.0039 | 0.0047 | 0.0037 | 0.0013 | 0.0023 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1074 | 0.0061 | 0.0047 | 0.0082 | 0.0065 | 0.0099 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1075 | 0.0115 | 0.0047 | 0.0091 | 0.0336 | 0.0180 | 0.0066 | 0.0071 | 0.0104 | 0.0184 | 0.0116 | 0.0153 |
| 1076 | 0.0072 | 0.0047 | 0.0085 | 0.0088 | 0.0114 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1077 | 0.0132 | 0.0047 | 0.0091 | 0.0420 | 0.0191 | 0.0066 | 0.0071 | 0.0104 | 0.0184 | 0.0116 | 0.0153 |
| 1078 | 0.0060 | 0.0047 | 0.0081 | 0.0062 | 0.0097 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1079 | 0.0035 | 0.0047 | 0.0023 | 0.0010 | 0.0013 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1080 | 0.0055 | 0.0047 | 0.0078 | 0.0048 | 0.0085 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1081 | 0.0074 | 0.0047 | 0.0085 | 0.0093 | 0.0117 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1082 | 0.0051 | 0.0047 | 0.0075 | 0.0039 | 0.0076 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1083 | 0.0098 | 0.0047 | 0.0089 | 0.0187 | 0.0150 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1084 | 0.0047 | 0.0047 | 0.0062 | 0.0023 | 0.0051 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1085 | 0.0024 | 0.0047 | 0.0002 | 0.0008 | 0.0001 | 0.0026 | 0.0029 | 0.0026 | 0.0026 | 0.0016 | 0.0020 |
| 1086 | 0.0067 | 0.0047 | 0.0084 | 0.0080 | 0.0109 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1087 | 0.0035 | 0.0047 | 0.0025 | 0.0011 | 0.0015 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1088 | 0.0055 | 0.0047 | 0.0079 | 0.0051 | 0.0088 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1089 | 0.0046 | 0.0047 | 0.0061 | 0.0023 | 0.0050 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1090 | 0.0038 | 0.0047 | 0.0031 | 0.0012 | 0.0019 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1091 | 0.0049 | 0.0047 | 0.0068 | 0.0029 | 0.0062 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1092 | 0.0075 | 0.0047 | 0.0086 | 0.0099 | 0.0120 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1093 | 0.0044 | 0.0047 | 0.0055 | 0.0019 | 0.0041 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1094 | 0.0042 | 0.0047 | 0.0048 | 0.0016 | 0.0034 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1095 | 0.0044 | 0.0047 | 0.0055 | 0.0019 | 0.0042 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1096 | 0.0038 | 0.0047 | 0.0034 | 0.0012 | 0.0021 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1097 | 0.0048 | 0.0047 | 0.0068 | 0.0028 | 0.0061 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1098 | 0.0056 | 0.0047 | 0.0080 | 0.0056 | 0.0092 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1099 | 0.0049 | 0.0047 | 0.0069 | 0.0030 | 0.0063 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1100 | 0.0056 | 0.0047 | 0.0081 | 0.0058 | 0.0094 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1101 | 0.0066 | 0.0047 | 0.0083 | 0.0073 | 0.0105 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1102 | 0.0025 | 0.0047 | 0.0003 | 0.0008 | 0.0002 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1103 | 0.0035 | 0.0047 | 0.0023 | 0.0010 | 0.0013 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1104 | 0.0076 | 0.0047 | 0.0086 | 0.0105 | 0.0122 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1105 | 0.0032 | 0.0047 | 0.0012 | 0.0009 | 0.0006 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1106 | 0.0030 | 0.0047 | 0.0009 | 0.0009 | 0.0005 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1107 | 0.0033 | 0.0047 | 0.0016 | 0.0009 | 0.0009 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1108 | 0.0048 | 0.0047 | 0.0067 | 0.0028 | 0.0059 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1109 | 0.0034 | 0.0047 | 0.0017 | 0.0009 | 0.0009 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1110 | 0.0026 | 0.0047 | 0.0003 | 0.0008 | 0.0002 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1111 | 0.0037 | 0.0047 | 0.0030 | 0.0012 | 0.0018 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1112 | 0.0040 | 0.0047 | 0.0040 | 0.0014 | 0.0026 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1113 | 0.0044 | 0.0047 | 0.0056 | 0.0020 | 0.0043 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1114 | 0.0043 | 0.0047 | 0.0049 | 0.0016 | 0.0035 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1115 | 0.0035 | 0.0047 | 0.0022 | 0.0010 | 0.0013 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1116 | 0.0054 | 0.0047 | 0.0076 | 0.0043 | 0.0080 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1117 | 0.0066 | 0.0047 | 0.0084 | 0.0076 | 0.0107 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1118 | 0.0069 | 0.0047 | 0.0084 | 0.0084 | 0.0112 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1119 | 0.0027 | 0.0047 | 0.0004 | 0.0008 | 0.0002 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1120 | 0.0036 | 0.0047 | 0.0026 | 0.0011 | 0.0015 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1121 | 0.0044 | 0.0047 | 0.0057 | 0.0020 | 0.0044 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1122 | 0.0036 | 0.0047 | 0.0028 | 0.0011 | 0.0016 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1123 | 0.0034 | 0.0047 | 0.0019 | 0.0010 | 0.0010 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1124 | 0.0028 | 0.0047 | 0.0006 | 0.0008 | 0.0003 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1125 | 0.0036 | 0.0047 | 0.0027 | 0.0011 | 0.0016 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1126 | 0.0035 | 0.0047 | 0.0025 | 0.0011 | 0.0015 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1127 | 0.0039 | 0.0047 | 0.0036 | 0.0013 | 0.0023 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1128 | 0.0001 | 0.0047 | 0.0000 | 0.0008 | 0.0000 | 0.0013 | 0.0007 | 0.0021 | 0.0018 | 0.0005 | 0.0002 |
| 1129 | 0.0041 | 0.0047 | 0.0042 | 0.0014 | 0.0028 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1130 | 0.0035 | 0.0047 | 0.0025 | 0.0011 | 0.0014 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1131 | 0.0036 | 0.0047 | 0.0028 | 0.0011 | 0.0017 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1132 | 0.0030 | 0.0047 | 0.0009 | 0.0009 | 0.0005 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |

Table A1. Cont.

| Block Number | True Weight | EW | RS | RR | ROC | TS (K = 5) | TS ( $\mathrm{K}=10$ ) | TR ( $\mathrm{K}=5$ ) | TR ( $\mathrm{K}=10$ ) | TQ (K = 5) | TQ ( $\mathrm{K}=10$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1133 | 0.0037 | 0.0047 | 0.0029 | 0.0011 | 0.0018 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1134 | 0.0029 | 0.0047 | 0.0009 | 0.0009 | 0.0005 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1135 | 0.0030 | 0.0047 | 0.0011 | 0.0009 | 0.0006 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1136 | 0.0028 | 0.0047 | 0.0006 | 0.0008 | 0.0003 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1137 | 0.0038 | 0.0047 | 0.0033 | 0.0012 | 0.0020 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1138 | 0.0039 | 0.0047 | 0.0037 | 0.0013 | 0.0024 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1139 | 0.0028 | 0.0047 | 0.0007 | 0.0008 | 0.0004 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1140 | 0.0046 | 0.0047 | 0.0060 | 0.0022 | 0.0048 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1141 | 0.0032 | 0.0047 | 0.0013 | 0.0009 | 0.0007 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1142 | 0.0034 | 0.0047 | 0.0019 | 0.0010 | 0.0011 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1143 | 0.0087 | 0.0047 | 0.0087 | 0.0129 | 0.0132 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1144 | 0.0031 | 0.0047 | 0.0011 | 0.0009 | 0.0006 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1145 | 0.0043 | 0.0047 | 0.0050 | 0.0017 | 0.0035 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1146 | 0.0028 | 0.0047 | 0.0007 | 0.0008 | 0.0004 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1147 | 0.0039 | 0.0047 | 0.0037 | 0.0013 | 0.0024 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1148 | 0.0039 | 0.0047 | 0.0036 | 0.0013 | 0.0023 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1149 | 0.0030 | 0.0047 | 0.0010 | 0.0009 | 0.0005 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1150 | 0.0032 | 0.0047 | 0.0014 | 0.0009 | 0.0007 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1151 | 0.0033 | 0.0047 | 0.0015 | 0.0009 | 0.0008 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1152 | 0.0049 | 0.0047 | 0.0069 | 0.0031 | 0.0064 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1153 | 0.0032 | 0.0047 | 0.0012 | 0.0009 | 0.0007 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1154 | 0.0034 | 0.0047 | 0.0021 | 0.0010 | 0.0012 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1155 | 0.0044 | 0.0047 | 0.0053 | 0.0018 | 0.0039 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1156 | 0.0039 | 0.0047 | 0.0035 | 0.0013 | 0.0022 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1157 | 0.0035 | 0.0047 | 0.0024 | 0.0011 | 0.0014 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1158 | 0.0040 | 0.0047 | 0.0038 | 0.0013 | 0.0025 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1159 | 0.0051 | 0.0047 | 0.0075 | 0.0040 | 0.0077 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1160 | 0.0025 | 0.0047 | 0.0003 | 0.0008 | 0.0001 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1161 | 0.0039 | 0.0047 | 0.0034 | 0.0012 | 0.0022 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1162 | 0.0042 | 0.0047 | 0.0047 | 0.0016 | 0.0032 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1163 | 0.0042 | 0.0047 | 0.0046 | 0.0015 | 0.0032 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1164 | 0.0052 | 0.0047 | 0.0075 | 0.0041 | 0.0078 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1165 | 0.0044 | 0.0047 | 0.0056 | 0.0020 | 0.0044 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1166 | 0.0043 | 0.0047 | 0.0050 | 0.0017 | 0.0036 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1167 | 0.0046 | 0.0047 | 0.0061 | 0.0022 | 0.0049 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1168 | 0.0050 | 0.0047 | 0.0071 | 0.0034 | 0.0068 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1169 | 0.0091 | 0.0047 | 0.0088 | 0.0153 | 0.0141 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1170 | 0.0049 | 0.0047 | 0.0071 | 0.0033 | 0.0067 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1171 | 0.0043 | 0.0047 | 0.0052 | 0.0018 | 0.0038 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1172 | 0.0055 | 0.0047 | 0.0077 | 0.0045 | 0.0083 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1173 | 0.0048 | 0.0047 | 0.0066 | 0.0027 | 0.0058 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1174 | 0.0051 | 0.0047 | 0.0074 | 0.0038 | 0.0074 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1175 | 0.0044 | 0.0047 | 0.0057 | 0.0020 | 0.0045 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1176 | 0.0044 | 0.0047 | 0.0054 | 0.0018 | 0.0040 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1177 | 0.0034 | 0.0047 | 0.0019 | 0.0010 | 0.0011 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1178 | 0.0077 | 0.0047 | 0.0087 | 0.0112 | 0.0126 | 0.0066 | 0.0064 | 0.0104 | 0.0092 | 0.0116 | 0.0089 |
| 1179 | 0.0041 | 0.0047 | 0.0040 | 0.0014 | 0.0027 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1180 | 0.0028 | 0.0047 | 0.0006 | 0.0008 | 0.0003 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1181 | 0.0027 | 0.0047 | 0.0004 | 0.0008 | 0.0002 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1182 | 0.0017 | 0.0047 | 0.0001 | 0.0008 | 0.0001 | 0.0026 | 0.0029 | 0.0026 | 0.0026 | 0.0016 | 0.0020 |
| 1183 | 0.0035 | 0.0047 | 0.0022 | 0.0010 | 0.0012 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1184 | 0.0028 | 0.0047 | 0.0005 | 0.0008 | 0.0003 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1185 | 0.0039 | 0.0047 | 0.0035 | 0.0012 | 0.0022 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1186 | 0.0038 | 0.0047 | 0.0032 | 0.0012 | 0.0020 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1187 | 0.0055 | 0.0047 | 0.0078 | 0.0047 | 0.0084 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1188 | 0.0040 | 0.0047 | 0.0038 | 0.0013 | 0.0024 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1189 | 0.0041 | 0.0047 | 0.0043 | 0.0014 | 0.0029 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1190 | 0.0050 | 0.0047 | 0.0073 | 0.0036 | 0.0071 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1191 | 0.0047 | 0.0047 | 0.0065 | 0.0026 | 0.0057 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1192 | 0.0041 | 0.0047 | 0.0045 | 0.0015 | 0.0031 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1193 | 0.0044 | 0.0047 | 0.0053 | 0.0018 | 0.0039 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1194 | 0.0047 | 0.0047 | 0.0063 | 0.0024 | 0.0053 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1195 | 0.0030 | 0.0047 | 0.0010 | 0.0009 | 0.0005 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1196 | 0.0034 | 0.0047 | 0.0021 | 0.0010 | 0.0012 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1197 | 0.0032 | 0.0047 | 0.0013 | 0.0009 | 0.0007 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1198 | 0.0047 | 0.0047 | 0.0062 | 0.0024 | 0.0052 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1199 | 0.0029 | 0.0047 | 0.0008 | 0.0008 | 0.0004 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1200 | 0.0064 | 0.0047 | 0.0083 | 0.0070 | 0.0103 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1201 | 0.0037 | 0.0047 | 0.0031 | 0.0012 | 0.0019 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1202 | 0.0042 | 0.0047 | 0.0046 | 0.0015 | 0.0031 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1203 | 0.0047 | 0.0047 | 0.0065 | 0.0026 | 0.0056 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1204 | 0.0049 | 0.0047 | 0.0070 | 0.0032 | 0.0066 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1205 | 0.0063 | 0.0047 | 0.0082 | 0.0067 | 0.0101 | 0.0053 | 0.0057 | 0.0052 | 0.0061 | 0.0055 | 0.0065 |
| 1206 | 0.0043 | 0.0047 | 0.0051 | 0.0017 | 0.0037 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1207 | 0.0047 | 0.0047 | 0.0064 | 0.0025 | 0.0054 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1208 | 0.0043 | 0.0047 | 0.0051 | 0.0017 | 0.0037 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1209 | 0.0024 | 0.0047 | 0.0002 | 0.0008 | 0.0001 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1210 | 0.0032 | 0.0047 | 0.0012 | 0.0009 | 0.0006 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1211 | 0.0029 | 0.0047 | 0.0008 | 0.0009 | 0.0004 | 0.0040 | 0.0036 | 0.0035 | 0.0031 | 0.0031 | 0.0028 |
| 1212 | 0.0013 | 0.0047 | 0.0001 | 0.0008 | 0.0000 | 0.0026 | 0.0021 | 0.0026 | 0.0023 | 0.0016 | 0.0013 |
| 1213 | 0.0053 | 0.0047 | 0.0076 | 0.0042 | 0.0079 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1214 | 0.0045 | 0.0047 | 0.0058 | 0.0021 | 0.0046 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1215 | 0.0040 | 0.0047 | 0.0039 | 0.0013 | 0.0026 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
| 1216 | 0.0048 | 0.0047 | 0.0066 | 0.0027 | 0.0058 | 0.0053 | 0.0050 | 0.0052 | 0.0046 | 0.0055 | 0.0049 |
| 1217 | 0.0040 | 0.0047 | 0.0040 | 0.0014 | 0.0026 | 0.0040 | 0.0043 | 0.0035 | 0.0037 | 0.0031 | 0.0037 |
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