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Abstract

:

With the rapid development of urban road traffic, there are a certain number of black spots in an urban road network. Therefore, it is important to create a method to effectively identify the urban road black spots in order to quickly and accurately ensure the safety of residents and maintain the sustainable development of a city. In this study, a GIS (geographic information system) and the Firefly Clustering Algorithm are combined. On the one hand, a GIS can accurately extract the distance between accident points through its spatial analysis function, overcoming the disadvantage of the accident data not usually including the specific location data. On the other hand, the Firefly Clustering Algorithm can be used to comprehensively extract the characteristics of accident points, which is particularly suitable for the identification of black spots. In order to verify the feasibility of the proposed method, this research compares the identification effect between the OD (origin–destination) cost distance calculated by GIS and the Euclidean distance. The results show that the Euclidean distance is smaller than the OD cost distance and that the accident search method based on the Euclidean distance can overestimate the number of black spots, especially for intersections. Therefore, the proposed method based on the Firefly Clustering Algorithm and GIS can not only contribute to identifying urban road black spots but also plays an auxiliary role in reducing urban road crashes and maintaining sustainable urban development.
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1. Introduction


Traffic accidents are regarded as one of the most serious social problems. Over and above the resulting personal emotional impact and trauma of injury or loss of life, they seriously affect people’s travel safety and lead to huge socio-economic losses. As a result, traffic accidents hinder the sustainable development of society. According to the National Highway Traffic Safety Administration (NHTSA), traffic accidents have annual economic costs of $277 billion and social costs of $594 billion, including those due to the suffering and loss of life resulting from car crashes [1]. The Global Status Report on Road Safety 2018, launched by the World Health Organization (WHO) in December 2018, highlighted that the number of annual road traffic deaths has reached 1.35 million worldwide [2]. Meanwhile, urban road traffic accidents account for a high proportion of road traffic accidents. They not only cause incalculable economic losses to society but also have a serious negative impact on sustainable urban development.



Urban roads commonly have many similar intersections and road sections, as well as varying traffic conditions. As such, there are some traffic accidents that occur on similar road sections or intersections during a specific period of time; these areas are called black spots. Though the percentage of black spots in an urban road network is small, their harm to people’s lives and property is substantial. Therefore, attention should be focused on identifying these black spots, which would help reduce the frequency of traffic accidents, improve road safety, and promote greater socio-economic benefits. Therefore, the focus of this study is on how to better identify black spots by utilizing existing traffic accident information.



In general, the identification of the location of black spots is the first and most important step in the accident mitigation process. Previous studies and practices have shown that the black spot identification method is an effective and reactive means of dealing with the occurrence of accidents [3]. The method is especially useful when it is introduced for an urban road to help the government to manage road safety. To implement this method, the most important priority is to identify the location of black spots for safety management.



The available black spot identification methods include many statistical methods such as the accident number method, the accident rate method, the quality control method, the regression analysis method, and the BP (Back Propagation) neural network method. These methods can generally be classified into three categories: the linear theory method, the nonlinear theory method, and the experiential learning method, with pros and cons associated with each method. Specific descriptions and comparative analysis of the different methods are shown in Table 1.



As shown in the table, each black spot identification method has its own advantages and disadvantages, even in the applicable conditions. The existing methods are seldom applied to urban roads due to the complexity of urban road circumstances, especially for some special road sections or intersections.



One of the major difficulties in black spot identification is a lack of the location data of an accident. In various pieces of research on black spot identification, the time and number of accidents have usually been paid more attention to, but the location has often been ignored. A rough description is recorded in Table 2, revealing that the spatial distance among accidents cannot be accurately calculated [14,15].



In view of the aforementioned shortcomings, this paper intends to introduce a novel approach for identifying black spot sites, mainly by employing the Firefly Clustering Algorithm and GIS (geographic information system). The purpose of this research is to illustrate how the Firefly Clustering Algorithm and GIS can be used to identify the black spots in urban roads. This method is expected to provide a reference guide for the mitigation of accidents in complex urban road circumstances, which can help reduce socio-economic losses and have a positive impact on urban sustainable development.




2. Materials and Methods


2.1. Definition of Black Spot


Though no universally accepted definition of a black spot or black zone has been given, these locations are generally described as high-risk accident locations. Determining whether a place is a black spot depends on different definitions. In Australia, the definition of a black spot is given as: for individual sites such as an intersection, a mid-block, or a short road section, there has to be a history of at least three casualty crashes in any one year, three casualty crashes over a three-year period, four casualty crashes over a four-year period, five casualty crashes over a five-year period, etc. For lengths of road, there must be an average of 0.2 casualty crashes per kilometer of the length in question over five years, or the road length to be treated must be amongst the top 10% of sites with a demonstrated higher crash rate than that of other roads in a region [16].



Identifying a black spot mainly depends on the definitions used. In circumstances of the urban road, a black spot may be an intersection, a section of road, or any other location that meets the definition. Therefore, this research mainly focuses on urban road black spot identification. The accident time, number, and location are essential because they provide an advantage in practice. Combined with previous definition research, this research mainly refers to the rules of black spot identification that were promulgated by China in 2001. Ultimately, the urban road black spot is regarded as being the following: For a road section within 500 meters or an intersection within 150 meters, there has to be a history of at least three casualty crashes in any one year, which means that a normal number of accidents is three in 500-meter road section or 150 meters of an intersection a year.




2.2. Distance-Measure Impacts on the Identification of Black Spot


Previous research has shown that the choice of the distance calculation method significantly affects the final results in terms of black spot identification, as shown in Figure 1. In fact, the Euclidean distance that the linear distance between two points is calculated cannot present the real distance between any two accident points, because some special road sections and intersections make urban road conditions complicated.



The comparison results show that accident search results are different between spatial distance and Euclidean distance. As shown in Figure 2, an accident search result that depends on spatial distance is three in a section of road within a certain search range, whereas an accident search result that depends on Euclidean distance is four in the same location within the same range. Thus, it can be known that an accident search method based on Euclidean distance may overestimate the number of accidents.




2.3. Firefly Clustering Algorithm to Identify the Black Spot


According to the distribution characteristics of a traffic accident point, it happens randomly for a single traffic accident. However, when several accidents occur continuously in one place of an urban road within a certain period, they must be impacted or affected by some external factors. This phenomenon of aggregation is very similar to the firefly clustering phenomenon, so this research intends to introduce the Firefly Clustering Algorithm to identify black spots, because it is an efficient, stable, and widely applicable method that is suitable for different types of accident data. In addition, the Firefly Clustering Algorithm can also mine the similarity of accidents.



The Firefly algorithm was developed by Xin-She Yang [17,18] and is based on the idealized behavior of the flashing characteristics of fireflies. To concisely describe our firefly algorithm, this research uses the following three idealized rules:



(1) All fireflies are unisex, so one firefly will be attracted to other fireflies regardless of their sex.



(2) An important and interesting behavior of fireflies is to glow brighter, mainly to attract prey and to share food with others.



(3) Attractiveness is proportional to their brightness, so each agent firstly moves toward a neighbor that glows brighter [19].



The Firefly Algorithm (FA) [20] is a population-based algorithm that is used to find the global optima of objective functions based on swarm intelligence by investigating the foraging behavior of fireflies. In the FA, physical entities (agents or fireflies) are randomly distributed in the search space. Agents are thought of as fireflies that carry a luminescence quality, called luciferin, that emit light proportional to this value. Each firefly is attracted by the brighter glow of other neighboring fireflies. The attractiveness decreases as their distance increases. If there is no brighter one than a particular firefly, it will move randomly. In the application of the FA to clustering, the decision variables are cluster centers. The objective function is related to the sum on all training set instances of the Euclidean distance in an N-dimensional space [21].



Based on this objective function, initially, all the agents (fireflies) are randomly dispersed across the search space. The two phases of the firefly algorithm are as follows.



(1) Variation of light intensity: Light intensity is related to objective values [20]. One maximization/minimization problem is that a firefly with a high/low intensity will attract another firefly with a high/low intensity. Assuming that there exists a swarm of  n  agents (fireflies) and    x i    represents a solution for a firefly  i , whereas   f (  x i  )   denotes its fitness value, then here, the brightness  I  of a firefly is selected to reflect its current position  x  of its fitness value   f ( x )   [18].


    I i  = f (  x i  )   ,   1 ≤ i ≤ n   



(1)







(2) Movement towards attractive firefly: Firefly attractiveness is proportional to the light intensity seen by adjacent fireflies [16]. Each firefly has its distinctive attractiveness  β  that implies how strong it attracts other members of the swarm. However, the attractiveness  β  is relative and varies with the distance    r  i j     between two fireflies,  i  and  j  at locations    x i    and    x j   , respectively, which is given as.


   r  i j   =  ‖   x i  −  x j   ‖   



(2)







The attractiveness function   β ( r )   of the firefly is determined by


  β ( r ) =  β 0   e  − γ  r  i j  2     



(3)




where    β 0    is the attractiveness at   r = 0   and  γ  is the light absorption coefficient.



The movement of a firefly  i  at location    x i    attracted to another more attractive (brighter) firefly  j  at location    x j    is determined by


   x i  ( t + 1 ) =  x i  ( t ) +  β 0   e  − γ  r  i j  2    (  x j  −  x i  )  



(4)







A detailed description of this FA is given in [20]. A pseudo-code of this algorithm is given in Figure 3.



The clustering methods, separating the objects into groups or classes, are developed based on unsupervised learning. In the unsupervised technique, the training data set are grouped first, based solely on the numerical information in the data (i.e., cluster centers) and are then matched by the analyst to information classes. The data sets that we tackled contained the information of classes for each data. Therefore, the main goal was to find the centers of the clusters by minimizing the objective function, the sum of distances of the patterns to their centers [19].



For  N  given objects, the problem is to minimize the sum of the squared Euclidean distances between each pattern and allocate each pattern to one of the  k  cluster centers. The clustering objective function is the sum of error squared, as given in Equation (5), is described as in [22]:


  J  ( K )  =   ∑  K = 1  K     ∑  i ∈  c k      (   x i  −  c k   )       



(5)




where  K  is the number of clusters for a given  n  pattern.    x i      ( i = 1 , 2 , 3 , … , n )   is the location of the    i  t h     pattern. and    c k      ( k = 1 , 2 , 3 , … , K )   is the    k  t h     clustering center, to be found by Equation (6):


   c k  =   ∑  i ∈  c k        x i     n k       



(6)




where    n k    is the number of patterns in the    k  t h     cluster.



The cluster analysis forms the assignment of the dataset into clusters so that it can be grouped into the same cluster based on some similarity measures [23]. Distance measurement is most widely used for evaluating similarities between patterns. The cluster centers are the decision variables that are obtained by minimizing the sum of the Euclidean distance on all training set instances in the d-dimensional space between generic instance    x i    and the center of the cluster    c k   . The cost (objective) function for the pattern  i  is given by Equation (7), as in [21,24]


   f i  =   ∑  J = 1    D T     d  (   x j  ,  p  C L (  x j  )    )     



(7)




where    D T    is the number of training datasets that are used to normalize the sum that will range any distance within   [ 0.0 , 1.0 ]   and    P  C L (  x j  )     defines the class that instance belongs to according to database.



A detailed description of this Firefly Clustering Algorithm is given in [20]. A flowchart of this algorithm is given in Figure 4.




2.4. Study Area and Distance Calculation with GIS


This research used distance calculation with GIS to identify accident black spots and to help improve road safety in urban road contexts. The study area was the “Licheng” district located in the east of Jinan, China. Figure 5 shows the roads in the study area. From north to south, this area contains Feiyue Road, Keyuan Road, and Century Avenue, which are urban main roads with three lanes in each direction. From west to east, this area contains Chunxiu Road, Chunxuan Road, Chunshen Road, and Chunbo Road, which are urban roads with two lanes in each direction. The surrounding areas are all residential and commercial areas, with traffic accidents often occurring in these intersections and road sections in recent years.



This research chose GIS to calculate the distance among accident points. GIS is increasingly being used in road safety research and traffic planning because of its ability to manage, display, and analyze spatial data [25]. A critical issue when using GIS in the identification of black spots is the procedure for calculating distances. Here, the distance calculation was carried out with ArcGIS 10.0, because the ArcGIS spatial analyst can provide several distance mapping tools for measuring distance, especially when the location of an accident is roughly described in CAD (Computer Aided Design) files. Therefore, this research adopts the origin–destination (OD) cost distance to indicate the shortest distance between the accident points because the OD cost distance not only means the least-cost or shortest path from a chosen destination to the source point but also signifies additional factors beyond the cost surface to account for the actual travel distance over the terrain.



Taking the traffic accident data of study area as an example, the detailed procedures were as follows:



(1) Establishment of the road network.



(i) Prepare the road network CAD file (including the accident points) and import it into the ArcGIS platform, correcting the wrong sections and nodes to obtain the basic data of the road network so that it can pass the topology inspection.



(ii) Interrupt the basic data of the road network at nodes according to road connectivity.



(iii) Employ the ArcGIS software to create road network data set. The result is given as shown in Figure 6.



(2) OD cost distance calculation with GIS.



(i) Set the accident point as the start and end point of the OD distance matrix and create the point pair OD distance matrix, as the OD cost distance matrix in the network analysis is used to calculate the distance of road length between point pairs.



(ii) Output the road network distance diagram and sort the data to obtain the distance between the accident points. The calculated distance of point pair is the shortest distance between accident points.



The detailed procedure and output are described as shown in Figure 7.





3. Results


3.1. Firefly Clustering Algorithm and OD Cost Distance


In order to verify the feasibility of the proposed method based on the Firefly Clustering Algorithm and GIS, some regional traffic accident points of Section 2.4 were selected for simulation. The initial distribution of accident points were partly exhibited on GIS, as shown in Figure 8.



The Firefly Clustering Algorithm was implemented as the introduced procedures of Section 2.2 based on secondarily-developed GIS. The most important step of the algorithm is setting parameters; this research set the road section to 500 m, intersections to 150 m, and the number of accident parameter to three, according to the definition of urban black spots. After the clustering, the data with the number of accidents less than the threshold value in the clustering center were defined as the noisy accident point and the clustering result is displayed on GIS, as shown in Figure 9.



As shown in the result, three clusters of accident points were output through the Firefly clustering analysis, and the points without clusters were noisy accident points, which had been excluded. Consequently, intersections A, B, and C were identified as black spots, and the number of accident points of black spots was three, four, and five, respectively. The results showed that there were no black spots on other intersections and road sections except for on intersections A, B, and C, which was basically consistent with the initial accident point distribution.




3.2. Firefly Clustering Algorithm and Euclidean distance


In addition, Euclidean distance was also applied to the Firefly clustering analysis to verify the sensitivity of the distance calculation. Setting the same parameters of the Firefly Clustering Algorithm as Section 3.1, the results were intuitively displayed on GIS. The clustering results showed that intersections A, B and C were also identified as black spots, and the number of accident points in clustering centers A, B, and C was six, six, and seven, respectively. Moreover, the number of accident points identified with Euclidean distance was more than those identified with the method with OD cost distance, as shown in Figure 10.



The results showed that the novel method that combined Firefly Clustering Algorithm and OD cost distance could identify the urban black spots and accurately evaluate the condition of the black spots. However, the method based on Euclidean distance could overestimate the number of black spots, especially in the intersections. Therefore, the proposed method based on the Firefly Clustering Algorithm and GIS could not only contribute to identifying urban road black spots but could also play an auxiliary role in evaluating the condition of black spots, which will help reduce urban road crashes and maintain urban sustainable development.




3.3. Comparison Results between OD Cost Distance and Euclidean Distance


Due to the Euclidean distance method overestimating the number of accident points, it was important that this research discuss whether the identified accident points could be really associated with the intersection by comparing the accident reports. As described in the accident reports shown in Table 3, Table 4 and Table 5, some accident points’ location records were not intersections, such as accident points 1, 5, 6 of black spot A, accident point 6 of black spot B, and accident points 1, 5, 7 of black spot C. Therefore, the Firefly Clustering Algorithm and Euclidean distance method could overestimate the number of accident points. However, the novel Firefly Clustering Algorithm and OD cost distance method could effectively and accurately identify black spots.



The comparison results showed that the accident search result was different when using Euclidean distance and when using OD cost distance. Take identified black point A shown in Figure 9 and Figure 10 as an example: The accident search result that depended on OD cost distance was three in a road intersection within a certain search range, whereas, the accident search result that depended on Euclidean distance was six in the same location within the same range.




3.4. Further Analysis between OD Cost Distance and Euclidean Distance


The distance calculation method can significantly affect the final results in terms of black spot identification. As the distance from each accident point to the cluster center was calculated, it can be found that the Euclidean distance was generally smaller than the OD cost distance. Therefore, the two clustering centers were offset in the clustering analysis, which impacted on the identification of black spots. The average variation of the coefficient of distance for black spots A, B, and C was 34.13%, 19.79%, and 21.20%, respectively, and the detailed contents of such are discussed in Table 6, Table 7 and Table 8.



From Table 6, Table 7 and Table 8 and Figure 11, the following can be observed:



(1) The Euclidean distance was less than the OD cost distance, so it is concluded that the Euclidean distance cannot present the real distance in complicated urban road circumstances, and the OD cost distance can present the real distance among accident points.



(2) When the distance among accident points was smaller, the variation coefficient of the distance of accident points was smaller between the Euclidean distance and the OD cost distance.



(3) The identifying number of accident points with the OD cost distance was more than that with the Euclidean distance, so it is concluded that the Firefly Clustering Algorithm with GIS can effectively identify black spots in urban road systems.





4. Discussion


Distance can impact black spot identification. Generally, Euclidean distance, which indicates the linear distance between two accident points, has been used to identify black spots in previous research. Due to this linearity, it cannot accurately represent the real distance between any two accident points in complicated urban road conditions. According to the characteristics of black spots, a clustering algorithm is usually used in black spot identification, and Euclidean distance is the basic choice in the clustering process among the accident points. Ultimately, this type of distance overestimate the number of accidents, especially in road intersections. Furthermore, the location of accident points has been roughly recorded in the various pieces of research of black spot identification, meaning the spatial distance among accidents cannot be accurately calculated.



In order to accurately identify urban road black spots, the Firefly Clustering Algorithm and GIS have been introduced in this paper, showing OD cost distance can be calculated in GIS, because it accounts for actual travel distance and is thus close to the real space distance. In addition, the Firefly Clustering Algorithm is suitable for different types of accident data and can quickly mine the similarity of accidents. The results implied that identifying the number of accident points with the OD cost distance is better than that with the Euclidean distance, especially in road intersections. The method with Euclidean distance identifies some accident points of road sections as intersection black spots, but OD cost distance can cover this disadvantage. The proposed black spot identifying method could effectively identify black spots in urban roads.



This paper used a case study to explore the effects of the proposed method on black spot identification in urban road intersections. Future research should concern the detailed location description of accidents, such as the coordinate data of accident points. Moreover, the black spot identification method could be used in the scenario of a flyover, with this proposed method validated by case tests.




5. Conclusions


The paper proposed a novel identification method based on the Firefly Clustering Algorithm and GIS to solve the existing problem of the inaccurate identification of urban road accident black points. The Firefly Clustering Algorithm can abstractly represent the characteristics of road traffic accidents, whilst GIS has advantages in spatial object management and analysis. Considering the shortcomings of the Firefly Algorithm with the Euclidean distance measurement in spatial distance calculation, an OD cost distance calculation based on GIS road network was introduced to improve the accuracy of identifying urban road accident points. Moreover, the paper also verified the feasibility of this algorithm with the accident data of a certain area and proved that the clustering effect is much better than the common firefly clustering effect, especially in intersections. Finally, the paper made a sensitivity analysis of distance calculation between Euclidean distance and OD cost distance. The results showed that Euclidean distance provides lesser results than OD cost distance, and the accident search method based on Euclidean distance can overestimate the severity of accidents. The proposed Firefly Clustering Algorithm based on OD cost distance can not only effectively overcome this shortcoming but also accurately identify the black spots and purposefully provide decisions for solving urban road safety problems, which is helpful for decreasing socio-economic losses and promoting the sustainable development of cities.
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Figure 1. Comparison of different distance calculations. 
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Figure 2. Contrast of search result of different distances. 






Figure 2. Contrast of search result of different distances.



[image: Sustainability 12 02091 g002]







[image: Sustainability 12 02091 g003 550] 





Figure 3. A pseudo-code of the Firefly Algorithm. 
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Figure 4. Flowchart of the Firefly Clustering Algorithm. 
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Figure 5. The area of study (images are from google map). 
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Figure 6. The road traffic network. 
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Figure 7. Set the origin–destination (OD) cost matrix parameter and output the spatial distance. 
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Figure 8. The initial distribution of accident points. 
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Figure 9. The clustering result with OD cost distance displayed on geographic information system (GIS). 
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Figure 10. The clustering result with Euclidean distance displayed on GIS. 






Figure 10. The clustering result with Euclidean distance displayed on GIS.



[image: Sustainability 12 02091 g010]







[image: Sustainability 12 02091 g011 550] 





Figure 11. Variation coefficient of the distance of the accident points. 
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Table 1. Summary of black spot identification methods.
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	Method
	Principle
	Advantages
	Disadvantages
	Suitable Conditions





	Accident frequency method
	Identify and sort accidents according to accident frequency.
	Considers the length and traffic use of a road section.
	Does not consider the regression effect of accidents.
	Is suitable for road sections or intersections where conditions are similar and traffic is not heavy [4].



	Matrix analysis method
	Identify an accident according to the accident number and accident frequency.
	Evaluation result is accurate and flexible.
	Identification criteria is subjective.
	Is suitable for road sections or intersections where conditions are similar and traffic is not heavy [5].



	Accident rate method
	Identify the accident based on the accident rate.
	Considers many accident factors.
	Needs a lot of accident data and neglects randomness of accidents.
	Is suitable for describing regional accident conditions [6].



	Equivalent accidents number method
	Identify the accident according to the equivalent accident number.
	Considers many accident factors.
	Needs a lot of accident data and it is difficult to use to determine the weight value.
	Is suitable for urban roads or highways with similar conditions [7].



	Quality control method
	Identify the accident according to a set threshold.
	Considers the traffic conditions and its evaluation result is accurate
	Requires a lot of traffic data and classification work.
	Applies to road sections with low traffic flows [8].



	Cumulative frequency method
	Identify the accident according to accident number and accident rate per kilometer
	Uses a lot of basic traffic data.
	Does not take into account the conditions of an accident.
	Applies to roads with widely varying accident conditions [9].



	Regression analysis method
	Considers a lot of factors of accident.
	Considers different factors of accidents.
	There are high requirements for the model parameters and basic data.
	Applies to the regional accident quantification [10].



	Fuzzy evaluation method
	Considers a lot of factors of accident.
	Its mathematical model is simple and suitable for multi-level problems.
	Index weight is subjective.
	Widely used in many conditions [11].



	Expert experience method
	Identify the accident according to accident number.
	Can estimate the result quickly and easily.
	Is too subjective.
	Applies to roads that lack basic data [12].



	BP neural network
	Considers a lot of factors of accident.
	Can evaluate the accident comprehensively
	Indicator is not directly related to the accident.
	Applies to the highway [13].
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Table 2. The record of accident points.






Table 2. The record of accident points.





	Time
	Traffic Fatality
	Road Name
	Accident Location





	2014-03-03 10:30
	0
	North industrial road
	North industrial road and Happiness Square intersection



	2014-02-05 21:50
	0
	Kaiyuan Road
	No. 66 east gate, north industrial road, Kaiyuan Road



	2014-02-13 22:18
	1
	Provincial Highway 102
	19.7 km of Provincial Highway 102



	2014-02-11 19:45
	0
	Lintang Road
	100 meters east of the intersection of Lintang Road and Jiaxuan Road



	2014-01-11 21:20
	0
	Wenquan Road
	Wenquan Road, about 30 meters west of union college



	2014-05-21 23:15
	0
	Provincial Highway 102
	Gengchen gas station on Provincial highway 102



	2014-03-09 20:00
	0
	Wenliang Road
	1 km north of Lujia intersection
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Table 3. Accident points’ location records of black spot A.






Table 3. Accident points’ location records of black spot A.





	Euclidean Distance
	OD Cost Distance
	Location Record





	1
	—
	Chunxiu Road section



	2
	1
	Chunxiu and Feiyue Intersection



	3
	2
	Chunxiu and Feiyue Intersection



	4
	3
	Chunxiu and Feiyue Intersection



	5
	—
	Chunxiu Road section



	6
	—
	Chunxiu Road section
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Table 4. Accident points’ location records of black spot B.






Table 4. Accident points’ location records of black spot B.





	Euclidean Distance
	OD Cost Distance
	Location Record





	1
	1
	Chunbo and Feiyue Intersection



	2
	2
	Chunbo and Feiyue Intersection



	3
	3
	Chunbo and Feiyue Intersection



	4
	4
	Chunbo and Feiyue Intersection



	5
	5
	Chunbo and Feiyue Intersection



	6
	—
	Feiyue Road section
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Table 5. Accident points’ location records of black spot C.






Table 5. Accident points’ location records of black spot C.





	Euclidean Distance
	OD Cost Distance
	Location Record





	1
	—
	Century Avenue section



	2
	1
	Chunhui and Century Avenue Intersection



	3
	2
	Chunhui and Century Avenue Intersection



	4
	3
	Chunhui and Century Avenue Intersection



	5
	—
	Chunhui Road section



	6
	4
	Chunhui and Century Avenue Intersection



	7
	—
	Century Avenue section
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Table 6. Distance between accident point and cluster center—black spot A.






Table 6. Distance between accident point and cluster center—black spot A.





	Distance (m)
	Euclidean Distance Clustering Center I
	Distance (m)
	OD cost Distance Clustering Center II
	Difference (m)
	%





	Accident point 1
	135.3
	—
	160.6
	25.3
	18.70%



	Accident point 2
	58.6
	Accident point 1
	80.7
	22.1
	37.71%



	Accident point 3
	43.5
	Accident point 2
	66.4
	22.9
	52.64%



	Accident point 4
	90.3
	Accident point 3
	123.2
	32.9
	36.43%



	Accident point 5
	116.2
	—
	156.3
	40.1
	34.51%



	Accident point 6
	146.5
	—
	182.8
	36.3
	24.78%
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Table 7. Distance between accident point and cluster center—black spot B.






Table 7. Distance between accident point and cluster center—black spot B.





	Distance (m)
	Euclidean Distance Clustering Center I
	Distance (m)
	OD Cost Distance Clustering Center II
	Difference (m)
	%





	Accident point 1
	108.6
	Accident point 1
	127.5
	18.9
	17.40%



	Accident point 2
	83.5
	Accident point 2
	90.1
	6.6
	7.90%



	Accident point 3
	38.3
	Accident point 3
	58.9
	20.6
	53.79%



	Accident point 4
	85.1
	Accident point 4
	98.6
	13.5
	15.86%



	Accident point 5
	123.5
	Accident point 5
	136.3
	12.8
	10.36%



	Accident point 6
	143.4
	—
	162.6
	19.2
	13.39%
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Table 8. Distance between accident point and cluster center—black spot C.






Table 8. Distance between accident point and cluster center—black spot C.





	Distance (m)
	Euclidean Distance Clustering Center I
	Distance (m)
	OD Cost Distance Clustering Center II
	Difference (m)
	%





	Accident point 1
	134.8
	—
	161.5
	26.7
	19.81%



	Accident point 2
	58.6
	Accident point 1
	70.2
	11.6
	19.80%



	Accident point 3
	38
	Accident point 2
	49.8
	11.8
	31.05%



	Accident point 4
	94.3
	Accident point 3
	112.8
	18.5
	19.62%



	Accident point 5
	137.9
	—
	154.6
	16.7
	12.11%



	Accident point 6
	102.6
	Accident point 4
	125.5
	22.9
	22.32%



	Accident point 7
	144.6
	—
	178.9
	34.3
	23.72%
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