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Abstract: In public R&D projects, to improve the decision-making process and ensure the sustainabil-
ity of public investment, it is indispensable to effectively evaluate the project performance. Currently,
public R&D project management departments and various academic databases have accumulated
a large number of project-related data. In view of this, we propose a data-driven performance
evaluation framework for public R&D projects. In our framework, we collect structured and un-
structured data related to completed projects from multiple websites. Then, these data are cleaned
and fused to form a unified dataset. We train a project performance evaluation model by extracting
the project performance information implicit in the dataset based on multi-classification supervised
learning algorithms. When facing a new project that needs to be evaluated, its performance can
be automatically predicted by inputting the characteristic information of the project into our per-
formance evaluation model. Our framework is validated based on the project data of the National
Natural Science Foundation of China (NSFC) in terms of four performance measures (i.e., Accuracy,
Recall, Precision, F1 score). In addition, we provide a case study that applies our framework to
evaluate the project performance in the logistics and supply chain area of NSFC. In conclusion, this
paper contributes to the body of knowledge in sustainability by developing a data-driven method
that equips the decision-maker with an automated project performance evaluation tool to make
sustainable project decisions.

Keywords: public R&D project; performance evaluation; machine learning; logistics and supply chain

1. Introduction

To promote technology innovation, government departments usually fund a large
number of R&D projects each year. For instance, for the three types of funding (General
Program, Young Scientists Program and Regional Program) in the National Natural Science
Foundation of China (NSFC), the number of funded projects and the funded amount
increased by 11.85% and 13.13%, from 2015 to 2019, respectively (as shown in Figure 1).
On the one hand, scientific research benefits from the growth of funding. On the other
hand, the increasing number of projects also aggravates the complexity and workload for
project assessment [1]. Therefore, to improve the decision-making process and ensure the
sustainability of public investment, it is indispensable to effectively evaluate the project
performance [2].

Many effective project performance assessment methods have been proposed [3–10].
Among these methods, expert estimation is the most widely used method. This method is
based on subjective evaluation and experts score the projects according to the achievement
of the projects. Data envelopment analysis (DEA) is another popular approach for project
performance assessment [11,12]. Hsu and Hsueh use DEA to evaluate the R&D efficiency
of IT projects [13]. Johns and Yu test the efficiency of public R&D projects in 109 universities
in China using DEA [14]. However, these methods suffer from some deficiencies. Some of
these methods tend to be time-consuming, costly, or subjective, which is not conductive to
the sustainability of public investment.
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Generally speaking, project evaluation aims to measure the outcomes and impacts of 
a completed project. As a type of project evaluation, government-funded project evalua-
tion has the similar characteristics. On the other hand, government-funded project evalu-
ation also has its own characteristics. In government-funded project evaluation, govern-
ment management departments usually rely on standardized procedures to conduct per-
formance evaluation. The objective is to assess the project outcome and provide a basis 
for project decision-making. In addition to the project topic and the evaluation objective, 
the main difference between China’s public project evaluation and project evaluation in 
previous research lies in the evaluation methods. In China, the main method of public 
project evaluation is expert judgement. While in the project evaluation literatures, DEA 
and other quantitative methods are being gradually adopted [15]. 
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R&D performance evaluation. Their framework combines an Analytical Hierarchy Pro-
cess (AHP) and Bayesian Network [16]. Liu and Hu use a tree-structured growing self-
organizing maps (TGSOM) network and spatial data mining to measure the R&D perfor-
mance [17]. Costantino et al. use an artificial neural network (ANN) to extract expert opin-
ions from historical data, and this process requires no expert participation [18]. Liu et al. 
present a data-driven evidential reasoning rule model that concentrates on criterion-com-
prehensive evaluation and funding recommendations [19]. Jang proposes a machine 
learning model to estimate the level of outputs of the public R&D projects by using the 
data of national funded research projects in South Korea [20]. Machine learning makes the 
project evaluation process automatic by extracting knowledge hidden in the historical 
data. Thereby, machine learning reduces the consumption of manpower, material re-
sources, and capital. 

However, for government-funded public R&D projects, there are very few studies 
applying machine learning to project evaluation, not to mention the research that focuses 
on China’s public R&D projects. In fact, after decades of development, the project man-
agement departments of the government in China have accumulated a large amount of 
public R&D project data, and many of them have been published on the internet, such as 
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Generally speaking, project evaluation aims to measure the outcomes and impacts of a
completed project. As a type of project evaluation, government-funded project evaluation
has the similar characteristics. On the other hand, government-funded project evaluation
also has its own characteristics. In government-funded project evaluation, government
management departments usually rely on standardized procedures to conduct performance
evaluation. The objective is to assess the project outcome and provide a basis for project
decision-making. In addition to the project topic and the evaluation objective, the main
difference between China’s public project evaluation and project evaluation in previous
research lies in the evaluation methods. In China, the main method of public project
evaluation is expert judgement. While in the project evaluation literatures, DEA and other
quantitative methods are being gradually adopted [15].

Recent years have witnessed rapid progress in artificial intelligence (AI), and more and
more attention has been paid to using machine learning and other AI related techniques
to evaluate the performance of R&D projects. Cho et al. propose a framework for R&D
performance evaluation. Their framework combines an Analytical Hierarchy Process (AHP)
and Bayesian Network [16]. Liu and Hu use a tree-structured growing self-organizing
maps (TGSOM) network and spatial data mining to measure the R&D performance [17].
Costantino et al. use an artificial neural network (ANN) to extract expert opinions from
historical data, and this process requires no expert participation [18]. Liu et al. present a
data-driven evidential reasoning rule model that concentrates on criterion-comprehensive
evaluation and funding recommendations [19]. Jang proposes a machine learning model to
estimate the level of outputs of the public R&D projects by using the data of national funded
research projects in South Korea [20]. Machine learning makes the project evaluation
process automatic by extracting knowledge hidden in the historical data. Thereby, machine
learning reduces the consumption of manpower, material resources, and capital.

However, for government-funded public R&D projects, there are very few studies
applying machine learning to project evaluation, not to mention the research that focuses on
China’s public R&D projects. In fact, after decades of development, the project management
departments of the government in China have accumulated a large amount of public
R&D project data, and many of them have been published on the internet, such as the
National Natural Science Fund Big Data Knowledge Management Service Portal (http:
//kd.nsfc.gov.cn, accessed on 20 December 2019). Therefore, we propose a data-driven
performance evaluation framework for public R&D projects. In our framework, we collect
structured and unstructured data related to completed projects from multiple websites.
Then, these data are cleaned and fused to form a unified dataset. We train a project
performance evaluation model based on multi-classification supervised learning algorithms
by extracting the project performance information implicit in the dataset. When we face
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a new project that needs to be evaluated, its performance can be automatically predicted
by inputting the characteristic information of the project into our performance evaluation
model. Furthermore, although our framework is validated based on the management
science related project data from China, our framework can be easily extended to evaluate
other types of projects (Section 2).

The contributions of our paper are two-fold. First, we develop a framework that is
able to collect and process public R&D project data by integrating web crawlers, regular
matching, and image recognition techniques. Second, to construct an effective data-driven
R&D project performance evaluation model, we compare eleven machine learning algo-
rithms and adopt four model performance measures (i.e., Accuracy, Recall, Precision and
F1 score) on the management science-related project data of the National Natural Science
Foundation of China. The proposed data-driven public R&D project performance evalua-
tion framework helps to reduce human cost and improve work efficiency in the process of
project performance evaluation.

The rest of the paper is structured as follows. In Section 2, we present our data-driven
framework for public R&D project performance evaluation. Section 3 describes how the
data are collected and processed. In Section 4, we train our model based on different
machine learning algorithms. Section 5 presents our experimental results. In Section 6,
we perform a case study to show the process of applying our framework to evaluate the
logistics and supply chain related projects. Section 7 concludes the paper.

2. A Data-Driven Framework for Public R&D Project Performance Evaluation

For human experts, when evaluating a completed public R&D project, they usually
consider many aspects, such as the output, benefit, and quality of the project. Inspired by
the expert evaluation process, given a project i that needs to be evaluated, suppose that we
can extract n features reflecting the performance of the project from n dimensions. We put

the features in an n-dimensional vector xi =
(

x(1)i , x(2)i , . . . , x(m)
i , . . . , x(n)i

)T
, where x(m)

i
represents the m-th dimension of project i. For project i, its evaluation result given by an
expert is denoted as yi ∈ Y (in this paper yi is also called a label), where Y is the set of all the
possible evaluation results. According to the requirements of the project funding agencies,
yi may be a numerical value (such as 80, 90, etc.) or a discrete value (such as excellent,
good, etc.). This paper uses the latter. Therefore, the evaluation of the performance of
public R&D projects can be regarded as a function fitting process. Various factors that
affect the project performance can be taken as features xi, and the project performance level
evaluated by experts is taken as a label yi. Then, a function f that maps features xi to label
yi can be fitted. From the perspective of machine learning, the above project performance
evaluation process is a multi-classification problem, i.e., given the features of a project, we
need to predict its performance.

Therefore, multi-classification algorithms can be used to estimate the final perfor-
mance of a public R&D project. To design an effective machine learning-based performance
evaluation method for public R&D projects, the following three core problems need to be
addressed: (1) how to automatically collect public R&D project data, (2) how to extract ef-
fective features from the obtained data, and (3) how to train an effective multi-classification
prediction model. In this situation, we propose a data-driven framework for performance
evaluation of public R&D projects. This framework consists of the following three stages
(Figure 2).

Stage 1: data collection (Sections 3.1 and 3.2). This stage aims at using web crawlers
to collect project-related data from the website of project management departments and
academic databases. Assuming that the data containing a total of P projects are obtained,
then we construct a dataset D = {(x1, y1), (x2, y2), . . . , (xP, yP)}, where the n-dimensional

vector xi =
(

x(1)i , x(2)i , . . . , x(m)
i , . . . , x(n)i

)T
is the set of project i’s features (xi is also called

a sample or instance). yi is the label of project i, i.e., yi denotes the evaluation result of
project i.
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Stage 2: data processing (Sections 3.3 and 3.4). In this stage, we clean and merge
the dataset D. We remove the duplicate values, blank values and outliers in D. We also
standardize and normalize some features to eliminate the impact of the feature scale. For
the unstructured data such as images and text data, image recognition and natural language
processing methods are utilized to extract information and convert them into structured
data. Then, we perform descriptive statistical analysis on the resulting dataset.

Stage 3: model training (Section 4). We first select a part of the data from dataset
D as the training set Dtr. Since the dataset D has an imbalanced distribution, synthetic
minority oversampling technique (SMOTE algorithm) is used to deal with it [21]. Prediction
algorithms are used to construct n machine learning models { f1, f2, . . . , fm, . . . , fn} based
on the training set. Then, we use the remaining data in D as test set Dte to evaluate the
performance of the models.

Sustainability 2021, 13, x FOR PEER REVIEW 4 of 15 
 

Stage 1: data collection (Sections 3.1 and 3.2). This stage aims at using web crawlers 
to collect project-related data from the website of project management departments and 
academic databases. Assuming that the data containing a total of 푃 projects are obtained, 
then we construct a dataset 퐷 = {(풙 , 푦 ), (풙 , 푦 ), … , (풙 , 푦 )}, where the 푛-dimensional 

vector 풙 = 푥( ), 푥( ), … , 푥( ), … , 푥( )  is the set of project 푖’s features (풙  is also called 
a sample or instance). 푦  is the label of project 푖, i.e., 푦  denotes the evaluation result of 
project 푖. 

Stage 2: data processing (Sections 3.3 and 3.4). In this stage, we clean and merge the 
dataset 퐷. We remove the duplicate values, blank values and outliers in 퐷. We also stand-
ardize and normalize some features to eliminate the impact of the feature scale. For the 
unstructured data such as images and text data, image recognition and natural language 
processing methods are utilized to extract information and convert them into structured 
data. Then, we perform descriptive statistical analysis on the resulting dataset. 

Stage 3: model training (Section 4). We first select a part of the data from dataset 퐷 
as the training set 퐷 . Since the dataset 퐷 has an imbalanced distribution, synthetic mi-
nority oversampling technique (SMOTE algorithm) is used to deal with it [21]. Prediction 
algorithms are used to construct 푛 machine learning models {푓 , 푓 , … , 푓 , … , 푓 } based 
on the training set. Then, we use the remaining data in 퐷 as test set 퐷  to evaluate the 
performance of the models. 

Figure 2. Data-driven framework for public R&D project evaluation. 

Our data-driven framework has good applicability and scalability, and its sub-pro-
cesses can be easily adjusted according to actual situations. For example, this framework 
is not only applicable to the projects of NSFC, but also can be applied to other types of 
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Our data-driven framework has good applicability and scalability, and its sub-processes
can be easily adjusted according to actual situations. For example, this framework is not
only applicable to the projects of NSFC, but also can be applied to other types of public
R&D projects by slightly modifying the related data format. In the following, we will apply
our framework to the project data of NSFC.
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3. Data Collection and Processing
3.1. Automatic Data Collection

We implemented a web crawler that consists of three phases (Figure 3) in Python [22]
to automatically collect general program project data of the NSFC Management Science
Department from the NSFC website (http://www.nsfc.gov.cn, accessed on 20 December
2019). These projects were completed between 2016 and 2017. In the first phase, the crawler
generates the URL of each project. In the second phase, the crawler calls the Selenium
library to get access to each URL automatically. The crawler is set to sleep for a while
after accessing a URL to reduce the load on the website sever as much as possible. Then,
the obtained HTML source codes are parsed with the Pyquery library and the regular
expression matching method. In the third phase, the matched data are transformed as a
key-value format and stored in the Mongo database.
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For each project, the following data are collected using our crawler: (1) structured
data: project ID, project category, project funding, evaluation result and project outputs,
and (2) unstructured data: project abstract in text format and concluding report in the
form of pictures. These features are mainly selected according to the NSFC post-evaluation
index system [23].

In addition, we also developed crawlers to collect journal impact factor data from the
website of the China National Knowledge Infrastructure (CNKI, www.cnki.net accessed on
20 December 2019), Chaoxing Journal Network (http://qikan.chaoxing.com/, accessed
on 21 December 2019) and Core journal query system (http://corejournal.lib.sjtu.edu.cn/,
accessed on 25 December 2019). Then, we calculated the average impact factor for each
project based on the journals that the project publishes its results in. The average impact
factors are combined with the above-mentioned structured data to form the first part D1 of
the original dataset.

3.2. Extracting Information from Unstructured Data

In this section we process the collected unstructured data (the abstract texts and
concluding report images) to extract structured data.

(1) Extracting information from texts. Because it is difficult to utilize the texts directly,
we need to transform the abstract texts to numeric features that describe the text’s informa-
tion [24,25]. We adopted the TF-IDF model to construct word vectors. For each project’s
abstract in dataset D0, the corresponding text features are represented by vector C with
many dimensions. We add C to our original dataset and form a new dataset Dtext. Text

http://www.nsfc.gov.cn
www.cnki.net
http://qikan.chaoxing.com/
http://corejournal.lib.sjtu.edu.cn/
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mining produces a large number of features. This brings a large operating load when
building prediction models. Therefore, text mining is only used as an auxiliary method to
improve the predictive ability after our prediction model is built.

(2) Extracting information from images. To extract information from project conclusion
reports that are in the format of images, we use the Tesseract library to recognize the text in
pictures [26]. Tesseract library is able to extract single-line texts from images. However, in
the concluding reports of NSFC, many texts are placed in fixed-form tables that cannot be
recognized by the Tesseract library. To solve this problem, we designed a method that clips
and cuts tables based on pixel positioning. The results of random sampling and inspection
show that this method is valid. The features that can be extracted from the concluding
reports include: the number of published papers, which databases the papers are indexed,
talent training and international exchanges, etc. The above collected data are stored in
dataset D2.

3.3. Data Cleaning and Fusion

We cleaned datasets D1 and D2 by removing duplicate values, blank values and
outliers. Then, we used “Project ID” as the primary key to merge D1 and D2 into the final
dataset D. In D, the label yi ∈ Y = {Premium, Excellent, Good, Average } . Note that
there is no project evaluated as “Poor” in years 2016 and 2017, so we do not consider “Poor”
in this paper. For the sake of simplicity, Premium, Excellent, Good and Average are coded
as 4, 3, 2 and 1, respectively. During data fusion, for features that are highly correlated, we
only preserved one feature. For features that have zero values in more than 90% instances,
if the corresponding label values are similar, then we removed such features. Table 1 shows
the features and the label in dataset D. Note that the timing of using our performance
evaluation method is after the project is finished, so the data listed in Table 1 are collected
after the projects are finished.

Table 1. Features and label in dataset D.

Features Description

Project ID Unique identifier and the primary key
Project funding Expenditure of a project (ten thousand RMB); continuous variable
Number of papers Number of papers published by a project; continuous variable

Average impact factors (English) Average of impact factors of English journals where a project has published papers;
continuous variable

Average impact factors (Chinese) Average impact factors (Chinese)

Weighed impact factors Average weighted impact factors of all journals where a project has published papers, the
number of SCI papers is the weight; continuous variable

Papers published in English Number of papers published in English in a project; continuous variable
Papers published in Chinese Number of papers published in Chinese in a project; continuous variable
Academic reports Number of academic reports; continuous variable
Journals Number of papers published in journals; continuous variable
Conference papers Number of papers published in conference proceedings; continuous variable
SCI papers Number of papers published in SCI-indexed journals; continuous variable
EI papers Number of papers published in EI-indexed journals; continuous variable
PKU papers Number of papers published in Core journals of Peking University; continuous variable
CSSCI papers Number of papers published in CSSCI-indexed journals; continuous variable
Number of doctors Number of doctors cultivated in a project; continuous variable
Number of masters Number of masters cultivated in a project; continuous variable
International meeting Number of international conferences attended; continuous variable
Awards Number of awards obtained by a project; continuous variable
Last evaluation results Applicant’s last project evaluation results; discrete variable
Text Features related to text

Label Description

Evaluation results Evaluation results of a project given by experts, involving 5 levels: Premium, Excellent,
Good, Average and Poor
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3.4. Descriptive Statistics for the Collected Data

There are 1199 samples in dataset D. Table 2 shows the descriptive statistics for dataset
D. The second and third columns of Table 2 show the quantity and proportion of projects
according to the project evaluation results. It can be seen that most of the projects are
evaluated as “Excellent” or “Good” level, and the proportions of both levels are similar.
Table 2 also shows the mean values of some representative features. We can see that these
values vary among different evaluation result levels. For the projects with Premium level,
they have higher mean values in these features, especially in features of the number of SCI
papers and the number of papers published in English.

Table 2. Comparison of the mean values of some features in different classes.

Evaluation
Results

Count Frequency
Mean Value of Representative Features

Number
of Papers

Number of Papers
Published in English SCI Papers Number

of Doctors
Number

of Masters

Premium
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4. Model Training
4.1. Dealing with Imbalanced Data

We can see from Table 2 that the distribution of label values is imbalanced, which
tends to cause the prediction results of many classification algorithms to be very poor.
To deal with this problem, two strategies exist: down-sampling and over-sampling. In
the down-sampling method, samples belonging to the major classes will be decreased
to a level similar to the minor classes [27]. However, there are some flaws in the down-
sampling method. For example, the deleted samples of major classes may contain critical
information in classification, which may lead to information losses; the trained model may
lack universality, enlarging the characteristics of the minor classes. In the over-sampling
methods, SMOTE (Synthetic Minority Oversampling Technique) [28] is a well-accepted
method to deal with imbalanced data. Therefore, we used the SMOTE algorithm to process
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the dataset [21] before training a prediction model. By using the nest-neighbor algorithm,
SMOTE generates new small class samples that are added to the dataset. In doing so, the
obtained model may have a higher prediction ability [28].

4.2. Measures for Model Performance Evaluation

Based on the true and predicted values of the labels, we constructed a confusion
matrix C =

(
cyy′
)

4×4, where the element cyy′ denotes the number of projects whose true
label value is y are predicted to be y′ (y, y′ ∈ Y). Based on the confusion matrix, we used
the following four measures to evaluate our performance prediction models [29].

(1) Accuracy (A). Accuracy represents the proportion of correctly classified samples
to the total samples. The accuracy of model f on dataset D is calculated as follows:

A( f ; D) =
1
m

4

∑
y=1

4

∑
y′=1

I(y = y′)× cyy′ (1)

where m is the number of projects in dataset D. The indicator function I(·) equals 1 if
the calculation result in the brackets holds, otherwise it equals 0. The larger the value of
accuracy, the higher the accuracy of the prediction.

(2) Recall (R). Recall is the ratio of the number of samples correctly predicted as a
certain class to the total number of samples with that class in the dataset. Higher value of
the recall means a better model. In our multi-classification problem, we average the recall
of each class as follows:

R( f ; D) =
1
4

4

∑
y=1

∑4
y′=1 I(y = y′)× cyy′

∑4
y′=1 cyy′

(2)

(3) Precision (P). Precision is the ratio between the projects that are correctly classified
and the projects that are classified to the corresponding class. The higher the precision
is, the higher the proportion of samples whose predicted results are consistent with the
experts’ judgments. The precision of model f is calculated as follows:

P( f ; D) =
1
4

4

∑
y′=1

∑4
y=1 I(y = y′)× cyy′

∑4
y=1 cyy′

(3)

(4) F1 score. Recall and precision are contradictory. When a model’s precision is high,
the recall is usually low, and vice versa. Therefore, we use F1 score that considers both
precision and recall. The higher the F1 score is, the better performance the model has. The
F1 score of model f obtained on dataset D is calculated as follows:

F1( f ; D) =
2× P× R

P + R
(4)

4.3. Model Selection

To obtain an appropriate multi-classification algorithm, we tested 11 algorithms by
calling the Scikit-learn library in Python [30]. Dataset D is divided into training and test
set with a proportion of 7:3. This results in 839 samples in the training set and 360 samples
in the test set. Based on the training set, the 11 classification algorithms are used to train
11 candidate prediction models. The confusion matrixes and performance measures of these
models that are calculated on the test set are shown in Figure 5 and Table 3, respectively.
Each subgraph in Figure 5 corresponds to the confusion matrix of the prediction result
obtained by an algorithm. In each confusion matrix, the X-axis represents the result of
the model prediction, the Y-axis represents the true labels, and the number in each cell
represents the number of projects with the true label y predicted as y′ (so the elements
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in the main diagonal of the matrix represent the number of correct results predicted by
the model).
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Table 3. Performance measures for 11 classification algorithms.

No. Algorithms Accuracy Recall Precision F1 Score

1 Random Forest 0.75 0.85 0.71 0.76
2 Gradient Boosting 0.71 0.83 0.62 0.68
3 Multilayer Perception 0.65 0.81 0.58 0.64
4 Decision Trees 0.62 0.78 0.50 0.53
5 Logistic Regression 0.60 0.73 0.50 0.52
6 K-Neighbors 0.59 0.73 0.48 0.51
7 SVC 0.58 0.75 0.43 0.44
8 Discriminant Analysis 0.59 0.51 0.39 0.40
9 Ridge 0.38 0.63 0.38 0.35
10 Naive Bayes 0.42 0.53 0.34 0.32
11 Ada Boost 0.22 0.51 0.18 0.19

It can be seen from Figure 5 and Table 3 that the Random Forest model (Row 1,
Column 1) performs best. Therefore, the following analysis will be based on the Random
Forest model. To further improve the performance of the Random Forest, we used a grid
search to tune its parameters and a 10-fold cross validation to ensure the effectiveness of
the model. In the grid search, the number of sub-classifiers is set from 300 to 1000 with
100 as the interval, and the maximum depth is set between 40 and 110 with 10 as the
interval. The minimum number of samples for leaf nodes is 2, 3, 4, 5, and 10. The minimum
number of samples for internal nodes is 1, 2, 3, 4, and the remaining parameters adopt the
default values. The final obtained best model fbest has the following parameter settings:
the number of sub-classifiers is 900; the maximum depth is 110; the minimum number of
samples for leaf nodes is 2; the minimum number of samples for internal nodes is 2.
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5. Results and Discussion
5.1. Main Results

The prediction results obtained with fbest are as follows: the accuracy A is 0.78, the
recall R is 0.87, the precision P is 0.73 and the F1 score is 0.78. Next, we further examined the
performance of fbest. We divided the test set into four parts according to the labels, and the
prediction results of fbest in each part are shown in Figure 6. Most of the results of fbest are
consistent with the experts. For each class, fbest produces satisfactory classification results.
fbest performs particularly well in the projects with “Average” and “Premium” labels.
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Relatively speaking, the Random Forest’s ability to classify “Excellent” and “Good” is
not as good as the other two classes. The reasons may be attributed to: (1) the features used
by the model are not as rich as that of the experts. The data used in the model in this paper
are public and all collected from the internet. However, in addition to the public data, there
are many undisclosed dimensions in the project, which causes our model to be inferior to
the expert review process to a certain extent. (2) Experts have other subjective factors of
the projects in their judgment. It can be seen from the descriptive statistics in Section 3.4
that the two more extreme performance levels of “Premium” and “Average” have their
own characteristics in each dimension. Among them, the performance of “Premium” in
all dimensions is prominent. “Average” is obviously lagging behind other classes in all
dimensions, while the two categories of “Excellent” and “Good” are in the middle of
the four categories, and there will be little distinction between them. For two projects
with similar achievement levels, there may be cases where the objective scores are similar,
and experts believe that one of the projects has higher value and significance, or is more
innovative, and thus subjectively prefer that project. This is what a machine learning
algorithm can hardly learn.

In addition, in our data, the evaluation score (label) is ordinal, which means that
misclassifying different classes has different costs. For example, misclassifying “Premium”
as “Average” is worse than misclassifying it as “Excellent”. Therefore, we perform an
additional experiment using ordinal regression that is able to deal with ordinal variables.
To compare the ordinal regression with the previous Random Forest, we reported the
results based on the total cost TC of classification. Specifically, we first introduced a cost
matrix C′ =

(
c′yy′

)
4×4, where its element c′yy′ represented the cost of classifying y to y′

(Figure 7). Then, the total cost TC = ∑4
y=1 ∑4

y′=1 cyy′ × c′yy′. A lower value of TC means a
better model. The results of the additional experiment are as follows: the ordinal regression
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model has a total cost of 99, while the total cost of the Random Forest fbest is 81. This
means that the previous Random Forrest model achieves better classification results than
the ordinal regression model.
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5.2. The Importance of Features

In this subsection, we discuss the impact of different features on the prediction results.
Given a feature, we modify its value into a set of noise values. The importance of the feature
is obtained by comparing the prediction results before and after the modification [31].
Specifically, this process is as follows:

Input: prediction model f , training set Dtrain, pre-determined parameter K.
step 1: compute the f1 score of f .
step 2: for each feature j in Dtrain:

let k = 1.
step 2.1: while k ≤ K, repeat:

randomly disturb feature j to generate dataset D̃k,j.
compute the f1 score F1k,j of model f on dataset D̃k,j.

k = k + 1.
step 2.2: the importance ij of feature j is calculated as:

ij = F1− 1
K

K

∑
k=1

F1k,j (5)

Output: the importance ij for each feature j.

Figure 8 shows the top five most important features. It can be inferred that in our
performance evaluation model, the weighed impact factors, the number of CSSCI papers
and the features representing the academic achievement are important factors. The talent
training is also a main factor considered by the machine learning model. Furthermore, the
machine learning model also believes that the funding of the project and the applicant’s
previous project evaluation results are also a major influencing factor.

Sustainability 2021, 13, x FOR PEER REVIEW 12 of 15 
 

means that the previous Random Forrest model achieves better classification results than 
the ordinal regression model. 

 
Figure 7. Classification cost matrix. 

5.2. The Importance of Features 
In this subsection, we discuss the impact of different features on the prediction re-

sults. Given a feature, we modify its value into a set of noise values. The importance of 
the feature is obtained by comparing the prediction results before and after the modifica-
tion [31]. Specifically, this process is as follows: 

Input: prediction model 푓, training set 퐷 , pre-determined parameter 퐾. 
step 1: compute the f1 score of 푓. 
step 2: for each feature 푗 in 퐷 : 

let 푘 = 1. 
step 2.1: while 푘 ≤ 퐾, repeat: 

randomly disturb feature 푗 to generate dataset 퐷 , . 
compute the f1 score F1 ,  of model 푓 on dataset 퐷 , . 

푘 = 푘 + 1. 
step 2.2: the importance 푖  of feature 푗 is calculated as: 

푖 = F1 −
1
퐾

F1 ,  (5)

Output: the importance 푖  for each feature 푗. 

Figure 8 shows the top five most important features. It can be inferred that in our 
performance evaluation model, the weighed impact factors, the number of CSSCI papers 
and the features representing the academic achievement are important factors. The talent 
training is also a main factor considered by the machine learning model. Furthermore, the 
machine learning model also believes that the funding of the project and the applicant’s 
previous project evaluation results are also a major influencing factor. 

 
Figure 8. Top 5 important features. Figure 8. Top 5 important features.



Sustainability 2021, 13, 7147 12 of 14

5.3. Results after Considering Text Data

In Section 3.2, we constructed a dataset Dtext that contains text data of project abstracts.
In our previous experiments, we did not use Dtext. In this subsection, we combine Dtext
with the previous dataset D, and repeat the previous data analysis process using the
Random Forest algorithm to examine whether the text data can improve the performance
of the prediction model. The results are shown in Table 4. It can be seen that after adding
the text features, there is no obvious improvement. On the contrary, the text features
negatively affect the model. Therefore, the text features of the project abstract do not play a
significant role in classification. Whether the text features are added or not has little effect
on the conclusions of this paper.

Table 4. Model performance comparison after considering text data using Random Forest.

Dataset Accuracy Recall Precision F1 Score

D 0.78 0.87 0.73 0.78
Dtext ∪ D 0.76 0.86 0.71 0.76

In summary, the experimental results verify the effectiveness of our data-driven R&D
project performance evaluation framework, and our method has high predictive accuracy.
For public R&D management departments, our model can automatically make a pre-
evaluation on the performance level for newly completed projects. This helps to reduce the
workload of management departments and human experts, and improve the efficiency of
project evaluation.

6. Case Study: Applying Our Framework to Logistics and Supply Chain
Project Evaluation

Our framework can be used to evaluate different projects with various topics. As an
example, in this section, we provide a case study that applies our framework to evaluate
the performance of logistics and supply chain related projects.

In 2015, a total of 29 logistics and supply chain related projects under the NSFC
logistics and supply chain related code “G010303/G0212” were finished. Therefore, we
extract features from these projects based on our framework. Finally, based on the features,
we used our model fbest (see Section 4.3) to output the evaluation results for each project.

Since the 29 projects have been evaluated by experts, we compared the results obtained
by our model with the experts. Among these 29 projects, 19 projects received results
consistent with experts. In addition, although there are 10 projects that are wrongly
evaluated by our model, our results are very close to the experts. Specifically, six (3, 1)
projects that are evaluated as “Good” (“Excellent”, “Premium”) by the experts are classified
as “Excellent” (“Good”, “Excellent”) by our model.

The above results reveal that facing the logistics and supply chain related projects, our
framework performs well and is able to give reasonable evaluation results.

7. Conclusions

We propose a data-driven public R&D project performance evaluation framework that
can effectively estimate the project performance based on multi-classification supervised
learning algorithms. Web crawlers are designed to automatically collect project data from
different websites. The collected structured and unstructured data are processed. Effective
features are extracted from the resulting dataset. A total of 11 classification algorithms
are used to construct the evaluation model. We also use different measures to estimate
the performance of the model. Additionally, we also provide a case study that applies
our framework to evaluate the project performance in the logistics and supply chain area
of NSFC.

We validate our method based on the data of NSFC projects. The results show that
among the 11 classification algorithms, the Random Forest algorithm performs best. We
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also compare our model with ordinal regression that takes the ordinal categorical variables
into consideration. The project performance is mainly affected by the weighted SCI impact
factors, the applicant’s last project evaluation results and the talent training related features.
The abstract related text features have no obvious impact on the evaluation results. Case
study shows that our model has a good performance when evaluating the logistics and
supply chain projects of NSFC.

Our method provides a unified and scalable framework for public R&D project per-
formance evaluation. It helps to improve the automation and intelligence level in project
evaluation and support the data-driven decision-making for the management departments.
Future research work will further integrate richer data and explore more effective machine
learning and imbalanced data pre-processing algorithms.
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