
sustainability

Article

Global Maximum Power Point Tracking of Solar Photovoltaic
Strings under Partial Shading Conditions Using Cat Swarm
Optimization Technique

T. Nagadurga 1,2,*, P. V. R. L. Narasimham 3 and V. S. Vakula 4

����������
�������

Citation: Nagadurga, T.;

Narasimham, P.V.R.L.; Vakula, V.S.

Global Maximum Power Point

Tracking of Solar Photovoltaic Strings

under Partial Shading Conditions

Using Cat Swarm Optimization

Technique. Sustainability 2021, 13,

11106. https://doi.org/10.3390/

su131911106

Academic Editors: Talal Yusaf and

Louis Fernandes

Received: 13 August 2021

Accepted: 5 October 2021

Published: 8 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Electrical and Electronics Engineering, University College of Engineering,
Jawaharlal Nehru Technological University, Kakinada 533003, India

2 Department of Electrical and Electronics Engineering, Lakireddy Bali Reddy College of Engineering,
Mylavaram 521230, India

3 Department of Electrical and Electronics Engineering, Velagapudi Ramakrishna Siddhartha Engineering
College, Kanuru 520007, India; drpvrln@gmail.com

4 Department of Electrical and Electronics Engineering, College of Engineering, Jawaharlal Nehru
Technological University—JNTUK, Vizianagram 535003, India; vakulavs.eee@jntukucev.ac.in

* Correspondence: durga.269@gmail.com

Abstract: The power versus voltage curves of solar photovoltaic panels form several peaks un-
der fractional (partial) shading conditions. Traditional maximum output power tracking (MPPT)
techniques fail to achieve global peak power at the output terminals. The proposed Cat Swarm
Optimization (CSO) method intends to apply MPPT techniques to extract the global maxima from the
shaded photovoltaic systems. CSO is a robust and powerful metaheuristic swarm-based optimization
technique that has received very positive feedback since its emergence. It has been used to solve a
variety of optimization issues, and several variations have been developed. The CSO-based maxi-
mum power tracking technique can successfully tackle two major issues of the PV system during
shading conditions, including random oscillations caused by conventional tracking techniques and
power loss. The proposed techniques have been extensively used in comparison to conventional
algorithms like the Perturb and the Observe (P and O) technique. The main objective is to achieve
a tracking speed for extracting the Maximum Power Point (MPP) from the solar Photovoltaic (PV)
system under fractional shading conditions by using CSO. Modeling of the solar photovoltaic array
in the MATLAB/Simulink platform comprises a photovoltaic module, a switching converter (Boost
Converter), and the load. The PSO and CSO techniques are applied to the PV module under different
weather conditions. The PSO algorithm is compared to the CSO algorithm according to simulation
results, revealing that the CSO algorithm can provide better accuracy and a faster tracking speed.

Keywords: solar energy; maximum power point trackers; optimization methods; particle swarm
optimization; photovoltaic systems

1. Introduction

Fossil-fuel-based power plants cause irreparable damage to the environment by re-
leasing pollutants into the atmosphere, though their primary task is to generate electrical
energy. In this regard, solar photovoltaic systems have come to be recognized as the most
suitable substitute for conventional energy sources that can sustainably generate energy.
Photovoltaic systems consist of numerous photovoltaic modules, either joined in a series
or in parallel combinations to generate the preferred power capacity. Peng et al. [1] in-
vestigated the dependence of molecular packing, the phase separation and mechanical
properties on the performance of ternary solar cells, by combining the effects of scattering
and microscopy characterizations. Zhu et al. [2] reviewed the important morphological
characteristics of an organic solar cell in their study. They obtained useful information
regarding morphology optimization of NFA related OSCs, which can assist in solving the
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morphological problems associated with the novel materials to achieve better performance.
Hence, there is a greater possibility to encounter partial shading conditions in such systems.
In such scenarios, there is a likelihood of the photovoltaic system experiencing non-uniform
irradiance. Moreover, photovoltaic panels installed in urban areas may be more exposed
to partial shading due to the shadows cast over them by large buildings. During partial
shading conditions, the power versus voltage (P-V) curves and power versus current (P-I)
curves of the solar photovoltaic module experience many various local peaks (LMPP)
and one global peak (GMPP). It is essential that these peaks, during partial shading, are
tracked. Partial shading decreases the effectiveness of the standard, maximum power
point of the tracking algorithms. To increase photovoltaic system conversion effectiveness
beneath uniform irradiance in a sequential manner, many traditional tracking techniques
have been developed, such as the Perturb and Observe (P and O) technique, Incremental
conductance, fuzzy logic and neural networks. These techniques are most effective for
tracking the maximum power under regular irradiance, having only a single peak on the
given characteristic curves.

Conversely, such approaches are no longer suitable for grooving the global peak
(GMPP) during shading conditions. To track the maximum energy obtained from the solar
PV system, different optimization techniques have been developed, namely the Genetic
Algorithm (GA), Particle Swarm Optimization (PSO), the Cuckoo Search (CS), and Cat
Swarm Optimization (CSO). These techniques are simpler and prove to be in acquiring
global optima under shading conditions. Nowadays, these optimization techniques are
effectively utilized to extract global peaks from P-V curves under different shading patterns.
The present work primarily focuses on performing a broad assessment of the CSO algorithm
compared to the PSO algorithm, by tracking global optima power of photovoltaic systems
under various shading cases.

Ahmed et al. [3] proposed a new and effective maximum power extraction technique
PSO-SVR (Support Vector Regression) to reduce the ripple content in the output current
wave and the oscillations in the power wave, in the region of the maximum power point
under uniform irradiation. The authors refined the proposed technique derived from
particle swarm optimization abutment with the SVR technique and concluded that the
proposed PSO-SVR technique provides better performance than the PSO method. Dileep
and Singh [4] presented an inclusive study of various soft computing techniques to track
the MPP of solar PV systems under various shading conditions, reporting the utilization,
assets, and deficiency of each of the soft computing techniques. The problem-solving
methods considered in their work are AI (Artificial Intelligence), Neural Networks, and
Fuzzy Logic, while the swarm intelligence algorithms are Ant Colony Optimization (ACO)
and (PSO). Mehmet Ali OZ Celik [5] implemented an advanced perturb and observe (P and
O) algorithm to improve the tracking speed and acquire more power from the solar energy
conversion system in various irradiation cases. Chao et al. [6] presented a modified particle
swarm optimization algorithm to harness maximum power from PV power systems under
the shading effect. The revision procedure has been undertaken to shape the algorithm-
specific PSO parameters for accelerating points in the exploration phase. Conventional
and modified approaches are programmed using PIC microcontrollers, and results are
then validated.

Nagadurga et al. [7] implemented the PSO technique for maximum power point
tracking from Solar PV systems at different irradiation levels, and they observed from the
simulation results that the PSO method attained a greater power output during shading
conditions than the conventional P and O method. Kofinas et al. [8] presented MPP control
by using a single neuron for training the artificial neural network. The conduct of the
switching converter has been enhanced by applying a direction control technique consisting
of one adaptive neuron. The primary parameters of the artificial neural network have been
modified by the use of the offline method to evade local optima.

Swarm intelligence algorithms are motivated by the united behavior of social beings
such as birds flocking, ants foraging, and of animal herding. All entities that support
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and interact together, move in the direction of the promising areas in the search space.
Ahmed et al. [9] used meta-heuristic approaches for simulating MPPT under shading pho-
tovoltaic systems. Furthermore, the provisions of operation, the advantages, and the
restrictions of each approach were mentioned. The authors considered the Perturb and
Observe method, PSO, ant colony optimization, cuckoo search, and differential evolu-
tion techniques for diverse shading patterns. The authors reported that all techniques
present the same concept of tracking global power under different shading conditions.
Dileep et al. [10] implemented an advanced P&O method derived from different schemes
for integrating MPPT with PV systems. The authors reported the tracking accuracy, circuit
convolution, requisite parameters, cost, and the type of switching circuit used in each
approach. The authors concluded that swarm intelligent techniques are better for tracking
MPP under shading conditions.

Rezk et al. [11] proposed a novel Teaching Learning Based Optimization (TLBO)
algorithm for extracting the global power output from photovoltaic power systems under
partial shading conditions. The simulation results revealed that TLBO accurately extracts
global MPP in various shading cases. Fathy et al. [12] presented two algorithms such as
MineBlast Algorithm and TLBO to extract global maximum power from solar PV systems.
The authors summarized the simulation results of two algorithms under various shading
cases by changing the irradiance by 25% in each case. Phimmasone et al. [13] used a particle
swarm optimization algorithm, utilizing more algorithm-specific coefficients to improve
the accelerating speed and for tracking the global peak of PV array under partial shading.
Sundareswaran et al. [14] used the firefly algorithm to track global power from the solar
PV module under shading conditions. The authors proposed a combination of the P and O
method and PSO method to mitigate sustained oscillation occurring near and around the
MPP while tracking the Global MPP during partial shading conditions [15].

Kulaksiz et al. [16] presented a genetic algorithm for determining the required number
of neurons needed to train multi-layer neural networks in order to track the maximum
power under non-uniform irradiance conditions. Tajuddin et al. [17] proposed an advanced
differential evolution algorithm for handling non-uniform irradiation conditions to extract
the global power output under shading conditions. Renaudineau et al. [18] offered a
particle swarm optimization technique for controlling the switching signal of the switching
converter to harness more power from the solar PV system. Humada et al. [19] modeled
grid-connected photovoltaic systems based on different design parameters under changing
weather conditions to obtain the global MPP of solar PV-connected grid system. Shiv-
ashankar et al. [20] analyzed techniques related to the interconnecting solar energy of the
grid aside from the gentle tips, for photovoltaic output power variations and the governing
access in order to aggregate the developed energy in the batteries. Gaidhane et al. [21] pro-
posed a Grey Wolf Optimization (GWO)-ABC algorithm that uses the merits of GWO and
the artificial bee colony (ABC) algorithm. The comparative analysis of various optimization
techniques are presented in Table 1.

By analyzing numerous methods mentioned in the literature to track the global
maximum power output under partial shading conditions, it has been found that Cat
Swarm Optimization (CSO) has, so far, not been used, even though it has properties such
as superior tracking speed and better accuracy. Therefore, the proposed study explores
the Cat Swarm Optimization (CSO) method to obtain global MPP during various shading
conditions, thereby extracting more power from the solar photovoltaic array. Further,
the simulation results of CSO are compared with one of the existing swarm intelligent
techniques, the PSO method, for a critical analysis on the most suitable optimization
method for solar PV systems during shading conditions.
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Table 1. Comparison of optimization techniques according to their merits and demerits.

Type of Algorithm(s) Merits Demerits

Genetic algorithm Has capability for global optima search and
well-built robustness [22]

Simply entrap at local optima and low
convergence rate [23]

Tabu search Superior quality of global optima
tracing [24] Deprived in the exploitation period [24]

Firefly algorithm Appropriate to use for high dimensional
and non-linear problems [25]

Hard to achieve an optimal solution
within sensible timeframe [25]

Ant colony search algorithm Simple to understand and write the
program code [4]

Possibility to obtain distribution changes
by iteration, more time for convergence [4]

Particle swarm
optimization algorithm Easy to code with few equations [26] Reasonably lower presentation for ruling

the global optima [26]
Artificial bee colony

algorithm Good at global exploration [21] Poor in the exploitation process [21]

Teaching learning based
optimization algorithm

Stay away from local optima and presents a
higher performance in strange and difficult

search space [27]

Hard to arrive at an optimal solution
within practical time [27]

Gravitational search
algorithm

Quicker convergence due to continuous
decrease of search space and the smaller

number of decision variables [28]

Can converge prematurely and be trapped
into local optima [28]

Hybrid PSO-pattern search algorithm Have higher probability and efficiency in
finding the global optima [29]

Difficult to design initial design
parameters [29]

Grey wolf optimization
algorithm

Easy to implement due to its simple
structure and minimum algorithm
parameters and less storage [28]

Difficult to be adapted to new
situations [30]

2. Partial Shading Conditions in Photovoltaic Power Systems

A photovoltaic power system includes various photovoltaic modules that are unified
as a string to obtain the required power rating. During shading, the panel under shading
absorbs the power developed from another panel and dissipates the heat. During shading
situations, the power obtained by shaded modules decreases severely. As a result, the
Power verses Voltage(P-V) characteristic plot reveals many local maxima and one global
crest. For environmental changes like irradiation and temperature, an exclusive operating
point present on the P-V characteristic plot, termed a global maximum power point (GMPP),
is observed. At the same time, this single operating point adjusts its position in response
to the changes in climatic conditions. Figure 1 illustrates Power versus Voltage plots of
the photovoltaic power system under uniform irradiation and two shading patterns. This
is obtained by connecting four photovoltaic panels in a series, for shading patterns of
1000 W/m2, 1000 W/m2, 800 W/m2, and 600 W/m2, respectively. The irradiation patterns
considered for the second case are 1000 W/m2, 1000 W/m2, 500 W/m2 and 500 w/m2. It is
observed from Figure 1, that the number of peak points on the power versus voltage plot is
similar to the number of irradiation patterns found on the PV modules.
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The use of a power electronic switching converter, between the solar photovoltaic
string and the load, will effectively regulate the PV panel’s internal resistance according to
climatic conditions, allowing the panel to run at near the maximum operating point. Many
authors [5] have employed a variety of MPPT algorithms based on swarm intelligence to
change the load’s driving point when modifying the duty ratio of a DC-DC type boost
converter. By changing the switching signals (duty cycle) of the power electronic converter,
the output voltage can be changed from the minimum value to the maximum value of
the converter rating. When d = 0, the output voltage acquired by the converter is at the
minimum, and when the duty cycle approaches unity (maximum value), then the output
voltage is at the maximum. As a result, the duty cycle operating range for the boost
converter is from 0 to 1.

2.1. Formulation of Objective Function

The power curve shown in Figure 1 presents a non-convex functional behavior, and
the behavior of the P-V curve can be found using Equation (1):

PPV(t) = F(VPV(t), IPV(t), γ(t)) (1)

where:
PPV Panel Power in Watts;
VPV Panel Voltage in Volts;
IPV Panel Current in Ampers;
t time in seconds.

where γ represents all the decision variables other than the voltage and the current and
defines the power curve at the time t seconds.

The use of CSO for non-convex optimization problems such as maximum power point
tracking (MPPT) is presented in this work, and the approach is defined in Section 2.2.
The MPPT technique optimizes the amount of power drawn from the solar PV system
by adjusting the duty cycle (decision variable) of the DC-DC boost converter. The duty
cycle in each iteration is appropriately set [20] using the CSO algorithm in order to extract
the maximum power from the PV string. Equations (1) and (2) can be used to test for
this condition.

PPV

(
dK

i

)
> PPV

(
dk−1

i

)
(2)

where PPV

(
dK

i

)
is the current power of ith particle at the kth iteration, PPV

(
dk−1

i

)
is the

previous power of ith particle at the (k−1)th iteration, and
(

dK
i

)
is the duty cycle of the

switching converter at kth iteration.
The boost converter’s duty cycle (d) is the decision variable that is constrained, as

shown in Equation (3).
d0.05

min < dK+1
i < d0.95

max (3)

2.2. Extraction of GMPP Using Particle Swarm Optimization Technique

PSO is a successful stochastic practice that is based on the society of birds. The idea
of social analogy is applied for problem-solving in the PSO method. It was identified by
James Kennady in the year 1995. PSO considers a group of birds (particles) in order to set
up a swarm touching about the search space, for the purposes of recognizing the global
optima. Each particle is taken as a point in the N-dimensional search area to regulate its
“flying” according to its traveling experience, as well as the travelling experience of the
other birds in the swarm.

The PSO approach elegantly resolves the optimization problem and aims to obtain
the most superior candidate solution. The designation of particles and particle movement
around the search space occurs according to the mathematical formulae of particle position
and velocity. Every particle’s position is changed by its local best position and each particle
navigates towards the optima position in the N-dimensional search engine. In this respect,
it represents the movement of particles in a swarm.
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PSO is a heuristic optimization practice that makes less assumptions to resolve the
optimization problems and attain the base search space of the candidate solution. PSO can
solve optimization problems that are uneven and loud. The PSO technique is characterized
using the following two Equations (4) and (5).

Vt+1
nd = w.Vt

nd + C1∅1
(
Pt

nd − Xt
nd
)
+ C2∅2

(
Pt

gd − Xt
nd

)
(4)

Xt+1
nd = Xt

nd + Vt+1
nd (5)

where:
Vt

nd nth particle velocity at tth iteration;
Xt

nd nth particle position at tth iteration;
C1 , C2 Cognitive and social learning factors;
Pt

nd nth particle local best position achieved at tth iteration;
∅1, ∅2 Random values ranging from 0 to 1;
w Weight factor;
Pt

gd nth particle global best position achieved at tth iteration;
Vt+1

nd nth particle updated velocity at tth iteration;
Xt+1

nd nth particle updated position at tth iteration.
The calculation of Pt

gd depends on the nature of the neighborhood particles elected.
In the PSO algorithm, the best local and the best global neighborhoods are calculated. All
particles in the global space are used to calculate Pt

gd. The local search space is defined
as the neighborhood space occupied by some particles relative to the overall space. A
constraint (V max) is established on Vt

nd to assure convergence. Its value is generally
within the interaction [−Xmax

nd , Xmax
nd ], with Xmax

nd being the maximum value of the particle’s
position. The inertia weight is w. Choosing a larger value of inertia means the search space
is larger and choosing a smaller value of inertia means the search space may be reduced.
The PSO algorithm has tuning parameters such as cognitive and social learning factors
(C1, C2) and inertia weight (w). The tuning factors are properly selected by assessing some
empirical studies. The flowchart of the PSO algorithm is shown in Figure 2.
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To apply the PSO method for Maximum Power Point Tracking (MPPT) applications,
the particle position Xt

nd in the Equations (4) and (5) can be regarded as the duty cycle dK
i
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of the DC-DC switching converter, while the velocity Vt
nd can be considered as the change

in the duty cycle (∆dK
i ).

2.3. Extraction of GMPP Using Proposed Cat Swarm Optimization Algorithm

Many optimization algorithms like the Genetic Algorithm (GA), Ant Colony Algo-
rithm (ANC), Bee Colony Algorithm (BCA), and PSO algorithm have been proposed by
researchers for extracting GMPP from solar PV systems during various shading patterns.
In this study, the CSO technique is projected to be a better alternative to swarm intelligent
algorithms such as the PSO algorithm. Cat Swarm Optimization has categorized the be-
havior of cats into the following two modes used for moving the virtual cats in the search
space: the seeking mode and the tracing mode. The number of cats engaging in the seeking
mode and tracing mode in each iteration is dependent on a predefined ratio, referred to as
the mixed ratio (MR).

2.3.1. Seeking Mode

When a virtual cat is processed using the seeking mode, it moves slowly and cautiously.
For the seeking mode, there are the following four fundamental factors: (I) Seeking memory
pool (SMP), (II) Seeking a range of selected dimensions (SRD), (III) Counts of dimensions
to change (CDC), (IV) Self-position consideration (SPC). SMP is used to determine the
size of each cat in the seeking memory, which depicts the points desired by the cat. The
mutative ratio of the selected dimensions is found using SRD, as is the boundary condition
for modifying the dimensions. CDC is an important factor in the seeking mode and reveals
how many dimensions are to be varied. SPC determines whether the current virtual cat
candidate will be considered as the candidate for the seeking memory. The Flow chart
interpreting the PSO algorithm is shown in Figure 2.

The process of the seeking mode is reviewed as follows.
Step 1: Consider ‘j’ number of copies of the current situation of CatK, where j = SMP if

SPC value is true, j = SMP-1 if SPC value is false and then preserve the current situation as
a singularity of the candidate solution;

Step 2: Respective model based on CDC, increase (or) decrease the SRD process of the
current values and restore the previous value.

Xjdnew = (1 + rand .SRD). Xjdold (6)

Step 3: Compute the fitness value of each competitor.
Step 4: If the fitness value remains distinct, compute the selection capability by using

Equation (4). Otherwise, make the selection probability of each solution to be 1.
Step 5:

Pi =
|FSi − FSb|

FSmax − FSmin
(7)

If the objective of the fitness function is to minimize, then, FSb = FSmax,
Otherwise FSb = FSmin,
where FSmax and FSmin indicate the largest and the smallest FS presented in the

candidates, respectively.
Step 6: sort the candidates by Pi and select one of them to replace the coordinate

of CatK,
where:

Pi Selecting probability;
FS Fitness Value;
FSmax Largest FS presented in the candidate;
FSmin. The smallest FS presented in the candidate;
rand Random variable in the interval [0, 1];
Xjdold Old coordinate of Catj;
Xjdnew Updated coordinate of Catj.
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2.3.2. Tracing Mode

The virtual cats can imitate the movement of tracing prey in the tracing mode. The
mechanisms of the tracing mode is reviewed using Equations (8) and (9).

Step 1: Update the velocity of each cat in each dimension by the equation given below.

Vk,d = Vk,d + r1. C1(Xbest,d−Xk,d) where d = 1, 2 . . . M (8)

Step 2: Check that the updated velocity of each cat is within the prescribed range or
not. If not, set the updated velocity value as the maximum velocity limit value.

Step 3: Update the position of each cat by adding the updated velocity and obtain a
new position for each cat.

XK,d = Xk,d + Vk,d (9)

where:
Vk,d Velocity of Catk on the dth dimension;
Xbest,d Coordinate with the nearest best solution

identified overall virtual cats;
Xk,d Coordinate of the Catk;
Vk,d Velocity of Catk on the dth dimension;
r1 Random value in the range of [0, 1];
C1 Constant.

Then, compute the fitness value for the updated position of each cat. At this point,
combine the searching mode and tracing mode by using a mixture ratio (MR). Cats spend
most of their time in rest, while at other times they may move carefully or slowly during the
seeking mode. Activities such as running after a target are useful for the tracing mode. It
may be concluded that a mixture ratio is a small value, calculated when the cat is spending
more time in searching mode. The flowchart interpreting the CSO algorithm is shown
in Figure 3.
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3. Results and Discussion

In this exertion assessment of maximum power, extraction techniques were applied
along with diverse tracking approaches like the PSO and CSO methods using the MAT-
LAB/Simulink. The load was adapted by a boost converter. The KC200GT (Kyocera,
Gurugram, India) solar module was used for modeling the PV string to achieve a broad
understanding of the partial shading conditions of the solar photovoltaic system. The pho-
tovoltaic module characteristic curves are simulated by arbitrarily setting the irradiation of
the four series-connected PV modules with a boost converter, as shown in Figure 4. The PV
module temperature is taken as 25 ◦C during the simulation. The complete specifications of
the solar PV module and DC-DC boost converter are exhibited in Table 2, and the switching
frequency of the boost converter is set to 20 kHz and designed according to the following
parameters: input side inductance (L1) = 10 mH, and Output capacitance (Cout) = 330 µF. A
resistive load of 50 Ω is connected as a load to validate the performance of the proposed
algorithm under non-uniform shading conditions, integrated with the boost converter.

Sustainability 2021, 13, 11106 10 of 21 
 

searching phase, certain tuning parameters are fixed and some are variable. The PSO op-

timization algorithm-specific parameters are C1 = C2 = 2, where the size of the population 

= 50, the design variable (d) = 1, the iterations = 10 and the weighting factor=0.8. The al-

gorithm-specific parameters of the CSO technique include NP, MR, SRD, and W, and 

other parameters include SMP, C, CSTD, and NPSTD. Figure 4 represents the simulation 

model circuits of four series-connected KC200GT PV modules under different shading 

patterns using the CSO algorithm. 

 

Figure 4. Simulation model circuits of four series-connected KC200GT PV modules under different shading patterns us-

ing the CSO algorithm. 

Table 2. KC200GT solar PV module and DC-DC Boost Converter specifications. 

Parameter Value 

Number of cells per module 54 

Voc (V) 32.9 V 

Isc (A) 8.21 A 

VMpp (V) 26.3 V 

IMpp (A) 7.61 A 

PMpp (W) 200.143 W 

DC-DC Boost Converter Specifications 

Input inductance (L1) 10 mH 

Output side capacitance (Cout) 330 µF 

Switching frequency 25 kHz 

Since the proposed CSO algorithm consists of multiple algorithm parameters, the 

parameters need to be carefully set to ensure a satisfactory optimization performance. 

However, doing so will result in a dramatic computation cost during the trial and error 

Figure 4. Simulation model circuits of four series-connected KC200GT PV modules under different shading patterns using
the CSO algorithm.

In optimization-based tracking approaches, algorithm-specific parameters such as C1
and C2 in the PSO technique will change the algorithm performance whereas in the search-
ing phase, certain tuning parameters are fixed and some are variable. The PSO optimization
algorithm-specific parameters are C1 = C2 = 2, where the size of the population = 50, the
design variable (d) = 1, the iterations = 10 and the weighting factor = 0.8. The algorithm-
specific parameters of the CSO technique include NP, MR, SRD, and W, and other parame-
ters include SMP, C, CSTD, and NPSTD. Figure 4 represents the simulation model circuits
of four series-connected KC200GT PV modules under different shading patterns using the
CSO algorithm.
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Table 2. KC200GT solar PV module and DC-DC Boost Converter specifications.

Parameter Value

Number of cells per module 54
Voc (V) 32.9 V
Isc (A) 8.21 A

VMpp (V) 26.3 V
IMpp (A) 7.61 A
PMpp (W) 200.143 W

DC-DC Boost Converter Specifications

Input inductance (L1 ) 10 mH
Output side capacitance (Cout) 330 µF

Switching frequency 25 kHz

Since the proposed CSO algorithm consists of multiple algorithm parameters, the
parameters need to be carefully set to ensure a satisfactory optimization performance.
However, doing so will result in a dramatic computation cost during the trial and error
phase. Hence, only the two most critical parameters, i.e., the population size N and the
maximum number of iterations, are determined by the trial and error technique. In general,
a larger population size and a larger maximum iteration number will obtain a higher
quality optimum with a larger probability, but will also lead to a significant computational
burden. When selecting the population size of cats in CSO, a larger population number can
provide higher accuracy, while providing a lower convergence speed. A small population
size will lead to a fast tracking speed, but the possibility of becoming trapped in local
optima may increase. Therefore, when choosing the population size in the CSO method,
the balance between tracking speed and convergence accuracy must be maintained.

The PSO and CSO optimization algorithms are used to provide switching signals to the
boost converter by observing the steady-state and dynamic behavior of solar PV modules
during shade conditions. These optimization methods have been applied to calculate the
irregular shading patterns in relation to the catching time, convergence speed, and the
capturing efficiency of global MPP. The parameter settings of the PSO and CSO algorithms
are listed in Table 3 and the other parameters of CSO are simply set as commonly used
values, as tabulated in Table 4, respectively.

Table 3. Tuning parameters of PSO algorithm.

Specification Value

Weighting factor (w) 0.8–1.2
Design variables 1
Iterations count 10

Cognitive & social learning factors (C1 & C2) 4
Search ratio probability 0.02

Table 4. Specifications of CSO technique.

Parameter Value

Maxite 10
Copy (N) 5

SRD 0.3
Constant (C) 2

SMP 5
CDC 1
MR 0.2

The different shading patterns are considered under three different cases and are
presented below.
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Case 1: The first shading pattern irradiation values for each of the modules are
1000 W/m2, 1000 W/m2, 800 W/m2 and 600 W/m2, respectively. The Power versus
Voltage (P-V) and power versus current (P-I) characteristic plots of photovoltaic strings
during the first partial shading condition are shown in Figure 5. There are three peaks
present in the P-V and P-I curves during the first shading pattern, which are the local
and global MPP points in the characteristic curve. Under this shading condition, global
maximum power (GMPP) is 544.129 W, with the voltage at GMPP = 114.008 V and the
current at GMPP = 4.7771 A.

Sustainability 2021, 13, 11106 12 of 21 
 

 

Figure 5. P-V and P-I curves under first shading patterns like 1000 W/m2, 1000 W/m2, 800 W/m2, 

and 600 W/m2 stroked on the PV module respectively. 

The tracking of the GMPP process for swarm intelligence algorithms began by initial-

izing the random values for the switching signal (d) of the boost converter type, which 

allowed for tracking the extreme power from the series-connected photovoltaic array, 

and then running the algorithm duty cycle, as corrected, to achieve GMPP from the solar 

energy conversion systems. The CSO algorithm established the tracking process by 

sending the duty cycle (0, 0.2, 0.6, and 0.8) to the boost converter, correspondingly, to fa-

cilitate the exploration space and to envelope the complete area on the P-V plot. Subse-

quently, the standards of the switching signal (d) were customized. A similar practice 

was continued until the halting criterion was accomplished. It can be observed from the 

simulation results that the CSO method identifies the GMPP within a shorter period of 

time, compared to that of the PSO optimization method. In this simulation graph, it can 

be noticed that the proposed tracking technique, CSO, produces a superior tracking 

speed, and the sustained oscillations dissolve quickly compared to other techniques. The 

tracked power output from the solar photovoltaic string when employing CSO and PSO 

optimization techniques are shown in Figure 6a,b respectively. It can be observed that 

the CSO technique tracks more power compared to other methods. 

 
(a) 

Figure 5. P-V and P-I curves under first shading patterns like 1000 W/m2, 1000 W/m2, 800 W/m2 and 600 W/m2 stroked
on the PV module respectively.

The tracking of the GMPP process for swarm intelligence algorithms began by initial-
izing the random values for the switching signal (d) of the boost converter type, which
allowed for tracking the extreme power from the series-connected photovoltaic array, and
then running the algorithm duty cycle, as corrected, to achieve GMPP from the solar energy
conversion systems. The CSO algorithm established the tracking process by sending the
duty cycle (0, 0.2, 0.6, and 0.8) to the boost converter, correspondingly, to facilitate the
exploration space and to envelope the complete area on the P-V plot. Subsequently, the
standards of the switching signal (d) were customized. A similar practice was continued
until the halting criterion was accomplished. It can be observed from the simulation results
that the CSO method identifies the GMPP within a shorter period of time, compared to
that of the PSO optimization method. In this simulation graph, it can be noticed that the
proposed tracking technique, CSO, produces a superior tracking speed, and the sustained
oscillations dissolve quickly compared to other techniques. The tracked power output from
the solar photovoltaic string when employing CSO and PSO optimization techniques are
shown in Figure 6a,b respectively. It can be observed that the CSO technique tracks more
power compared to other methods.

The performance of various optimization algorithms is tabulated in Table 5. The
voltage, current, and power from the PV panels are represented as VPV, IPV, and PPV
respectively. The output voltage, current, and power are represented as V0, I0, and P0
respectively. It can be observed from the simulation results of Figure 6a,b that the CSO takes
only 0.05 s and PSO algorithms take 0.085 s to reach 478.05 W and 448.9 W respectively for
Pattern 1.
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Figure 6. (a) Simulation results of power output, current, and voltage using PSO (Pattern 1); (b) Simulation results of power
output, current, and voltage using CSO (Pattern 1).

Table 5. Performance comparison of MPPT algorithms for Pattern 1.

Shading
Pattern GMPP (W) Algorithm VPV (V) IPV (A) PPV (W) V0 (V) I0 (A) P0 (W)

1000 W/m2 1000 W/m2,
800 W/m2 and 600 W/m2 505.03

CSO 123.14 4.10 505.03 153.94 3.09 478.05

PSO 130.12 3.86 502.56 149.65 3.01 448.91

Case 2: The second shading pattern used in this work is 1000 W/m2, 1000 W/m2,
500 W/m2 and 500 W/m2. The (P-V) and (P-I) curves for the second shading pattern
condition are shown in Figure 7. For this shading pattern the global maximum power
(GMP) is 440 W, the voltage at GMP is 111.3816 V, and the current at GMP is 4.0515 A.
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Figure 8 shows the simulation results for this scenario, as well as a comparison of the
performance between the suggested CSO approaches and swarm intelligent techniques
such as PSO. Figure 8a,b shows the detailed simulation result of the output power of
a PV system, using distinct MPPT approaches for the shading patterns of 1000 W/m2,
1000 W/m2, 500 W/m2, and 500 W/m2. The maximum power point tracking process
begins by initializing the search space to cover the whole P-V curve as shown in Figure 7
under the second partial shading condition to track GMPP of 440 W. The simulation results
obtained from CSO exhibit less oscillation during the MPP searching phase under shading
conditions. The power output of the solar PV module converges to the MPP with arbitrary
oscillations. Furthermore, the proposed CSO algorithm converges quickly, achieving
global optima values in just a few seconds; however, the PSO average convergence time
is longer, as illustrated in Figure 8a,b. Analyses show that CSO and PSO approaches
have the capability of seeking global maximum power during various shading conditions.
The qualitative analysis for GMPP extraction with various shading patterns is presented
in Table 6.

Table 6. Performance comparison of MPPT algorithms for Pattern 2.

Shading
Pattern

GMPP in
W Algorithm VPV (V) IPV (A) PPV (W) V0 (V) I0 (A) P0 (W)

1000 W/m2 1000 W/m2,
500 W/m2 and 500 W/m2 440.869

CSO 135.52 3.253 438.63 147.165 2.9628 434.5064

PSO 133.477 3.212 428.73 145.8579 2.9172 426.4155

It is also observed that both the output voltage and the power obtained from the PV
module using the CSO algorithm are higher, and the algorithm also reaches the steady-state
value faster than the PSO algorithm. The simulation results of Pattern 2 are tabulated in
Table 6.

It can be observed that the power extraction and conversion efficiency are higher in
the CSO approach compared to PSO, as shown in Table 6.

The convergence time and probability of the failure rate are reduced by the accurate
initialization of duty ratios (agents/particles) when the optimization technique is applied
to the switching converter of the solar PV system for MPP tracking. Figure 9 shows the
comparison of duty cycles (agents) for the first shading pattern of 1000 W/m2, 1000 W/m2,
800 W/m2 and 600 W/m2 and the second shading pattern of 1000 W/m2, 1000 W/m2,
500 W/m2, and 500 W/m2, respectively using the CSO approach., The power generated
by the panel also changes correspondingly with the initialization of the duty cycle.
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Case 3: As previously mentioned, optimization practices are search techniques that
do not provide a guarantee of finding the accurate global power in their given settling
time. To obtain optimum search performance for the detection of global MPP, the third
shading pattern is studied with the local optimal point very close to GMPP. Under such
conditions, the determination of GMPP is a complicated task considering the selected
search methods. Ten iterations are proposed in order to carry out the program under the
third shading pattern, to further assess the efficiency of the algorithm. The third shading
pattern is examined at 1000 W/m2, 800 W/m2, 900 W/m2 and 550 W/m2, respectively.
The P-V, P-I characteristics under the third shading pattern are shown in Figure 10. It has
four peaks, for instance, LMPP at 501 W and GMPP at 512.3 W, the voltage of the GMPP is
81.6256 and the current is 6.2002 A, which is very close to the others. The simulation results
under the third shading patterns of 1000 W/m2, 800 W/m2, 900 W/m2, and 550 W/m2

using the PSO, and the CSO techniques are delineated in Figure 11a,b respectively.
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Figure 11. (a) Simulation results of power output, current, and voltage using PSO (Case 3), (b) Simulation results of power
output, current, and voltage using CSO (Case 3).

It may be established that CSO and PSO algorithms can identify the global peak power
from the power versus voltage curve, and that the application of CSO is compatible with the
PSO method where its convergence quickly correlates to the PSO approach and is related to
GWO and bat optimization algorithms as reported in earlier studies by Mohanty et al. [31]
and Rocha et al. [32]. The statistical simulation results summarized in Table 7 specify the
comparison of CSO and PSO optimization methods for various shading patterns from
G1 to G6 for the KC200GT solar PV module with the simulation time period of 1 s. It
was recognized from the case study on the various special partial shading patterns that
the shading pattern G1 increases the maximum power output compared to other shading
patterns. It can be noticed, from the simulation results of various shading cases of a solar
PV system, that the CSO algorithm worked efficiently under partial-shade conditions and
performed preferably to PSO due to its high tracking speed and precision. The statistical
analysis of the simulation results shows that the CSO algorithm tracks a greater voltage and
greater power from the solar photovoltaic module in comparison with the PSO technique
during different shading patterns.

Table 7. Summarization of statistical simulation results of PV module under different shading patterns.

Different Shading
Patterns Parameter CSO Algorithm PSO Algorithm GWO

(Mohanthy et al. [31])
Bat

(Roacha et al. [32])

G1 = 1000, 900, 800, 700)

Maximum power (W) 525.13 W 518.36 W 622.4625 W 624.321 W

Duty @MPP 0.3297 0.4126 0.302 0.321

Voltage @MPP (V) 119.13 V 117.488 V 110.023 V 111.212 V

Current @MPP (A) 4.44 A 4.412 A 3.975 A 3.865 A

G2 = (900, 550, 100, 600)

Maximum power
@GMPP (W) 336.6 W 330.2 W 329.7 W 329.75 W

Duty @GMPP 0.3296 0.3021 0.297 0.257

Voltage @GMPP (V) 82.46 V 81.2 V 80.7 V 81.2 V

Current @GMPP (A) 3.849 A 3.55 A 2.95 A 3.12 A
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Table 7. Cont.

Different Shading
Patterns Parameter CSO Algorithm PSO Algorithm GWO

(Mohanthy et al. [31])
Bat

(Roacha et al. [32])

G3 = (750, 850, 600, 800)

Maximum power
@GMPP (W) 340.0625 W 336.5 W 325.5 W 329.56 W

Duty @GMPP 0.5127 0.5027 0.507 0.527

Voltage @GMPP (V) 53.6725 V 53.21 V 51.5 V 52.5 V

Current @GMPP (A) 6.48 A 6.112 A 6.123 A 6.223 A

G4 = (600, 800, 400, 200)

Maximum power
@GMPP (W) 258.29 W 250.2 W 256.2 W 257.2 W

Duty @GMPP 0.5123 0.512 0.4062 0.496

Voltage @GMPP (V) 54.32 V 54.21 V 53.55 V 54.12 V

Current @GMPP (A) 4.123 A 4.021 A 4.091 A 4.112 A

G5 = (600, 200, 800, 250)

Maximum power
@GMPP (W) 171.2 W 165.5 W 165.5 W 168.5 W

Duty @GMPP 0.412 0.392 0.4203 0.445

Voltage @GMPP (V) 86.21 V 85.12 V 84.4 V 84.6 V

Current @GMPP (A) 2.67 A 2.64 A 2.583 A 2.612 A

G6 = (400, 600, 800, 100)

Maximum power
(W)@GMPP 232.52 W 222.32 W 214.5 W 216.5 W

Duty @GMPP 0.261 0.242 0.2543 0.252

Voltage @GMPP (V) 87.443 V 84.26 V 85.54 V 86.12 V

Current @GMPP (A) 2.82 A 2.807 A 2.718 A 2.725 A

4. Applications and Advantages of Cat Swarm Optimization Algorithm

The application of the CSO technique is shown in this section, which is divided into
several categories including electrical engineering, computer vision, signal processing,
system management, and petroleum and civil engineering. Table 8 provides a summary of
the applications of the CSO approach and its outcomes.

Table 8. Summary of the applications of CSO algorithm.

Purpose Result Ref.

CSO used an electrical
payment system to help

customers save money on
their electricity bills.

CSO outperformed PSO [33]

Economic load dispatch (ELD)
of wind and thermal

generators was implemented
using CSO.

CSO outperformed PSO [34]

On a current source inverter,
the CSO and selective

harmonic elimination (SHE)
algorithms were used (CSI)

CSO was effective in
optimizing the CSI switching

parameters, lowering total
harmonic distortion.

[35]

CSO and SVM were used to
classify students’

facial expressions.

The system produced
satisfactory outcomes. [36]

Advantages of CSO

• The intelligence based CSO algorithm is most efficiently applied to both scientific
research and diverse engineering applications.

• The CSO algorithm has no overlapping or mutation issues.
• The CSO estimations are simple in nature compared to other algorithms.
• The CSO approach provides feasible optimized solutions that require less time.
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• The CSO approach reveals that positive feedback accounts for rapid discovery of good
solutions compared to GA.

A summary of the results comparison of the two algorithms in terms of complexity,
accuracy, and algorithm tuning parameters are presented in Table 9.

Table 9. Summary of comparative results.

Parameter Genetic Algorithm (GA) Cat Swarm Optimization
(CSO)

Design circuit complexity
Highly complex while

designing the simulation
circuit.

Comparatively less complex
while designing the
simulation circuit.

Accuracy

More accurately produce
optimal solutions for large

variables and
constraints-based

optimization problems.

Produces
high-resolution-based
optimization results.

Number of iterations
The number of iterations is
more compared to the CSO

optimization technique.

In general, compare to GA it
takes less iteration.

5. Conclusions

This study has found that the optimization of partially shaded modules on PV strings
that have a single GMPP and many LMPPs on the power versus voltage curve, can be
achieved using a heuristic optimization technique called CSO.

• It is an effective method for extracting the maximum amount of power from the solar
PV system. Due to a better balance between the seeking and tracing modes, the CSO
technique achieves rapid convergence.

• Moreover, the CSO technique has a good possibility of tracking global optima and can
assist in increasing the maximum power extracted from the solar system.

• Different shading patterns are modeled in the MATLAB/Simulink environment, and
two algorithms such as CSO and PSO are implemented for these shading patterns.

• CSO is easy to implement and has a quick convergence value compared to the PSO
technique. The CSO was contrasted with notable optimization techniques from the
existing literature.

• As observed from the simulation test results, the CSO method has a greater ability to
search GMPP, eliminates oscillation in the output power nearby MPP, and has a more
accurate and faster convergence rate than the PSO technique for the various partial
shading cases considered (G1 to G6).
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