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#### Abstract

Aiming at the limitation of the traditional four-dimensional (4-D) trajectory-prediction model of unmanned aerial vehicles (UAV), a 4-D trajectory combined prediction model based on a genetic algorithm is proposed. Based on historical flight data and the UAV motion equation, the model is weighted dynamically by a genetic algorithm, which can predict UAV trajectory and the time of entering the protection zone instantly and accurately. Then, according to the number of areas where the tangent line of the current trajectory point intersects with the collision area, alarm area, alert area, and the time of entering the protection zone, the UAV's behavior intention can be estimated. The simulation experiments verify the dangerous behaviors of UAV under different danger levels, which provides reference for the subsequent maneuvering strategies.
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## 1. Introduction

With the rapid development of UAV technology, UAV have shown more and more irreplaceable advantages, playing a pivotal role in equipment monitoring, agriculture, forestry and plant protection, public safety, search and rescue, disaster assistance, meteorological monitoring, and cargo transportation [1]. However, the large-scale operation of UAV in the future will inevitably be accompanied by operational risks that cannot be ignored, which will bring new challenges to current air-traffic management. Therefore, in view of the requirements of UAV control technology, it is urgent to study the problem of UAV behavior-intention estimation.

UAV behavior-intention estimation is the process of identifying the behavior of UAV through the technology of flight-trajectory prediction to monitor operational safety risks. In the aspect of trajectory prediction, Yang Rennong et al. [2] proposed a trajectory-prediction model based on the Bi-LSTM neural network, which has higher prediction accuracy compared with the model based on the Elman neural network. Benavides et al. [3] proposed a trajectory-prediction algorithm that can reduce flight fuel consumption by comprehensively considering aircraft level and height profiles, planned flight time, and integrated fuel consumption. Wu Qinggang [4] proposed the RVFLNN short-time flight trajectory-prediction algorithm for cooperative UAV, which realized that fast and real-time prediction of UAV position informs action. Liang Shaojun et al. [5] proposed a multi-working-condition prediction model with UAV pitch angle, elevator deflection angle, cylinder temperature, and engine speed as the prediction variables. Compared with the single-working-condition prediction model, it is more suitable for the multi-working-condition characteristics of UAV. Considering the uncertain factors in flight, Li Teng et al. [6] used the geometric method to predict the 4-D flight trajectory of UAV. Wang Yiping et al. [7] established state space equation and estimated UAV attitude by particle-filtering algorithm to realize UAV trajectory prediction. Tastamberkov, Hong et al. [8,9] regarded flight-trajectory prediction
as a regression problem and realized the prediction of flight trajectory by using the wavelet decomposition and multiple logistic regression model, respectively. A single model with different emphases may overgeneralize the prediction of the flight trajectory. However, time dimension is not considered in trajectory prediction, which has some limitations.

In this paper, a 4-D combined flight-trajectory prediction model is proposed. According to the historical flight data and motion equation of UAV, the combined prediction of longitude, latitude, altitude and the time of entering the protection zone was made by genetic algorithm. Based on the results of flight-trajectory prediction, state parameters, such as the time of entering the protection zone and crossing-point number, were extracted, and the classification criterion of dangerous behavior was established to estimate the behavior intention. The simulation results showed that the model can accurately predict the 4-D flight trajectory and identify the dangerous behavior level, which is of great significance to ensure operation safety.

## 2. 4-D Trajectory-Prediction Model of UAV

2.1. Trajectory-Prediction Model Based on Flight Data

### 2.1.1. SVR Algorithm Principle

Support vector machine regression (SVR) is a regression algorithm derived from the support vector machine (SVM) classification algorithm, which is suitable for small samples. The basic idea is to find an optimal hyperplane so that the distance between all sample points and the hyperplane is minimal. That is, the total deviation between all sample points and the hyperplane is minimal [10-12]. Suppose there is a set of sample data, $\left(x_{1}, y_{1}\right), \cdots,\left(x_{n}, y_{n}\right)$. When the regression problem is nonlinear, a kernel function should be introduced to map the nonlinear sample data into a high-dimensional space to linearize it so that linear regression can be carried out. In this paper, the Gaussian radial basis kernel function is selected.

$$
\begin{equation*}
K\left(x, x_{i}\right)=\exp \left(-\frac{\left\|x-x_{i}\right\|^{2}}{2 \sigma^{2}}\right)=\exp \left(-\mathrm{g}\left\|x-x_{i}\right\|^{2}\right) \tag{1}
\end{equation*}
$$

where $g$ is the kernel function parameter. After mapping through the kernel function, the sample data are linear in the high-dimensional space, so there must be a linear regression function.

$$
\begin{equation*}
f\left(x_{i}\right)=<w, K\left(x, x_{i}\right)>+b, \tag{2}
\end{equation*}
$$

where $w$ is the weight vector and $b$ is the offset quantity. Based on the principle of structural risk minimization, $w$ and $b$ are obtained by solving the following optimization problems.

$$
\begin{align*}
& \min _{w, b, \tilde{\xi}_{i}, \widetilde{\zeta}_{i}} \frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{m}\left(\xi_{i}+\widetilde{\zeta}_{i}\right)  \tag{3}\\
& \text { s.t. }\left\{\begin{array}{l}
f\left(x_{i}\right)-y_{i} \leq \varepsilon+\widetilde{\xi}_{i} \\
y_{i}-f\left(x_{i}\right) \leq \varepsilon+\widetilde{\xi}_{i} \\
\xi_{i}, \widetilde{\zeta}_{i} \geq 0
\end{array}\right. \tag{4}
\end{align*}
$$

where $C$ is the penalty factor and $C>0$, and $\xi_{i}, \widetilde{\zeta}_{i}$ is slack factor to avoid the trained fitting, and $\varepsilon$ is the upper limit of allowable error.

### 2.1.2. SVR 4-D Trajectory-Prediction Algorithm

The flight trajectory of the UAV is the location information with a time stamp, including longitude, latitude, and altitude, namely $\left(t_{i}, x_{t_{i}}, y_{t_{i}}, z_{t_{i}}\right), i=1,2, \cdots$, where $t_{i}$ is the record time of the trajectory point and $x_{t_{i}}, y_{t_{i}}$ and $z_{t_{i}}$ are the longitude, latitude, and altitude information of the location, respectively, at time, $t_{i}$. A time window $\left[t_{i-n}, t_{i-1}\right]$ of length $n$ was designated, and the information of longitude, latitude, and altitude in the time window was regarded as three mutually independent input variables. The longitude,
latitude, and altitude at $t_{i}$ were taken as output variables to train the SVR model. The steps of the SVR algorithm are as follows:

Step 1: Data processing. The historical flight-trajectory data set under a certain mission scene is acquired in real time from ADS-B of UAV. However, due to signal loss, statistical error, and other reasons, there are often abnormal and missing data in the original data set. Therefore, Lagrange interpolation, wavelet threshold denoising, and other methods are needed to preprocess the original trajectory data. In order to accelerate the model optimization speed and improve the prediction accuracy, the following formula is used to normalize the preprocessed data and make it normalized to the interval $[-1,1]$.

$$
\begin{equation*}
x^{\prime}=\frac{2\left(x-x_{\min }\right)}{x_{\max }-x_{\min }}-1, \tag{5}
\end{equation*}
$$

where $x$ is the preprocessed trajectory data and, $x^{\prime}$ is the normalized data, and $x^{\prime} \in[-1,1]$ and $x_{\max }, x_{\min }$ are the maximum and minimum values in the selected data, respectively.

Step 2: Algorithm input. The future flight trajectory is the result of the interaction between the present and the historical trajectory. The further the historical trajectory point is from the current time, $t_{i}$, the less correlated it is. In this paper, a memoryless prediction method is used. By delimiting a time window, $\left[t_{i-n}, t_{i-1}\right]$, of length $n$, the trajectory at $t_{i}$ is comprehensively predicted through the trajectory points at $t_{i-n}, t_{i-n+1}, \cdots, t_{i-1}$. The data of longitude, latitude, and altitude in this time window are regarded as three mutually independent variables as the input of the algorithm. For example, the input vector of the longitude component is $\left(x_{t_{i-n}}^{\prime}, x_{t_{i-n+1}}^{\prime}, \cdots, x_{t_{i-1}}^{\prime}\right)$.

Step 3: Parameter selection. When the input data are used to train the SVR model, two important parameters should be properly selected: penalty factor, $C$, and kernel function parameter, $g$. In order to find the optimal parameter combination $(C, g)$, the grid-search method is adopted in this paper. The minimum mean square error (MSE) is taken as the goal to search and obtain the optimal parameter combination $(C, g)$.

Step 4: Parallel prediction. Through Step 3, the optimal parameter combinations corresponding to longitude, latitude, and altitude, $\left(C_{x}, g_{x}\right),\left(C_{y}, g_{y}\right)$, and $\left(C_{z}, g_{z}\right)$, were obtained, then substituted into the training model of the SVR algorithm. The obtained three models were used to predict the trajectory information of the UAV simultaneously. With the UAV flying, the time window constantly changes, and the optimal parameter combination and prediction model are updated in real time.

### 2.2. Trajectory-Prediction Model Based on Motion Equation

Based on ADS-B data, the position, speed, heading angle, and other parameters of the aircraft at every moment can be obtained. Since the speed of the aircraft can be obtained each time, the motion state between two adjacent measurements can be regarded as the linear motion with uniform variable speed. The data of UAV obtained at $t_{i}$ moment by transformation are $X\left(t_{i}\right), Y\left(t_{i}\right), Z\left(t_{i}\right), V_{l}\left(t_{i}\right), V_{v}\left(t_{i}\right), \beta\left(t_{i}\right), \theta\left(t_{i}\right)$, and $T\left(t_{i}\right)$, where $X\left(t_{i}\right), Y\left(t_{i}\right)$ take the ADS-B receiving end as coordinates center, the geomagnetic north pole and its vertical eastward direction are the values of the X and Y axes, respectively, $\mathrm{Z}\left(t_{i}\right)$ is the height, $V_{l}\left(t_{i}\right)$ is the horizontal velocity, $V_{v}\left(t_{i}\right)$ is the vertical velocity, $\beta\left(t_{i}\right)$ is the horizontal heading angle, $\theta\left(t_{i}\right)$ is the vertical heading angle, and $T$ is the sampling-time interval. Each $t_{i}$ corresponds to a unique and determined UAV position, heading angle, and speed [13]. The motion state of UAV can be expressed as: $W\left(t_{i}\right)=\left[X\left(t_{i}\right), Y\left(t_{i}\right), Z\left(t_{i}\right), V_{x}\left(t_{i}\right), V_{y}\left(t_{i}\right), V_{z}\left(t_{i}\right), a_{x}, a_{y}, a_{z}\right]^{T}$, and the UAV kinematic coordinate system is shown in Figure 1. The motion equation of the UAV can be established as the following formula.

$$
\left\{\begin{array}{l}
W\left(t_{i+1}\right)=W\left(t_{i}\right)+V\left(t_{i}\right) \times T+\frac{1}{2} a T^{2}  \tag{6}\\
V\left(t_{i+1}\right)=V\left(t_{i}\right)+a T
\end{array} .\right.
$$

In Equation (6), it can be known that $a=\frac{V\left(t_{i+1}\right)-V\left(t_{i}\right)}{T}$. Equation (6) can be rewritten as the following formula.

$$
\begin{equation*}
W\left(t_{i+1}\right)=W\left(t_{i}\right)+\frac{V\left(t_{i}\right)+V\left(t_{i+1}\right)}{2} T . \tag{7}
\end{equation*}
$$



Figure 1. UAV kinematic coordinate system.
Based on the above information, the trajectory equations of the UAV on $\mathrm{X}, \mathrm{Y}$, and Z axes can be established:

$$
\left\{\begin{array}{l}
X\left(t_{i+1}\right)=X\left(t_{i}\right)+V_{x}\left(t_{i}\right) \times T+\frac{1}{2} a_{x}\left(t_{i}\right) T^{2}  \tag{8}\\
Y\left(t_{i+1}\right)=Y\left(t_{i}\right)+V_{y}\left(t_{i}\right) \times T+\frac{1}{2} a_{y}\left(t_{i}\right) T^{2} \\
Z\left(t_{i+1}\right)=Z\left(t_{i}\right)+V_{z}\left(t_{i}\right) \times T+\frac{1}{2} a_{z}\left(t_{i}\right) T^{2} \\
V_{x}\left(t_{i+1}\right)=V_{x}\left(t_{i}\right)+a_{x}\left(t_{i}\right) \times T \\
V_{y}\left(t_{i+1}\right)=V_{y}\left(t_{i}\right)+a_{y}\left(t_{i}\right) \times T \\
V_{z}\left(t_{i+1}\right)=V_{z}\left(t_{i}\right)+a_{z}\left(t_{i}\right) \times T \\
V_{x}\left(t_{i}\right)=V_{l}\left(t_{i}\right) \times \cos \left(\beta\left(t_{i}\right)\right) \\
V_{y}\left(t_{i}\right)=V_{l}\left(t_{i}\right) \times \sin \left(\beta\left(t_{i}\right)\right) \\
V_{z}\left(t_{i}\right)=V_{v}\left(t_{i}\right) \times \tan \left(\beta\left(t_{i}\right)\right)
\end{array} .\right.
$$

Equation (8) can be rewritten as follows:

$$
\left\{\begin{array}{l}
X\left(t_{i+1}\right)=X\left(t_{i}\right)+\frac{1}{2}\left(V\left(t_{i}\right) \times \cos \left(\beta\left(t_{i}\right)\right)+V_{l}\left(t_{i-1}\right)\right) \times \cos \left(\beta\left(t_{i-1}\right)\right) \times T  \tag{9}\\
Y\left(t_{i+1}\right)=X\left(t_{i}\right)+\frac{1}{2}\left(V\left(t_{i}\right) \times \sin \left(\beta\left(t_{i}\right)\right)+V_{l}\left(t_{i-1}\right)\right) \times \sin \left(\beta\left(t_{i-1}\right)\right) \times T \\
Z\left(t_{i+1}\right)=X\left(t_{i}\right)+\frac{1}{2}\left(V\left(t_{i}\right) \times \tan \left(\theta\left(t_{i}\right)\right)+V_{v}\left(t_{i-1}\right)\right) \times \tan \left(\theta\left(t_{i-1}\right)\right) \times T
\end{array} .\right.
$$

In Equation (9), $X\left(t_{i}\right), Y\left(t_{i}\right), Z\left(t_{i}\right), \beta\left(t_{i}\right)$, and $\theta\left(t_{i}\right)$ are the UAV data obtained from ADS-B. $X\left(t_{i+1}\right)$ is the predicted longitude, $Y\left(t_{i+1}\right)$ is the predicted latitude, and $Z\left(t_{i+1}\right)$ is the predicted altitude.

### 2.3. Combined Prediction Model Based on Genetic Algorithm

4-D flight-trajectory prediction and motion-equation flight-trajectory prediction models are mentioned in Sections 2.1 and 2.2. In this section, the two prediction methods are combined, and the combination principle is applied to improve the prediction of UAV flight trajectory so as to improve the prediction accuracy. The genetic algorithm is based on Darwin's evolution theory and simulates the process of natural selection and survival of the fittest. Through selection, replication, mutation, crossover, and other operations, the population evolves in the optimal direction continuously, and the approximate optimal solution of the problem can be finally obtained [14-16].

In the combined prediction, the genetic algorithm unifies the two prediction models into one combined model by finding the optimal weight parameter $\left[\omega_{1}, \omega_{2}\right]$ of the two prediction models.

$$
\begin{equation*}
M(T)=\omega_{1} m_{1}(T)+\omega_{2} m_{2}(T) \tag{10}
\end{equation*}
$$

where $m_{a}(t), \omega_{a}$ are the predicted results of the 4-D trajectory prediction model and the assigned weight, respectively, $m_{b}(t), \omega_{b}$ are the predicted results of the motion-equation prediction model and the assigned weight, respectively, $\omega_{1}+\omega_{2}=1$, and $M(T)$ is the weighted combined prediction results.
(1) Individual fitness function

Since the relative error between the predicted value and the actual value is required to be as small as possible, the objective function of the genetic algorithm is the relative error.

$$
\begin{equation*}
W_{n}=\frac{|G(T)-M(T)|}{G(T)} \tag{11}
\end{equation*}
$$

where $G(T)$ is the actual value of trajectory at the time, T , and $W_{n}$ is the relative error of an individual $n$.

In the genetic algorithm, it is generally believed that the higher the fitness value is, the greater the possibility of the survival of the individual is. That is, the genes within the individual are relatively more excellent. Therefore, the fitness value of the corresponding individual is the reciprocal of the objective function.

$$
\begin{equation*}
f(n)=\frac{1}{W_{n}} \tag{12}
\end{equation*}
$$

(2) Individual coding

The individual is the value of two weights $\left[\omega_{1}, \omega_{2}\right]$, and the $\omega$ is in the interval of $(0,1)$. Therefore, it is encoded by two integers; the value is between $\{100,999\}$. Therefore, there is a mapping relationship between gene $\omega_{i}^{\prime}$ and weight $\omega_{i}$ as follows:

$$
\begin{equation*}
\omega_{i}=\frac{\omega_{i}^{\prime}}{\sum_{i=1}^{2} \omega_{i}^{\prime}} \tag{13}
\end{equation*}
$$

(3) Selection

In this paper, the next generation was selected by way of tournament, and the individuals ranked in the bottom 20 in fitness were randomly eliminated, while the individuals ranked in the top 20 in fitness were randomly copied. The number of the eliminated individuals was the same as the number of the copied individuals so as to ensure that the excellent genes were retained and the total number of the population remained unchanged.
(4) Crossover

By means of sampling with replacement, any two individuals are selected from the population for crossover. The crossover adopts fragment intersecting. First, a random number $[0,1]$ is generated. If the number is less than the crossover probability, the random starting point and ending point of the crossover are generated. The DNA fragments in the same position are intercepted from two individuals, and the DNA fragments are exchanged, respectively.
(5) Mutation

Each gene in an individual is formed into a random number [ 0,1 ]. If the number is less than the mutation probability, a number $[0,9]$ is randomly selected to replace the gene.

### 2.4. Prediction of Time Entering the Protection Zone

The protection zone, a convex polyhedron with the same cross-section, is a special airspace that UAV are forbidden to enter. Predicting the time of entering protection zone is an important part of evaluating the intention of UAV's behavior. This article take the trajectory reckoning algorithm to calculate the time of entering protection zone. At the current moment $t_{i}$, trajectory points $\left(t_{i+1}, x_{t_{i+1}}, y_{t_{i+1}}, z_{t_{i+1}}\right), \cdots,\left(t_{i+m}, x_{t_{i+m}}, y_{t_{i+m}}, z_{t_{i+m}}\right)$ at $m$ subsequent moments are predicted. Find the time corresponding to the first point entering the protection zone in the $m$ trajectory points, so as to calculate the time of entering the protection zone.

Suppose the height range of a protection zone is $\left[h_{1}, h_{2}\right]$, the cross-section is a convex pentagon. $P_{1}, P_{2}, \cdots, P_{5}$ are the vertices of the convex hull respectively, and $L_{1}, L_{2}, \cdots, L_{5}$ are the lines where the edges of the convex hull are respectively. The conditions for judging the UAV entering the protection zone are as follows: the predicted trajectory point of the UAV enters the cross-section convex hull of the protection zone, and the height of the point is within the height range of the protection zone. Figure 2 shows the front view and top view of the protection zone and UAV trajectory points.


Figure 2. Prediction of time entering the protection zone.
First, judge whether the predicted trajectory point $\left(t_{q}, x_{t_{q}}, y_{t_{q}}, z_{t_{q}}\right)$ is located in the cross-section. Take the trajectory point as the vertex and draw a horizontal ray to the right of it, as the rays of the trajectory point at time $t_{q}$ and $t_{q-1}$ in the figure above. Set the ray equation at time $t_{q}^{\prime}$ as

$$
\begin{equation*}
y=y_{t_{q}}, x \in\left[x_{t_{q}}, \infty\right] . \tag{14}
\end{equation*}
$$

The equation of the line where the edge of the cross-section is

$$
\begin{equation*}
y=k_{i} x+b_{i} \quad(i=1,2, \cdots, 5) . \tag{15}
\end{equation*}
$$

Then, the intersection point of ray and cross-section is

$$
\left\{\begin{array}{l}
x_{j}=\frac{y_{t_{q}}-b_{i}}{k_{i}}  \tag{16}\\
y_{j}=y_{t_{q}}
\end{array} \quad, j \in[0,5] .\right.
$$

Since the intersection point of the ray and the convex hull may be on the extension line of the edge, the following equation is used to judge whether the intersection point is on the cross-section.

$$
\begin{gather*}
\left\{\begin{array}{l}
\min x_{P_{n}} \leq x_{j} \leq \max x_{P_{n}} \\
\min y_{P_{n}} \leq y_{j} \leq \max y_{P_{n}}
\end{array}, j \in[0,5], n=1,2, \cdots 5,\right.  \tag{17}\\
r_{j}=\left\{\begin{array}{l}
0,\left(x_{j}, y_{j}\right) \text { on the edge of the convex hull } \\
1,\left(x_{j}, y_{j}\right) \text { not on the edge of the convex hull }
\end{array}\right. \tag{18}
\end{gather*}
$$

The number of rays intersecting the cross-section, $R_{j}$, is

$$
\begin{equation*}
R_{j}=\sum_{j=1}^{5} r_{j} \tag{19}
\end{equation*}
$$

If $R_{j}$ is odd, the point is in the cross-section. If $R_{j}$ is even, it is outside the cross-section. For the trajectory points within the cross-section, judge whether they are within the height range of the protection zone

$$
\begin{equation*}
h_{1} \leq z_{t_{i}} \leq h_{2} \tag{20}
\end{equation*}
$$

If the point is the first trajectory point of entering the protection zone, the corresponding time is $t_{q}$, and the previous time is $t_{q-1}$. In the cross-section, the line, $L_{6}$, of the trajectory point at the time of $t_{q}$ and $t_{q-1}$ is

$$
\begin{equation*}
\frac{x-x_{q-1}}{x_{q}-x_{q-1}}=\frac{y-y_{q-1}}{y_{q}-y_{q-1}} \tag{21}
\end{equation*}
$$

The intersecting edge of the line and the convex hull is $y=k_{i} x+b_{i}$. The intersection point $Q\left(x_{1}, y_{1}\right)$ can be obtained by combining it with the above equation. The space linear equation of the trajectory point is

$$
\begin{equation*}
\frac{x-x_{q-1}}{x_{q}-x_{q-1}}=\frac{y-y_{q-1}}{y_{q}-y_{q-1}}=\frac{z-z_{q-1}}{z_{q}-z_{q-1}} \tag{22}
\end{equation*}
$$

Substitute the intersection point $Q\left(x_{1}, y_{1}\right)$ into the above equation to get the height of the intersection point, $z_{1}$. Set the Euclidean distance between $Q$ and trajectory point at the time, $t_{q-1}$, as $d_{1}$

$$
\begin{equation*}
d_{1}=\sqrt{\left(x_{1}-x_{q-1}\right)^{2}+\left(y_{1}-y_{q-1}\right)^{2}+\left(z_{1}-z_{q-1}\right)^{2}} \tag{23}
\end{equation*}
$$

The velocity, $v$, of the UAV between the two predicted trajectory points is regarded as a constant

$$
\begin{equation*}
v=\frac{\sqrt{\left(x_{q}-x_{q-1}\right)^{2}+\left(y_{q}-y_{q-1}\right)^{2}+\left(z_{q}-z_{q-1}\right)^{2}}}{t_{q}-t_{q-1}} \tag{24}
\end{equation*}
$$

Then, the estimated time, $T_{1}$, of entering the protection zone at $t_{i}$ is

$$
\begin{equation*}
T_{1}=t_{q-1}+\frac{d_{1}}{v} \tag{25}
\end{equation*}
$$

## 3. A Method for Estimating UAV Behavior Intention

Based on the 4-D flight-trajectory prediction of the UAV and according to the state parameters, such as the number of intersection points between the current trajectory point tangent line and the protection zone, and the time of entering the protection zone, the behavior-intention estimation model is proposed. The implementation steps of the model are as follows.

Step 1: Calculate the intersection point of the tangent projection of the current trajectory point on the horizontal plane and the line where each edge of the cross-section of the protection zone is. Set the tangent projection equation as

$$
\begin{equation*}
y=k x+b \tag{26}
\end{equation*}
$$

Tangent projection can happen in one of two ways.
(1) When $k=k_{i}$ and $b=b_{i}$, the tangent projection coincides with a certain side of the cross-section.
(2) When $k \neq k_{i}$ or $b \neq b_{i}$, according to Equation (15), solve $n$ binary equations of linear equations of first order, which are composed of the tangent projection and the line where each edge of the cross-section is located, and obtain the coordinates $\left(X_{m}, Y_{m}\right)$ of the intersection point of the tangent projection and the line where each edge of the cross-section is located.

$$
\left\{\begin{array}{l}
X_{m}=\frac{b_{i}-b}{k-k_{i}}  \tag{27}\\
Y_{m}=\frac{k b_{i}-k_{i} b}{k-k_{i}}
\end{array} \quad(m=1,2, \cdots, n)\right.
$$

Step 2: Calculate the number of intersection points between tangent line and protection zone planes. The equation of the tangent line is

$$
\begin{equation*}
\frac{x-x_{t_{i}}}{a}=\frac{y-y_{t_{i}}}{b}=\frac{z-z_{t_{i}}}{c} \tag{28}
\end{equation*}
$$

According to Step 1, if the condition of case 1 is satisfied, the endpoint coordinates, $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right)$, of the overlapping edges of the cross-section are substituted into the equation of the tangent line to obtain the height, $Z_{1}, Z_{2}$, of the endpoints. If $Z_{1}, Z_{2} \in\left[h_{1}, h_{2}\right]$, there are numerous intersection points between the tangent line and the protection zone. If $Z_{1}, Z_{2}$ has only one height equal to the upper or lower limit of the protection zone, then there is only one intersection point. If $Z_{1}, Z_{2} \notin\left[h_{1}, h_{2}\right]$, there is no intersection point.

If the condition of case 2 is satisfied, the intersection point $\left(X_{m}, Y_{m}\right)$ is substituted into the above equation to obtain the height of the intersection point, $Z_{m}$. It is assumed that there are $N$ intersection points, and the function $P_{n}$ is used to judge whether each intersection point is on the protection zone planes.

$$
P_{n}=\left\{\begin{array}{l}
1,\left(X_{m}-X_{p}\right)\left(X_{m}-X_{q}\right) \leq 0 \text { and } Z_{m} \in\left[h_{1}, h_{2}\right]  \tag{29}\\
0,\left(X_{m}-X_{p}\right)\left(X_{m}-X_{q}\right)>0 \text { or } Z_{m} \notin\left[h_{1}, h_{2}\right]
\end{array}\right.
$$

where $X_{p}, X_{q}$ are the abscissas of two adjacent vertices in the cross-section. When $P_{n}=1$, the intersection point is on the protection zone. The number of intersection points between the tangent line and the protection zone is $Q=\sum_{n=1}^{N} P_{n}$. If $Q>0$, the tangent line intersects the protection zone.

The flow chart of UAV behavior-intention estimation method based on 4-D flighttrajectory prediction is shown in Figure 3.


Figure 3. Flow chart of UAV behavior-intention estimation method based on 4-D flight-trajectory prediction.

## 4. Simulation Verification

In this study, a relatively wide area was selected for the experiment, and a specific area was selected to simulate the protection zone. The 3-D coordinates of the inflection point of the protection zone were accurately obtained through the corresponding measuring instruments. Then, the original data of UAV flight trajectory are collected by ADS-B, and they are substituted into the program code of the corresponding algorithm for simulation.

There are two criteria for the classification of dangerous UAV behavior: the number of areas where the tangent line of the predicted trajectory intersects with the collision area, alarm area, and alert area; the time when the UAV enter the protection area. Dangerous behaviors can be divided into eight grades ( $1,2,3,4,5,6,7,8$ ), from small to large, as shown in Table 1.

Table 1. Discriminant criteria of UAV behavior intention.

|  | Number of Intersecting Regions |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Time (s) |  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
|  | $t \leq 240$ | 6 | 6 | 8 |
| $\mathbf{3}$ | 5 | 5 | 7 | 8 |
|  | $240 \leq t<300$ | 2 | 4 | 7 |
| $300 \leq t<360$ | 1 | 1 | 3 | 3 |
| $t \geq 360$ |  |  |  | 3 |

The classification standards of collision area, alarm area, and alert area are shown in Figure 4. The collision area is the protection zone, the alarm area is within 500 m of each side of the collision area, and the alert area is within 500 m of each side of the alarm area.


Figure 4. Division standards of collision area, alarm area, and alert area.

### 4.1. Trajectory-Prediction Simulation

The geographical scope of the simulation environment is $113^{\circ} 46^{\prime}$ to $114^{\circ} 37^{\prime} \mathrm{E}, 22^{\circ} 27^{\prime}$ to $22^{\circ} 52^{\prime} \mathrm{N}$. The original data of the UAV trajectory can be obtained through ADS-B, and the true flight trajectory can be drawn, as shown in the Figure 5.


Figure 5. UAV trajectory based on raw data.
According to the combined prediction results of SVR and motion equation, the predicted flight trajectory is plotted, as shown in the Figure 6.


Figure 6. Combined trajectory prediction based on genetic algorithm.
In order to verify the rationality of the simulation process, a comparative analysis should be made between the combined predicted trajectory and the true flight trajectory. The comparison result is shown in the Figure 7.


Figure 7. Comparison of original trajectory and predicted trajectory.
The rationality of the prediction algorithm and the correctness of the simulation process can be verified by deviation analysis of the predicted trajectory value and the real trajectory value. The deviation analysis of trajectory prediction is shown in the Figure 8.


Figure 8. Analysis of UAV position deviation.
As can be seen from the figure, the maximum deviation is 0.1025 , the mean deviation is 0.0247 , the mathematical expectation is 0.0247 , and the mean square deviation is $3.6483 \times 10^{-4}$.

### 4.2. Behavior-Intention Estimation Simulation

In order to estimate the behavior intention of the UAV, the tangent line of the coordinate point of the flight trajectory-fitting curve at the current moment is obtained. The danger level is judged according to the number of intersections between the tangent line and the collision area, alarm area, and alert area, and the estimated time of entering the protection zone. Simulation images in danger levels 6 and 8 are shown in the Figures 9 and 10 .


Figure 9. The danger level of UAV is 6.
As can be seen from the simulation results, when the flight trajectory is like the red curve, the intersection points of the tangent line of the current trajectory point and the collision area, alarm area, and alert area at $t_{1}, t_{2}$ are 0,3 , respectively, and the time of entering the protection zone is less than 240 s . It can be seen that in these situations, the danger level is gradually increasing, and corresponding maneuvering behaviors should be taken to relieve the conflict.


Figure 10. The danger level of UAV is 8 .

## 5. Conclusions

In this paper, the deficiencies of the existing 4-D trajectory-prediction models of UAV are analyzed, and a 4-D trajectory combined-prediction model based on genetic algorithm is proposed, based on which the dangerous behavior intention of UAV is estimated. The model can accurately predict the trajectory of UAV and the time when it enters the protection zone in real time and provide reference for the subsequent maneuvering behavior. However, this model has some shortcomings: the prediction model only analyzes the historical trajectory data and the kinematics of the UAV and does not consider the dynamic characteristics of the UAV; only the number of intersecting areas and the time of entering the protection zone are considered in the danger-behavior estimation, which has some limitations.
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