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Abstract

:

Using spatial econometric techniques and local spatial statistics, this study explores the relationships between the real estate values in Tuscany with the individual perception of satisfaction by landscape types. The analysis includes the usual territorial variables such as proximity to urban centres and roads. The landscape values are measured through a sample of respondents who expressed their aesthetic-visual perceptions of different types of land use. Results from a multivariate local Geary highlight that house prices are not spatial independent and that between the variables included in the analysis there is mainly a positive correlation. Specifically, the findings demonstrate a significant spatial dependence in real estate prices. The aesthetic values influence the real estate price throughout more a spatial indirect effect rather than the direct effect. Practically, house prices in specific areas are more influenced by aspects such as proximity to essential services. The results seem to show to live close to highly aesthetic environments not in these environments. The results relating to the distance from the main roads, however, seem counterintuitive. This result probably depends on the evidence that these areas suffer from greater traffic jam or pollution or they are preferred for alternative uses such as for locating industrial plants or big shopping centres rather than residential use. Therefore, these effects decrease house prices.
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1. Introduction


In the literature, there are many works that deal with and have dealt with the relationship between real estate values with different variables including the distance from green areas, aesthetically valuable views (sea view, historic centre, urban parks, etc.), proximity to inhabited centres, and tourism (see, among others [1,2,3,4,5,6]). These studies aim to quantify the correlation between real estate values and the characteristics of the surrounding areas. In particular, they try to understand price trends in relation to the available services [4,7,8,9].



The price of houses is determined by the intrinsic and extrinsic characteristics of the property being valued. The intrinsic characteristics are mainly related to technical parameters of the house such as size, number of rooms, presence of terraces, etc.). The extrinsic characteristics are related to the amenity of the areas where the property resides such as proximity to the city centre, the presence or distance from services (public transport, hospitals, schools, etc.), the presence or distance from green areas and so on [8]. Although these characteristics are well-codified and estimable, the impacts of these features on the value of a property can vary considerably between studies. This heterogeneity could depend essentially on the used variables, the applied methodologies (e.g. hedonic price, contingent valuation, life satisfaction, positional value, etc.), different geographical locations of the case studies, and availability of data.



Luttik [10] uses hedonic pricing to estimate the effect of environmental attributes on house prices in eight towns in the Netherlands, estimating an increase in prices in homes if they face water or areas with a diversity of landscape types. Similar results to the above were observed by Kong et al. [11] in Jinan City (China) and Kumagai and Yamada [12] in Tokyo (Japan) where house prices are influenced by the distance to forests and accessibility to green spaces such as urban parks.



Joly et al. [13] confirm how forests and farmland close to houses located in the urban fringe of Dijon (France) have higher prices, while proximity to roads have a negative impact on prices. However, this is only if roads are visible within a 100–200 m radius; otherwise, they all have insignificant hedonic prices. Donovan and Butry [14] estimated the effects of street tree canopy on the home prices in Portland (USA). Both the number and size of such trees positively affect the sale price. A similar result is observed by Donovan et al. [15]. They showed that the presence of trees within 500 feet of a home increases its sale price. Li and Saphores [16] analysis showed that green space has a relationship on multifamily properties in the city of Los Angeles.



Instead, Glaeneser and Caruso [17] observe that the presence of green space does not have a direct impact on prices. Their research focused on the diversity of land uses calculated through the Shannon index showing negative effects if close to properties and positive effects if more distant. However, these effects vary depending on the degree of urbanization of the area.



Considering green spaces, Trojanek et al. [18] analysed the impact of their proximity on apartment prices in Warsaw (Poland). On average, green space within a 100-meter radius increases the price of housing from 2.8% to 3.1%. This increase is also affected by the date of construction, which for post-1989 buildings increased the price by 8.0–8.6%.



Troy and Grove [19] highlighted that the real estate for the houses that are located 1 km away from a park is worth 5% less than an identical house close to a park. Tajima [20] observed an increase in 5.9% for properties close to green space, Damingos and Anyfantis [2] estimate an increase in 18% for properties with a view of an urban park, while for Crompton [21] the sell price of the properties adjacent to naturalistic parks and open spaces are 10% higher than the average price. For Benjamin and Sirmans [22] the values decrease about 2.5% for each 0.16 km distance from the metro station, while Debrezion [23] calculate and increment of values around 4.2% within 0.4 km of the railway station.



All the above works are very specific and deal with limited urban areas usually ranging from well-defined streets to neighbourhoods or cities. The present study intends to enlarge the perspective of investigation to a broader geographical area, such as an entire region. It should be noted that this work does not intend to determine the real estate values through an established methodology (such as hedonic pricing) but intends to analyse the relationship between existing real estate values and the characteristics of the territory in which the houses are located.



The interest in the introduction and processing of space as one of the determinants of social phenomena has a very important economic value. In recent years, many theoretical models have been developed in which the characteristics of an element locates in a specific point in the space depend on those of the other "neighbour" elements and where the strength of this influence decreases as the "distance" between the elements increases. Parallel to these theoretical models, statistical and econometric methodologies have been developed to test these hypotheses.



This work focus on analysing the influence of the real estate values of two usual variables widely used in the literature, such as the distance from roads and the distance from inhabited centres [4,8,9,24]. They can increase or decrease prices according to the proximity to services that a residential centre can provide or according to the proximity of natural areas for a better quality of life. A third experimental variable has also been introduced, related to the landscape in which the property is inserted. This value was obtained through the aesthetic preferences of a group of interviewees about the landscape. Specifically, we investigated how the value of the landscape is linked to the price of the houses and how the value of the landscape of a particular area influences the prices of real estate of its neighbour areas. The hypothesis that we intend to test is represented by the fact that the relationships between the prices of real estate and the three variables analysed are not spatial stationary, thus they vary according to the territory examined. We tested how these variables in the model have a consistent relationship with each other both in terms of geographical space and data space.



These relationships were spatially analysed through statistics and econometric techniques called the Multivariate Local Geary and the Spatial Durbin model. Exploring the spatial correlation between real estate values and the other variables, it will be possible to provide the public decision-makers with a tool able to promote right territorial planning choices from the social, economic, and environmental point of view. The case study is represented by the values of the interest variables retrieved for the Region of Tuscany where the minimum unit of analysis chosen is represented areas identified by Real Estate Market Observatory (OMI) of the Italian tax department.



This paper is organized as follows. In Section 2 the materials and method are described; in Section 3 results are presented; in Section 4 a discussion is provided; Section 5 is dedicated to conclusions.




2. Materials and Method


Considering the data available and the previous literature involved in real estate analysis, the work is focused on the following variables: (i) real estate values; (ii) distance from the inhabited centres; (iii) distance from roads; (iv) aesthetic values of the landscape. The analysis was performed in Tuscany, a region locates in the centre of Italy (Figure 1a,b).



There are several studies on spatial data analysis thanks to which local econometric techniques have been developed [25,26,27,28] to estimate local spatial associations [29]. Indeed, global indicator provides an indication of the spatial pattern of the phenomena without providing information for a particular local spatial unit. Therefore, Anselin [25] proposed the Local Indicator of Spatial Association (LISA), which identifies more effective spatial clustering by decomposing global spatial indicators to identify and test the areas that most contribute to them. Some examples are the LISA indicators, including local Moran’s I and local Geary’s c.



The global measure of autocorrelation Geary’s C [30] has the following expression:


  c =    (  N − 1  )    ∑  i    ∑  j   w  i j      (   x i  −  x j   )   2    2  W    ∑  i     (   x i  −  x ¯   )   2     



(1)




where xi is the observed value of the population in location i,   x ¯   is the average of locations xi of n, W is the matrix of the spatial weightings wij (somewhat defined) between feature i and j, and n is equal to the total number of spatial features. The Geary’s C is greater than 1 if there is a negative spatial autocorrelation, equal to 1 in absence of spatial autocorrelation, and it is less than 1 if there is a positive spatial autocorrelation.



Anselin [25,31] first outlined and elaborated the local version of Geary statistic that uses a different measure of attribute similarity. It is focused on squared differences, or, rather, dissimilarity where small values of the statistics mean positive spatial autocorrelation, while large values mean negative spatial autocorrelation. Considering the local version of Geary C statistic, Equation (1) can be rewritten as follows.
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(2)




where LGi is the Local Geary statistic at the location i-th, W is the matrix of the spatial weightings wij (somewhat defined) between locations i, and j and xi and xj are the observed value of the population in location i and j. This equation can be described as a weighted sum of the squared distance in attribute space for the geographical neighbours of i-th observation.



The positive local spatial autocorrelation is expressed by high-high, low-low, and other cases; the negative spatial autocorrelation Equation (2) indicates a large (larger than under spatial randomness) difference between neighbouring values, without suggesting a particular high-low or low-high pattern (due to the use of a squared difference as the criterion for attribute similarity, this distinction is not possible). Local Geary statistic can be extended in a multivariate way as proposed by Anselin [31], thus we can estimate spatial correlations simultaneously for several variables. A positive spatial autocorrelation means that the average distance in attribute space between the values at i-th location and the values at its neighbouring locations are smaller than what they would be under spatial randomness. If it is larger, we are in presence of negative spatial autocorrelation. It is important to note how the multivariate statistic is not simply the overlap of univariate statistics, so a univariate cluster could be not corresponding to a multivariate cluster. Indeed, the univariate statistics deal with distances in attribute space projected onto a single dimension, whereas the multivariate statistics are based on distances in a higher-dimensional space. The multivariate Local Geary formula is obtained by summing each Local Geary statistics of each variable examined:
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(3)




where MLCn.i is the multivariate local Geary statistics of n variables at i-th location and LGv,i is the Local Geary statistic for variable v at location i. This measure corresponds to a weighted average of the squared distances in multidimensional attribute space between the values observed at a given geographic location i and those at its geographic neighbours.



In order to give a different interpretation of the spatial interaction between the observed variables, we provide the Spatial Durbin Model (SDM) [32,33,34,35], an extension of linear regression that considers both spatially endogenous interactions as well as exogenous spatial interactions. As argued by LeSage [36], Spatial Durbin Model is a spatial autoregressive model variant of the conventional model. SDM is written as follows:


reprice = ρWreprice + β1roadd + β2citycenterd + θWesthval + ε



(4)




where ρ is a scalar and is the autoregressive parameter that measures the spatial relationship between neighbours and the real estate price (reprice). The coefficient ρ is between zero, that means spatial independence, and one (spatial determined). βs are the parameters associated with road distance (roadd) and distance to city centres (citycenterd). θ is the spatial parameter of the esthetical values of landscape (esthval) of the neighbours. θ and ρ measure the spatial relation of the dependent variables. Therefore, the spatial pattern of real estate values is detected by the combination of the parameters ρ and θ. The first value measures the influence of neighbours’ real estate values while the second measures the influence of neighbours’ characteristics in terms of the esthetical values of the landscape. Again, W is the spatial weight matrix that contains a list of weights equal to wij. The spatial weight matrix is the same for both parameter and it is calculated as the inverse distance between areas. Finally, ε is the error term, normally distributed.




3. Analysis of Variables


3.1. Real Estate Values


There are several methods in the literature for establishing property values. Fan et al. [37] uses the decision tree approach to determine house prices in Singapore. The results show that buyers are predominantly interested in the intrinsic characteristics of homes such as the area, type, and age of the apartment. Jasinska and Preweda [38] use semiparametric models to analyse the spatial and temporal components of house prices. The same authors [39] combined quantitative statistical methods with qualitative and spatial characteristics to determine the cadastral value of the property of the city Bochnia.



In this work, we used the real estate values provided by the Real Estate Market Observatory (OMI), which estimates the real estate prices per homogeneous areas at provincial or municipal level different provinces and municipalities [40]. The OMI is a database that provides, for the whole national territory, the quotations of real estate values and leases every six months and is a relevant source of information and a useful tool for all market operators and scholars in the real estate sector, for public and private research institutes, and for the public administration.



The six-monthly real estate quotations identify, for each delimited homogeneous territorial area (OMI zone) of each municipality, a minimum/maximum range per unit of area in euro per square meter. When for the same typology more than one state of conservation is valued, the prevailing one is however specified. The real estate quotations are divided into sections related to residential, commercial, tertiary, and production properties. For the analysis, we have based on the residential ones. The values of the second half of 2016 for civil housing have been considered, taking the maximum market value per square meter. These values range from a minimum of 740 euro/sqm in the town of Chiusdino (province of Siena) to a maximum of over 10,000 euro/sqm in the town of Forte dei Marmi (province of Lucca) while the average value in Tuscany is 1850 euro/sqm (Figure 2).



The spatial reference used in the analysis is EPSG projection 32,632-WGS 84/UTM zone 32 N.




3.2. Distance from the Inhabited Centres


In literature, the distance from some features is widely adopted as a determinant of such values [41,42,43,44]. Specifically, the distance from inhabited areas is a widely adopted variable for real estate analysis [8]. The calculation of this variable was based on the map of the inhabited centre developed in 2003 by the Region of Tuscany. Starting from the polygon of the inhabited centre, a fuzzy distance has been calculated. As argued by Al-Ahmadi et al. [45], the fuzzy distance decay membership function is used to weigh the strength of the proximity to a given feature. Instead of having a single crisp threshold that denotes a distance from a feature, the fuzzy distance decay function can describe the absence of a service that increases with distance from inhabited centres. The values in Figure 3 represent the meters far from inhabited centres.




3.3. Distance from Roads


The study of the primary road network has been based on the “road traffic” maps developed in 2003 by the region of Tuscany. As the previous variable, starting from roads, a fuzzy distance has been calculated. It is possible to note how the entire region is characterized by a capillary road network that obviously increases in the proximity of inhabited centres. The interpretation of this variable is twofold: large distances from road network could mean both large distances from urban noises (positive aspects) and large distances from services (negative aspect). The values in Figure 4 represent the meters far from the road network.




3.4. Aesthetic Values of Landscape


The aesthetic value of landscape was carried out through a questionnaire promoted in the LIFE FutureForCoppiceS Project, LIFE14 ENV/IT/000514. Thanks to this project we tried to emphasize the importance of forest at different (economic, social, and environmental) levels [46,47,48,49,50,51,52,53]. Between July and September 2016, professional interviewers, through face-to-face interviews, made over 250 questionnaires to forest users in Tuscany. Participants were randomly selected in five forest districts of the project: the Caselli forests in the province of Pisa, the districts of Colline Metallifere and Alberese in the province of Grosseto, and the districts of Alpe di Catenaia and Alto Tevere in the province of Arezzo. We obtained 248 valid questionnaires composed of 54% of females and 46% of males; 66% of respondents have a high level of education (high school degree); 40% of the interviewed were 18–35 years old, and 27% were between 35 and 50 years old; 30% of the sample is composed of employed people and 29% were students. More statistics about respondents are described in previous works [54,55,56].



The three sections of questionnaires collected (i) information about respondents’ socio-demographic characteristics; (ii) the respondents’ aesthetic preferences related to landscape types; (iii) the willingness to pay for maintaining forests for recreational use under the management approaches. The third section was used in previous works [54,55,56], while we used the second section for the landscape analysis. The question was: “Can you express a liking rating for the agricultural and forestry landscape?” Using a five-point Likert scale ranging from 1 (less appreciated) to 5 (very appreciated), respondents provided information about their aesthetic evaluation of the following agricultural and forest landscapes: pasture, forest, and heterogeneous agricultural areas (temporary crops associated with permanent crops, cropping systems, and particle complex).



Areas are predominantly occupied by agricultural fields with significant natural areas and areas of agricultural woods). The forest received the highest rating with a percentage equal to 75% (4 and 5 on the Likert scale). Considering same values of Likert scale (4 and 5), the heterogeneous agricultural areas received a percentage equal to 48%, while the percentage of pasture was equal to 35%.



First, we calculated the aesthetic value for each landscape: for this purpose, we used the average value resulting from questionnaires. The average value of the Likert scale was previously used in another study [57]. This has been done considering that a Likert scale with five or more categories can often be used as continuous [58,59]. The aesthetic value of the forest was equal to 4.12, and the value of heterogeneous agricultural areas obtained was 3.46, while pasture received a value equal to 2.91.



Then, we spatialized these values: the spatialization was based on the 2012 Corine Land Cover (CLC) map developed within the CLC project. Indeed, each land use valuated has been codified according to CLC legend (Table 1 and Figure 5).





4. Results and Discussion


For the analysis, an average distance from inhabited areas, road network, and average aesthetic value was attributed to each OMI area. OMI areas are disordered polygons with non-uniform perimeters—this could generate some problems with the spatial analysis (i.e., the spatial connection of features) that need well-defined figures in order to perform more accurate statistics.



To overcome this problem, OMI areas are transformed in Voronoi tessellation starting from the centroid of each area (1365 areas). As argued by Wang et al. [60] “Voronoi tessellation (VT) is a tool to divide 2D/3D space into convex polygons/polyhedrons without overlaps or gaps based on a group of points or objects in the space. No matter how disordered the discrete points are distributed in the space, VT can strictly divide the “local space” around each point, so that a number of “neighbours” can always be identified uniquely based on the connections of these local spaces.” This is very useful in the methods that rely on the relationships between a feature and its neighbours [61,62].



According to this transformation of OMI polygons in Voronoi tessellation, it is possible to notice how the highest real estate values are referred to the coastal area (especially in the southern part of Tuscany, the province of Grosseto) and in the proximity of the big cities. If we consider the distance from urban centres and roads, the highest average values are in the southern part of the province of Pisa and in the mountainous areas of the Apennines. As far as landscape values are concerned, the highest average values are recorded in the mountainous areas in the central part of the province of Pisa and in the southern part of the province of Grosseto (see maps in Section 1 of the Supplementary Materials).



Considering that in the spatial autocorrelation statistic the indicator for geographical or locational similarity is expressed in the form of spatial weights (wij); we calculated them with inverse distance weight. Therefore, the spillover effects are greater for the closest areas and negligible for the distant ones.



Figure 6a shows the clusters obtained from the Multivariate Local Geary analysis. There are positive clusters in the central and north-western part of the region and negative clusters in the southern part of the region. Considering the significance of the clusters (Figure 6b), the strongest correlations (p-value = 0.001) are concentrated around the metropolitan areas of Florence and Pisa.



Other significant clusters (p = 0.01) are located in the northwest part of the region including the provinces of Pistoia, Lucca, Massa Carrara, and the mountainous area of the Tosco-Emiliano Apennine. Considering a significance of p = 0.05, the significant clusters are located in the provinces of Arezzo (including the mountainous area of the Tosco-Romagnolo Apennine), Siena, and in the southern part of the region belonging to the province of Grosseto.



To better understand the results, it is useful to also consider the clusters of each variable obtained through a Univariate Local Geary analysis (see maps in Section 2 of the Supplementary Materials).



Considering the OMI values, it is possible to highlight high correlations (which means high real estate values) that cover the municipalities of Florence, Siena, Pisa, and the neighbouring municipalities and the entire coastal part of Tuscany. These values correspond to clusters with low values of landscape and low distances from urban centres and roads. This is justified by the fact that the high real estate values are inserted in anthropized contexts close to roads and urban centres where the landscape does not have a high value.



Vice versa clusters with low real estate values are found in areas opposite to the previous ones that are represented by the mountain areas along the Apennine chain, with high landscape values due to the strong presence of forests and high distances from urban centres and roads (especially near the mountain areas of the Tosco-Emiliano Apennine). These results are in line with some works in literature [4,7,8] in which real estate values are strongly influenced by the proximity to services. It is important to examine in more detail these last two variables because it is widely studied in our country from a different point of view [63,64,65,66]. Distances from urban centres and roads show both clusters with high values (areas far from urban centres and roads at the same time) in the area of the province of Pisa (excluding the urban area of Pisa town). In this area, the real estate prices are low—this is due to the presence of a coastal area that is much more attractive in terms of tourism and therefore in terms of real estate prices. Indeed, this area is much less frequented by people despite the presence of a protected area with a high degree of biodiversity such as the Merse Valley [42] and many other naturalistic areas (i.e Monterufoli-Caselli forests, Montefalcone natural reserve, and Cerbaie a Natura 2000 Site of Community Importance).



These results lead us to conclude how, despite how forested areas are more appreciated than other landscapes, they have a low influence on the prices of houses located in those areas which are essentially related to the parameters related to the proximity to services.



However, there are some areas with opposite values compared to previous ones: in these areas high real estate values are linked to high landscape values, and average high distances from services (Figure 7). These data in countertrend could be explained as follows.



One cluster is located in Abetone Cutigliano municipality (province of Pistoia) which is characterized by the presence of the most famous ski area of the region. This could justify the high real estate values in forested areas far from services offered by cities. Another cluster is related to the Chianti Senese (province of Siena) where real estate values are affected by the surrounded territory particularly suited to the production of the Chianti wine famous throughout the world.



The last cluster is related to the Bolgheri area (province of Livorno), where the Naturalistic Oasis of Bolgheri is located. The high values of real estate could be justified by the strategic position of the area close to the seaside. Moreover, this location is very famous in Italy due to the famous vineyards and the poetry “Davanti San Guido” by Giosuè Carducci (1906 Nobel Prize in literature) who praised the landscape beauty of this area.



Adopting this interpretation of the results, we need to consider some aspects regarding multivariate statistics adopted.



Despite the fact that Multivariate Local Geary statistic could be described as the combination of attribute similarity and locational similarity and its application is the sum of the univariate local statistics for each variable, it involves different trade-offs.



Generally speaking, it is the average squared distance in multivariate attribute space between a certain point and its geographic neighbours (as defined by a spatial weights matrix). So, considering a multivariate scenario, the clusters obtained can differ from the simple overlay of univariate statistics.



The multivariate analysis can lead to spatial aggregations that are not explained in its univariate counterparts. Indeed, “the multivariate measure of attribute similarity is not a simple extrapolation of the univariate measures, but it involves complex trade-offs in all attribute dimensions considered. Multivariate statistics focus on a combination of the distances along the different variable dimensions, rather than taking each as being orthogonal” [31]. In fact, the change analysis from univariate statistics to a multivariate context is still a new frontier in spatial autocorrelation.



In a second step, the relationships between the observed variables have been analysed differently through the Spatial Durbin Model (Table 2). The parameter ρ is significant and positive. This demonstrates that an ordinary least-squares estimate would be biased.



As suggested by Lacombe and LeSage [67] and LeSage [36], to measure the different impacts of changes in an explanatory variable, it is possible to use scalar summary measures decomposing results in the summary measures of direct, indirect, and total impacts (Table 3). The direct impact measures the effect of the independent variables of i-th polygon on the dependent variable of the same polygon. The indirect one measures the effect on the dependent variable of i-th polygon of the independent variables belonging to the neighbouring polygons. The total effect represents the sum of the previous effects [36,67].



The direct effect of aesthetic values was not significantly different from zero. This means that the aesthetical values of the landscapes will have no effect on real estate values, while both the distance from urban centres with a negative sign and the distance to roads have a significant direct impact on it. Therefore, real estate distant to cities has, as expected, lowered price while real estate distant to roads has a higher price. In contrast, the indirect impacts of explanatory variables belonging to nearby polygons were all significant with the opposite sign for the variables distance to centres and distance to roads. This suggests that increased distance aesthetical value of the neighbouring area has a positive impact on real estate price; thus, the total effect is due exclusively by the indirect effect.




5. Conclusions


The study of the correlation between the real estate values and the territory has started using two variables (of proximity to the services) consolidated in literature and a third experimental variable constituted by the landscape values. The aim was to investigate the spatial relationships between the analysed data. T hypothesis of a spatial relationship of the data identifying the consistent relationship between variables, both in terms of geographical space and data space, has been tested. This work could represent a useful tool for decision-makers to planning territorial strategies considering the social, economic, and environmental aspects. Indeed, thanks to this spatial analysis, the policymakers could be assisted to help people to search for housing based on the services/characteristics of different geographical areas. Our results could also be used to analyse how the real estate situation is directly or indirectly related to the quality of life of citizens.



Another use of our research could be related to better understand the development of the tourism landscape: this an important aspect because, as argued Chen et al. [6] “it can lead its peripheral land price and the real estate price to rise well, and then promote the development of peripheral real estate industry. Under these effects, various cities, according to own comparative superiority, develop own city tourist resources, constructs typical landscape engineering, guides the property developer to develop peripheral land of the scenic area reasonably, strengthens the protection and the development of the ecological environment and the humanities resources, makes the tourist and the inhabitant glad to sightsee or live, makes it to be the driving force for the city real estate industry in order to lead the urban economy to develop."



As a final remark, it is important to keep in mind that these types of investigations are possible thanks to the rapid improvement of geospatial data collection techniques and the availability of a large amount of geospatial data [68].



Our findings demonstrate a significant spatial dependence in the real estate prices highlighted by the significant and positive Rho coefficient in the spatial Durbin model. This implies that extrinsic features play a crucial role in determining house price and that there are spatial spillovers. Specifically, the aesthetic values influence the real estate price throughout in more of a spatial indirect effect rather than the direct effect. This means that when buying homes, individuals prefer other aspects such as proximity to essential services. Indeed, the results seem to show that people prefer to live inside well-served areas, and at the same time, nearby areas with high aesthetic values. The results relating to the distance from the main roads, however, seem counterintuitive. This result probably depends on the evidence that these areas suffer from greater traffic jam or pollution or they are preferred for alternative uses such as for locating industrial plants or big shopping centres rather than residential use. Therefore, these effects decrease house prices.



Clearly, this study has some limitations. A first limitation is to consider the average value of an area (OMI area) and not of a specific type of house. This was necessary given the wide territory of analysis (an entire region), but we do not have values with high scale detail, so it is difficult to find similar studies with which to compare our results. The real estate values used are not very detailed. We used OMI area with maximum and minimum values sort by types of building, with low details regarding the property intrinsic attributes. Moreover, this type of analysis is related to the availability of georeferenced databases that are often difficult to acquire. For the calculation of landscape values, other parameters should be considered, such as slope, exposure, tree essence, etc., but this should comprise a separate work.



Our work, made at a regional scale, could give general indications, highlighting possible critical points or outlining lines of intervention for stakeholders. Clearly, it must be accompanied by more specific studies in the areas to deepen and better interpret the general indications mentioned above.
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Figure 1. The analysis was performed in Tuscany, a region of center Italy (a) that is mainly hilly with mountain chains (called Apennines) located in the north part of the region (b). 
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Figure 2. Real Estate Market Observatory (OMI) areas. 
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Figure 3. Distance from inhabited centres. 
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Figure 4. Distance from roads. 
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Figure 5. Aesthetic value sort by land use. 
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Figure 6. Multivariate Local Geary cluster map based on the transformation of OMI areas in Voronoi polygons (a) and the significance map related to Multivariate Local Geary cluster map (b). 
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Figure 7. Cluster areas with high values of real estate, distance from inhabited centres, distance from roads and aesthetic values. 
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Table 1. Aesthetic values.






Table 1. Aesthetic values.





	Landscape
	Corine Land Cover (CLC) Code
	Aesthetic Value





	Pasture
	230–240
	2.91



	Heterogeneous agricultural areas
	210–229, 241–300
	3.46



	Forest
	300–400
	4.12
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Table 2. Spatial Durbin statistics.
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	Real Estate
	Coef.
	Std. Err.
	z
	P > |z|





	Aesthetical value
	7.30
	19.76
	0.37
	0.712



	Distance to Centres
	–0.25
	0.04
	–6.29
	0.000



	Distance to Roads
	0.07
	0.02
	3.01
	0.003



	
	
	
	
	



	Constant
	2730.32
	92.28
	29.59
	0.000



	W·Aesthetical values
	–2123.76
	60.90
	–34.87
	0.000



	ρ·W·reprice
	2.45
	0.07
	37.36
	0.000
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Table 3. Effects of estimation.
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	Direct
	dy/dx
	Std. Err.
	z
	P > |z|





	Aesthetical value
	13.30
	18.39
	0.720
	0.470



	Distance to Centres
	–0.25
	0.04
	–6.290
	0.000



	Distance to Roads
	0.07
	0.02
	3.010
	0.003



	Indirect
	
	
	
	



	Aesthetical value
	1411.61
	209.27
	6.750
	0.000



	Distance to Centres
	0.41
	0.09
	4.720
	0.000



	Distance to Roads
	–0.11
	0.04
	–2.780
	0.005



	Total
	
	
	
	



	Aesthetical value
	1424.90
	206.69
	6.890
	0.000



	Distance to Centres
	0.16
	0.06
	2.550
	0.011



	Distance to Roads
	-0.04
	0.02
	–2.060
	0.040
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