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Abstract: High-quality data are always desirable for superior decision-making in smart buildings.
However, latency issues, communication failures, meter glitches, etc., create data anomalies. Espe-
cially, the redundant/duplicate records captured at the same time instants are critical anomalies.
Two such cases are the same timestamps with the same energy consumption reading and the same
timestamps with different energy consumption readings. This causes data inconsistency that deludes
decision-making and analytics. Thus, such anomalies must be properly identified. So, this paper
performs an enumeration of redundant data anomalies in smart building energy consumption read-
ings using an analytical approach with 4-phases (sub-dataset extraction, quantification, visualization,
and analysis). This provides the count, distribution, type, and correlation of redundancies. Smart
buildings’ energy consumption dataset of Darmstadt city, Germany, was used in this study. From this
study, the highest count of redundancies is observed as 5060 on 26 January 2012 with the average
count of redundancies at the hour level being 211 and the minute level being 7. Similarly, the lowest
count of redundancies is observed as 89 on 24 January 2012. Further, out of these 5060 redundancies,
1453 redundancies are found with the same readings and 3607 redundancies are found with different
readings. Additionally, it is identified that there are only 14 min out of 1440 min on 26 January 2012
without having any redundancy. This means that almost 99% of the minutes in the day possess
some kind of redundancies, where the energy consumption readings were recorded mostly with two
occurrences, moderately with three occurrences, and very few with four and five occurrences. Thus,
these findings help in enhancing the quality of data for better analytics.

Keywords: data analysis; data anomalies; data enumeration; data visualization; energy consumption
data; redundant data; smart building; tracebase dataset

1. Introduction

Smart grid evolution is ramping up in the present global energy scenario by offering
deregulated markets, prosumer enablement, and unmatched comforts to electricity users [1].
Further, the advanced developments in information and communication technologies
embedded smartness in the power grids. This smart technology enables people to manage
their energy consumption by sending timely notifications. Moreover, it helps the utilities
to understand the energy needs and consumption behaviors of the people. In view of all
these benefits, in recent years, people are showing greater interest in making their buildings
smarter to enhance energy utilization and comforts, thereby; the smart buildings’ culture is
growing day by day globally. A smart building network is equipped with several types of
sensors, which continuously sense the data from active appliances [2]. In the case of energy
metering infrastructure, recording the consumption, transmitting the readings, processing
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and analysis, and decision-making plays a vital role. Further, from a smart grid perspective,
there are many functionalities such as demand response, load management, event/outage
management, contingency forecasting, etc., have to be provided. These functionalities help
to manage the grid effectively by taking informed decisions timely. However, for all these,
the availability of high-quality metered data for smart buildings is always desired to realize
superior functionality [3–5].

However, the collection of high-quality data is always a challenge, which influences
the effectiveness of all the above-mentioned operations. The quality of the data is usually
tampered with due to the latency issues and malfunctioning of metering devices, com-
munication and networking devices, processor-control units, energy thefts, cyber-attacks,
etc., which creates anomalies in data collection. So, the analysis of such an accumulated
database is highly important to better use the data for effective system operations [6].
Additionally, the data collected from multiple sources may have different characteristics in
large volumes. Hence, it is very difficult to describe the quality of data even if it is collected
in a well-defined manner [7]. Thus, a thorough understanding of such databases requires a
systematic analysis of anomalies to deliver quality decisions [8].

The anomaly can be any deviation or abnormality in the usual expectation, such as
redundant readings, missing readings, stray readings (outliers), incorrect readings, anony-
mous readings (garbage values), etc., that is observed in the captured database [9,10]. These
anomalies lead to unreliable/inconsistent data collection, which deludes the billing and
decision-making (e.g., demand response, customer segmentation, load management, etc.).
Among all these data anomalies, redundant data is one of the high-impact issues that are
observed in smart meter data. Generally, a record is said to be redundant if the entire data
are the same as with the previous record(s). However, here the case is different for the
energy consumption readings dataset. A record of the energy consumption dataset consists
of timestamp information and its corresponding energy consumption reading. There are
two possible issues that usually occur with respect to these records, viz., (i) the existence
of redundant (duplicate) timestamps with the same readings, and (ii) the existence of
redundant timestamps with different readings. Hence, it is crucial to analyze the redundant
anomaly issue for executing accurate analytics to achieve optimal system operation and
energy usage, which is the major focus of this paper. In this line, various state-of-the-art
literature works representing the significance of data quality issues in the power systems
domain are detailed as follows.

The data quality issues that exist in smart grid environments were discussed in terms
of noise, incompleteness, and outliers. The methods for finding causes of outliers in
the electrical consumption data were discussed in [11]. Similarly, a systematic review of
smart meter data analytics was performed with descriptive, predictive, and prescriptive
analytics on applications such as abnormality detection, load forecasting, and customer
categorization, etc., [12,13]. Further, an analysis was performed for detecting the bad
data in the distribution systems [14]. Usually, smart meters or multi-function meters
trace the information of electrical voltages. To detect the short-duration abnormalities in
these voltages an algorithm was developed in [15]. To detect bad data from the collected
phasor measurement units’ data, a data-driven algorithm was proposed based on spectral
clustering [16]. Further, to minimize the data losses in smart grids, a technique named
“compressive sensing” was presented in [17]. A graph comparison-based approach was
proposed in [18] for detecting the anomaly (deviation in the voltage values from the
specified or threshold value) in the database of the electrical network.

From the above discussion, even though there were some research works related to
smart grid data quality, no research work has focused on redundant data anomalies, to the
best of the authors’ knowledge. However, there were some works regarding duplicate data
analysis in some other applications as described follows.

Several similarity metrics such as character-based, token-based, phonetic-based, and
numeric-based were discussed in [19] for duplicate record identification using various
supervised, semi-supervised, and unsupervised learning techniques. However, all these
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metrics are useful to identify duplicates in textual documents. A new method named
‘XMLDup’ was proposed in [20] to identify duplicates in XML data. This was implemented
by a Bayesian network. Usually, the duplicates in large volumes of data identified within
a short duration would be useful. So, several progressive methods were proposed to do
this task [21]. To process complex queries on the unmerged duplicates in the probabilistic
databases, an entity-join operator was proposed in [22]. A system named ‘SiLo’ was
proposed for data deduplication. This system was implemented with a similarity and
locality-based indexing mechanism [23]. Further, an application named ‘AppDedupe’ was
proposed for data deduplication in the cloud environment. This application performs data
deduplication by generating application-aware similarity indices [24].

A domain-independent framework named ‘DaPo’ was proposed to detect duplicates
in large datasets. This framework was created using Apache Spark [25]. Similarly, three
constraint-based techniques were proposed in [26] to reduce the duplication of substruc-
tures in graph mining and to further improve the cost of mining. The comprehensive
frameworks such as single and multiple strategies were applied to the database for nor-
malizing the duplicate records at various granularities [27]. Further, a three-step approach
was proposed to detect duplicate records in incomplete and noisy data. The first step
was initially focused on similarity score finding, the second step was representing records
uniquely by grouping them, and the final step was the refinement of groups [28]. The
concept of preprocessing was discussed in predictive data mining to maintain the reliability
of the dataset [29]. The data deduplication technique for removing redundant data was
discussed and also compared data deduplication with data compression in [30]. Further,
the review of data reduction methods presented in [31] revealed that no method alone
would perform the desired data reduction on all 6V’s of big data. It was also provided
with the information that the data reduction was importantly based on volume and variety.
To do this, various architectures were discussed in [32] for delivering proficient functions
related to data management towards the effective processing of big data.

In summary, the abovementioned literature mainly shows works related to duplicate
identification in textual information, bad data detection, and deduplication of data when
such anomalies exist. However, these approaches are not sufficient for redundant data
anomaly analysis with respect to smart building energy datasets due to the presence of
two types of redundancy anomaly characteristics as described above. Hence, to address
the issue of detecting redundant data anomalies, this paper implements an analytical
enumeration for smart buildings’ energy consumption datasets. It involves a 4-phase
approach (phase-1: sub-dataset extraction, phase-2: quantification, phase-3: visualization,
and phase-4: analysis). Where, phase-1 prepares the original smart buildings’ energy
consumption dataset into a required format. It extracts the redundant records with the
same timestamps and represents them as a sub-dataset that is used for further analysis
in phase-2 to phase-4. Phase-2 quantifies the redundancies at the day/hour/min level
and finds minutes with no redundancies. Phase-3 visualizes the hourly distribution of
redundancies and min/sec-wise occurrence of readings. Phase-4 analyzes the types of
redundancies and their correlation at the hour/min level. As a whole, this enumeration
provides count, distribution, type, and correlation of the redundancies. The search process
continues till the end of the records and detects all types of redundant data anomalies
present in the energy consumption dataset, which is the major contribution of this paper.

The rest of the paper is structured as follows. Section 2 presents the description of
the considered real-time case study to implement the proposed analytical enumeration.
Section 3 presents the logical flow and detailed implementation of the analytical enumera-
tion. Section 4 presents the comprehensive simulation results and their inferences. Finally,
Section 5 concludes the findings of the paper in a consolidated and constructive way with
the observations made over various phases.
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2. Tracebase Dataset Case Study: From Darmstadt, a Smart City in Germany

The tracebase dataset that is available at [33] is one of the standard and widely used
public datasets that consists of energy consumption readings of smart buildings. This
dataset was captured during 2011–2013 and thoroughly explored [34–37]. It consists of
energy consumption readings of 43 appliances and 158 devices in the smart buildings of
the cities of Darmstadt, Germany, and Sydney, Australia. So, it is a huge and useful dataset
when compared with other datasets [36], which may consist of more hidden issues that
help the energy consumption-related research studies.

In this view, it is observed that many researchers have considered this dataset for con-
ducting various analyses on energy consumption data such as non-intrusive load monitoring
and anomalous behavior [3–5,38–41], energy consumption behavior and forecasting [42–44], en-
ergy disaggregation and load shedding [45–47], appliance identification [48], etc. However,
from this literature review, it is observed that no such analysis exists to detect various data
quality issues related to redundancy, which is the key point of focus in this paper.

Thus, this paper uses the energy consumption readings dataset collected from Darm-
stadt city for the analysis, which is a part of the tracebase dataset. This dataset consists
of three directories, viz., ‘complete’, ‘incomplete’, and ‘synthetic’. Among these three, the
‘complete’ directory is considered for the execution of the proposed analytical enumeration
as it consists of all readings of appliances. This directory includes several subdirectories
that represent various appliances used in smart buildings. Each subdirectory comprises a
list of “comma-separated values (CSV)” files representing the number of days on which
the appliance was connected. These files are named with a combination of the appliance
identifier and the date on which it is connected. The records in the CSV files are called
traces that represent the timestamps and corresponding energy consumption readings.
These traces are collected as one trace for each second. The collection of these traces usually
starts at midnight and ends at next-day midnight. The information of traces is stored on
a 24-h clock. The format of the trace is “Day/Month/Year Hour:Minute:Second; Read-
ing1; Reading2 (e.g., 26/01/2012 06:32:58;34;62)”. The readings represent active power
measurements of appliances connected to the advanced metering infrastructure [49]. As
these two readings are of the same nature, only Reading1 is considered in this paper for the
enumeration. Throughout this paper, the word “file” indicates the information of a day
given in terms of a table and the word “record” indicates a row in the given file.

The redundancy count is observed for all the appliances in January 2012 and is plotted
as shown in Figure 1, as it is observed that, January 2012 is having the connectivity of more
appliances compared to other months recorded in the dataset.
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From this plot, it is observed that the freezer appliance has the highest redundancy
count of 5060 when compared to the other appliances, which is shown with a red colored
bar. Hence, this appliance is considered in this paper for the enumeration as it can exhibit
more information regarding redundancies because of having more redundancy count.
The freezer dataset consists of CSV files corresponding to nine days (16 December 2011,
17 December 2011, and 20 January 2012 to 26 January 2012). All these are considered for
enumerating the redundancies in this paper.

3. Description and Implementation of the Proposed Analytical Enumeration

The objective of the proposed study is to enumerate the total number of redundancies
and their nature in smart building energy consumption data. The four phases of the
proposed analytical enumeration, viz., sub-dataset extraction, quantification, visualization,
and analysis are implemented as shown in the logical flow diagram given in Figure 2.
This figure also shows various tasks that are assumed for each of these phases. All these
tasks are achieved as per the implementation flow given in Figure 3. As described in
Section 2, from the entire dataset, the freezer appliance data files are considered a precise
case to implement the desired analytical enumeration. The entire study is implemented
and simulated through “R programming (developed by Ross Ihaka and Robert Gentleman
at the University of Auckland, New Zealand) and RStudio IDE (developed by RStudio, a
public-benefit corporation in Massachusetts, United States, founded by J. J. Allaire)”. The
following sections describe the detailed procedure of the implementation.
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3.1. Phase-1: Sub-Dataset Extraction

This phase extracts a properly prepared sub-dataset from the given complete freezer
data that is required for the desired enumeration. As stated in Section 2, usually, the datasets
that are captured from various smart meters have records in the form of “Day/Month/Year
Hour:Minute:Second;Reading”, i.e., a combination of heterogeneous attributes. So, the
direct usage of the original dataset makes the analysis complex, thus, it has to be prepared
properly for the analysis. Further, to perform the enumeration of redundant data anomalies,
the consideration of the entire original dataset for different visualizations and analyses
may increase the computational complexity. So, this phase provides the filtered data in
the form of a sub-dataset that is prepared as required and consists of the records that have
duplicated/redundant timestamps (occurred more than once). The entire process involved
in this phase is implemented in two steps as mentioned in Figure 3a which is described as
follows. This reduced sub-dataset is directly used to perform the next phases.

3.1.1. Step-1: Data Reading, Preparation, and Initialization

The data of the smart building’s energy consumption are pre-processed in this step.
To implement this, the freezer appliance data records are given as input for which the
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data preparation is done as follows. This appliance consists of CSV files available for nine
days. Each CSV file represents a day individually. The freezer appliance data records are
stored into “input_data [n]” with respect to the following rearrangement. All these records
are originally available in a single column format, which cannot be directly used for the
enumeration. Hence, it is required to split the single column into multiple columns by in-
troducing new columns namely REC_DATE, REC_HOUR, REC_MINUTE, REC_SECOND,
READING, where REC stands for RECORDED. Further, the data types of all these columns
are to be changed as required. Additionally, the required variables for executing the analyti-
cal enumeration corresponding to phase-1 shown in Figure 3a are described and initialized
as follows.

• “sno_records” represents the serial number of records “n” in the “input_data [n]”,
which starts with 1 (i.e., initialized as n = 1).

• “visited_records [n]” represents an array of records that are already visited in “in-
put_data [n]” during the search process. It is initialized to 0. Further, when the search
progresses, the records in “visited_records [n]” increase.

• “redundant_records [ ]” represents an array of redundant timestamped records that
are found during the search process. It is initialized to 0. It consists of only timestamps,
but, no readings are included in this array.

• “non_redundant_min” represents the count of the minutes with no redundancy in
“input_data [n]”. It is initialized to 0.
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3.1.2. Step-2: Extraction of Sub-Dataset

Extraction of a sub-dataset with all the redundant timestamped records (without the
READING column) from the original dataset (input_data [n]) is performed in this step. To
implement this, the process starts with the first record, which is assigned to “visited_records
[n]”. Now, the serial number of the record in “input_data [n]” is incremented. This current
record of “input_data [n]” is compared with the current record of “visited_records [n]. If
these two records are matched, they are appended and stored into “redundant_records [ ]”.
This indicates the existence of redundant records with the same timestamps. If these records
are not matched, then the process moves to the next record of the “input_data [n]” and it is
stored in “visited_records [n]”.

This way, the comparison of “visited_records [n]” and “input_data [n]” is continued
sequentially by incrementing “n” value (n = n++). This process continues till it reaches
the end of the records by checking (n ≤ nrow(input_data [n])) in the dataset. Finally, a
sub-dataset, “redundant_records [ ]” is extracted with all redundant records which have
duplicated/redundant timestamps (occurred more than once). This sub-dataset is directly
used to implement the next two phases, i.e., Quantification and Visualization. So, these
two phases are applied to the timestamp information, but, not to the reading information.
However, for phase-4, i.e., Analysis, the READING column is added to this sub-dataset.
The reason for this consideration is mentioned as follows.

If the search process for redundant records is performed by considering both times-
tamps and readings, only the records with the same timestamps and the same readings
will be fetched, and the records with the same timestamps and different readings will be
omitted. However, both these varieties are considered redundant records. That is, the
enumeration of redundancies will be incomplete as some of the records are ignored in
the search process. To address this issue, the proposed enumeration initially performs
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enumerating redundancies with respect to timestamps and then redundancies with respect
to readings.

3.2. Phase-2: Quantification

This phase provides the count of redundancies at the day level, hour level, and minute
level. Further, it computes the total number of minutes with no redundancy that is available
in the whole day considered. Initially, the count of redundancies occurring on all nine days
is identified. This provides quantification of the day-level redundancies, using which, a day
that contains a greater number of redundancies is identified. The day which has the highest
count of redundancies is used for the quantification of redundancies at the hour level,
using which; an hour that contains a greater number of redundancies is identified. Further,
quantification of redundancies at the minute level is performed for that hour which exhibits
the highest count of redundancies. Additionally, the overall count of minutes that are not
exhibiting any redundancy is also quantified for the same day. The entire process involved
in this phase is implemented as mentioned in Figure 3b and is described as follows.

• Quantification of day level redundancies: As mentioned in Section 3.1.1, the “re-
dundant_records [ ]” consists of all the records that are occurring more than once.
To quantify the exact count of redundancies in a day, it is required to count only
the unique records (i.e., one out of the same records available). So, the process
starts with separating the unique records from the “redundant_records [ ]” by us-
ing “unique(redundant_records [ ])” and storing them into “unique_records [ ]”.
The count of all the records available in “unique_records [ ]” gives the number
of redundancies that are available on that particular day. This is calculated using
“nrow(unique_records [ ])” and stored into “count_day”. The same process is repeated
for all days. İf, for any day, this count is equal to zero (i.e., count_day = = 0) indicating
that there are no redundancies found that day, thereby, the process is moved to the next
day. Further, the day-level redundancy count is plotted by using “plot(count_day)”.

• Quantification of hour level redundancies: For hour level quantification, the count of
all the records available in each hour (for(h in 0:23)) is computed by using
“nrow(unique_records [ ])” and stored into “count_hour”. İf, for an hour, this count is
equal to zero (i.e., count_hour = = 0) indicating that there are no redundancies found
in that hour, thereby, the process moved to the next hour. Further, the hour level
redundancy count is plotted by using “plot(count_hour)”.

• Quantification of minute level redundancies: For minute level quantification, the
count of all the records available in each minute (for(m in 0:59)) is computed by using
“nrow(unique_records [ ])” and stored into “count_min”. If, for any minute, this count
is equal to zero (i.e., count_min = = 0) indicates that there are no redundancies found
in that minute, thereby, the process moved to the next minute. Further, the minute
level redundancy count is plotted by using “plot(count_min)”.

• Quantification of minutes with no redundancies: The data capturing usually starts at
midnight and ends the next day at midnight by following the 24-h clock as discussed in
Section 2. There are 1440 min in 24-h. All these minutes may not contain redundancy.
So, it is necessary to quantify the number of minutes out of total minutes that do
not contain redundancy. This quantification provides an understanding of the level
of redundancies occurring in a day. In the abovementioned process of minute level
redundancies, if any minute is found having no redundancy count that information
is counted as “non_redundant_min”. Further, it is sequentially incremented using
“non_redundant_min = non_redundant_min + 1” when another minute with no redun-
dancy is found. This process is verified for all the minutes in a day. Finally, the overall
count indicated by “non_redundant_min” gives the count of the total number of
non-redundant minutes in a day and is plotted by using “plot(non_redundant_min)”.
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3.3. Phase-3: Visualization

This phase provides information on how the redundancies are distributed and oc-
curred in each hour by suitable visualizations. This helps to easily understand and represent
the level of redundancies that are present in a day/hour/minute. The detailed flow for the
proposed visualization is given in Figure 3c and is described as follows.

• The required variables for executing the analytical enumerations that are given in
phase-3 are described and initialized as,

1. “min” represents the minutes that are to be considered for visualizing the oc-
currence of redundancy at each minute. It starts from 0 and varies up to 59 in
an hour.

2. “sec” represents the seconds that are to be considered for visualizing the oc-
currence of redundancy at each second. It starts from 0 and varies up to 59 in
a minute.

• The actual occurrence of redundancies and their count in each hour (i.e., count_hour)
are visualized by applying “plot(count_hour, x = sec, y = min)”.

• Further, the visualization is extended to all minutes and all seconds for a better
understanding of the occurrence of energy consumption readings. The number of
redundant records “nrow(redundant_records [ ])” is calculated by considering the
extracted sub-dataset “redundant_records [ ]” and stored into “count_redundant”.
This calculation is done at all minutes (for(m in 0:59)) and all seconds (for(s in 0:59)) of
each hour (for(h in 0:23)), and are visualized by using “plot(count_redundant)”.

3.4. Phase-4: Analysis

The previous phases give the counts and distribution of redundancies in a day/hour/minute
based on the timestamp information. Those phases use the sub-dataset (redundant_records [ ])
which only consists of the timestamps information as mentioned in Section 3.1.2. Along
with this information, understanding the redundancy nature with respect to the readings is
also important, which is the major focusing point of this phase. Hence, this phase provides
information on types of redundancy in readings and their existence at the hour level and
minute level. Additionally, it also provides the correlation between these types at the hour
level and minute level. To achieve the desired analysis, it is required to have readings also
along with their corresponding timestamps. For this purpose, the “redundant_records [ ]”
have to be appended with readings (READING as mentioned in Section 3.1.1). Thus, a
new object named “all_readings [m]” is prepared using “append(redundant_records [ ],
READING)”. So, to carry out this proposed analysis of phase-4, the required variables as
shown in Figure 3d are described and initialized as follows.

• “sno_all_records” represents the serial number of records “m” in the “all_readings
[m]”, which starts with 1 (i.e., initialized as m = 1).

• “visited_all_records [m]” represents an array of records that are already visited in
“all_readings [m]” during the search process. It is initialized to 0.

• “same_readings [ ]” represents an array of redundant records with the same times-
tamps and same readings. It is initialized to 0.

The entire analysis of this phase is carried out in three steps, namely, (i). Count of
redundancy with the same timestamp and same readings (ii). Count of redundancy with
the same timestamp and different readings, and (iii). Correlation analysis of (i) and (ii).
These steps are explained as follows.

• Count of redundancy with the same timestamp and same readings: Extraction of the
redundant records with the same readings from “all_readings [m]” is performed in
this step. To implement this, the process starts with the first record, which is assigned
to “visited_all_records [m]. Now, the serial number of the record in “all_readings [m]”
is incremented. This current record in the “all_readings [m]” is compared with the
current record of “visited_all_records [m]. If these two records are matched, they are
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appended and stored into “same_readings [ ]”. This indicates the existence of redun-
dant records with the same readings. If these records are not matched, then the process
moves to the next record of the “all_readings [m]” and is stored in “visited_all_records
[m]”. This way, the comparison of “visited_all_records [m]” and “all_readings [m]” is
continued sequentially by incrementing “m” value (m = m++). This process continues
till it reaches the end of the records by checking (m ≤ nrow(all_readings [m])) in the
dataset. Finally, the redundant records with the same readings, “same_readings [ ]” is
extracted with all redundant records which have duplicated/redundant timestamps
and readings. As these records occur more than once, it is necessary to select the
unique records to identify the count of redundant records with the same readings
from them by using “unique(same_readings [ ])”. From this, the count of these unique
records is calculated by using “nrow(unique(same_readings [ ]))”. The information of
this count is stored in “same_readings_count”.

• Count of redundancy with the same timestamp and different readings: Extraction
of the redundant records with different readings is achieved by subtracting the
“same_readings [ ]” from “all_readings [m]” and stored into “different_readings [ ]”.
From this, the count of redundant records with different readings is calculated by
using “nrow(different_readings [ ])”. The information of this count is stored in “differ-
ent_readings_count”.

• Correlation analysis: To understand the parity of types of redundancies, a correla-
tion analysis is performed between the count of redundant records with the same
readings and the count of redundant records with different readings. This correla-
tion is established by drawing a plot between “same_readings_count” and “differ-
ent_readings_count” at each hour (for(h in 0:23)) and each minute (for(m in 0:59)).

4. Simulation Results and Discussion

To support the objective of this paper, the simulation results of the quantification phase
are presented in Section 4.1, the visualization phase is presented in Section 4.2, and the
analysis phase is presented in Section 4.3. Finally, Section 4.4 gives the validation of the
proposed approach by comparing it with the machine learning-based conventional random
forest approach. The outcomes of all these phases are explained as follows.

4.1. Results of Quantification Phase

This quantification phase is carried out to discuss four points, viz., quantification of
redundancies at the day level (discussed in Section 4.1.1), quantification of redundancies
at the hour level (discussed in Section 4.1.2), quantification of redundancies at the minute
level (discussed in Section 4.1.3), and quantification of minutes with no redundancy for the
day 26 January 2012 (discussed in Section 4.1.4) as explained follows.

4.1.1. Quantification of Redundancies at Day Level

The redundancies identified in the smart building energy consumption data at the day
level are plotted as shown in Figure 4. This figure indicates the density of redundancies
occurring at different instants in a day in the three-dimensional view (seconds on the x-axis,
minutes on the y-axis, and hours on the z-axis). The subplots of Figure 4 represent the re-
dundancy plots for all the days. These plots signify the high-level analysis of redundancies,
which becomes a basis for the low-level analysis presented in subsequent sections. From
these results, the count of redundancies is identified as follows.
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The redundancy count on 16 December 2011 is 925 as shown in Figure 4a, on 17 December 2011
is 459 as shown in Figure 4b, on 20 January 2012 is 4087 as shown in Figure 4c, on
21 January 2012 is 1849 as shown in Figure 4d, on 22 January 2012 is 1316 as shown in
Figure 4e, on 23 January 2012 is 678 as shown in Figure 4f, on 24 January 2012 is 89 as
shown in Figure 4g, on 25 January 2012 is 257 as shown in Figure 4h, on 26 January 2012
is 5060 as shown in Figure 4i. From these plots, it is observed that the count of redundan-
cies is high (5060) on 26 January 2012, which is considered the worst case and is low (89)
on 24 January 2012 which is considered as best case. Hence, the day 26 January 2012 is
considered for further analysis which can give a better perspective on redundancies.

4.1.2. Quantification of Redundancies at Hour Level

This section gives the count of redundancies identified at the hour level of a day as
shown in Figure 5. For this hour-level analysis, the day (i.e., 26 January 2012) which has
the highest redundancy count (5060) as discussed in Section 4.1.1 is considered. So, on this
particular day, the redundancy counts for all the hours (24 h are represented from 0 to 23)
are quantified. The obtained hour level redundancy counts are arranged in descending
order with respect to corresponding hours as shown in Figure 5. From this, the maximum
and minimum redundancy counts are observed as, 431 at Hour 3 and 162 at Hours 17 and
23, respectively, with an average redundancy count per hour is 211.
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4.1.3. Quantification of Redundancies at Minute Level

This section gives the count of redundancies identified at the minute level of an
hour as shown in Figure 6. For this minute-level analysis, Hour 3, which has the highest
redundancy count (431) as discussed in Section 4.1.2, is considered. So, in this particular
hour, the redundancy counts for all the minutes (from 0 to 59) are quantified. From this,
the maximum and minimum redundancy counts are observed as, 13 (which is shown with
a red colored bar) at minute 16 and 2 at minutes 48 and 54, respectively, with an average
redundancy count per minute is 7.
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4.1.4. Quantification of Minutes with No Redundancy

The redundancy counts of all the 1440 min (whole day) of 26 January 2012 are plotted
hour-wise as shown in Figure 7 to find the availability of minutes with no redundancy. For a
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better view, four hours are considered for each subplot as shown in Figure 7a–f. The bars in
these subplots represent the redundancy count in that corresponding minute. So, if no bar
is generated at a minute indicates zero redundancies in it. All such minutes are pointed out
with a red arrow mark for clear identification. From these plots, it is observed that Minute
32 of Hour 1 (Figure 7a), Minute 50 of Hour 5 and Minute 31 of Hour 7 (Figure 7b), minutes
5 and 17 of Hour 8 (Figure 7c), Minute 7 of Hour 12, Minute 0 of Hour 13, and Minute
23 of Hour 15 (Figure 7d), Minute 20 of Hour 18 and Minute 58 of Hour 19 (Figure 7e),
minutes 21, 41, and 52 of Hour 22, and Minute 32 of Hour 23 (Figure 7f) do not contain the
redundancy. So, from this quantification, it is found that only14 out of 1440 min do not
have redundancies. This adds weight to the importance of redundancy analysis for smart
buildings’ energy consumption data which have to be carefully visualized and addressed
to better improve analytics. So, further in-depth visualization and analysis are given in the
sections below.
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4.2. Results of Visualization Phase

This visualization is carried out in three steps. The results of redundant data that
occurred in each hour are given in Section 4.2.1 and the occurrence of energy consumption
readings in minutes/seconds-wise is given in Sections 4.2.2 and 4.2.3, respectively.

4.2.1. Visualizing the Distribution of Redundancies in Each Hour

The visualization of hour-level redundancy distribution is carried out for all hours
of the day 26 January 2012. For this, some of the hours (2, 3, 6, 11, 18, and 23) of the day
are considered and plotted as shown in Figure 8. These hours are selected based on their
peculiarity in redundancy occurrences when compared to other hours. This visualization
gives the mapping of redundancy occurrences with respect to the minutes and seconds of
a considered hour, i.e., exact instant information where the redundancy occurs. For this
purpose, the seconds’ information is plotted on the x-axis and the minutes’ information is
plotted on the y-axis. Along with the distribution of redundancies in an hour, the count
of redundancies also can be observed from these plots. The counts identified are 316 in
Hour 2 (Figure 8a), 431 in Hour 3 (Figure 8b), 368 in Hour 6 (Figure 8c), 168 in Hour 11
(Figure 8d), 169 in Hour 18 (Figure 8e), 162 in Hour 23 (Figure 8f).



Sustainability 2022, 14, 10842 14 of 24
Sustainability 2022, 14, x FOR PEER REVIEW  15  of  26 
 

   

(a)  (b) 

   

(c)  (d) 

   

(e)  (f) 

Figure 8. Illustration of the distribution of redundancies in each hour. (a) Redundancies occurring 

at Hour 2. (b) Redundancies occurring at Hour 3. (c) Redundancies occurring at Hour 6. (d) Redun‐

dancies occurring at Hour 11. (e) Redundancies occurring at Hour 18. (f) Redundancies occurring 

at Hour 23. 

4.2.2. Visualizing the Occurrence of Energy Consumption Reading in All Minutes 

To understand the existence of redundancies with respect to all minutes of an hour, 

the minute‐wise occurrence of  energy  consumption  readings  in Hour  22  is plotted  as 

shown in Figure 9. This analysis is performed at all hours of the day 26 January 2012. 

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 2 = 316

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 3 = 431

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 6 = 368

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 11 = 168

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 18 = 169

0

5

10

15

20

25

30

35

40

45

50

55

60

0 5 10 15 20 25 30 35 40 45 50 55 60
Seconds

M
in

u
te

s

  Total Count of Redundancies in Hour 23 = 162

Figure 8. Illustration of the distribution of redundancies in each hour. (a) Redundancies occur-
ring at Hour 2. (b) Redundancies occurring at Hour 3. (c) Redundancies occurring at Hour 6.
(d) Redundancies occurring at Hour 11. (e) Redundancies occurring at Hour 18. (f) Redundancies
occurring at Hour 23.

4.2.2. Visualizing the Occurrence of Energy Consumption Reading in All Minutes

To understand the existence of redundancies with respect to all minutes of an hour, the
minute-wise occurrence of energy consumption readings in Hour 22 is plotted as shown in
Figure 9. This analysis is performed at all hours of the day 26 January 2012.
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Figure 9. Depiction of the occurrence of energy consumption readings in all minutes of Hour 22.

However, the case of Hour 22 is shown in this section as this hour has a mix of minutes
with no redundancy and redundancies, which gives a better understanding compared to
other hours. In Figure 9, the seconds of a minute in the considered hour are taken on the
x-axis and the number of occurrences of an energy consumption reading is taken on the
y-axis. In this plot, if the occurrence of energy consumption reading is greater than ‘1’,
then it indicates a redundant reading at that particular second of the minute. Therefore,
from Figure 9, it can be observed that, except for minutes 21, 41, and 52, the plots of all the
other minutes possess some fluctuation. Hence, 57 min out of 60 min of Hour 22 are having
redundant readings.

4.2.3. Visualizing the Occurrence of Energy Consumption Reading in All Seconds

The occurrence of energy consumption readings at all seconds of some particular
minutes is plotted as shown in Figure 10. This visualization is carried out on all minutes
of all hours. To show all the possibilities, the plots of Minute 32 of Hour 23, Minute 9 of
Hour 2, Minute 36 of Hour 3, Minute 50 of Hour 6, Minute 19 of Hour 11, and Minute 5
of Hour 18 are given. Here in this figure, green colored bar indicates 1 occurrence, orange
colored bar indicates 2 occurrences, pink colored bar indicates 3 occurrences, blue colored
bar indicates 4 occurrences, and red colored bar indicates 5 occurrences of the energy
consumption reading at a particular second. The observations from these plots are analyzed
as explained below.
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Figure 10. Occurrence of energy consumption readings at all seconds of various minutes.

From the minute 32 plot, it is observed that there is only 1 occurrence of energy
consumption reading at each second, which indicates no redundancy. From the minute
9 plot, it is observed that there is redundancy with 2 occurrences of energy consumption
reading at 38th second. From the minute 36 plot, redundancy with 2 occurrences (at seconds
0, 2, 6, 9, 15, 45, 47, 52, 57) and 4 occurrences (at second 21) of energy consumption reading
is found. From the minute 50 plot, redundancy with 2 occurrences (at seconds 0, 2, 4, 11,
20, 21, 24, 35, 36, 38, 40, 41, 42, 43, 49, 57, 59) and 3 occurrences (at seconds 5, 32, 47, 51) of
energy consumption reading is found.

From the minute 19 plot, it is observed that there is redundancy with 2 occurrences of
energy consumption reading at seconds 8, 26, 28, 38, 43, and 50. From the Minute 5 plot,
redundancy with 2 occurrences (at seconds 5, 9, 17, 31, 34, 38, 46, 57), 3 occurrences (at
second 49), and 5 occurrences (at second 58) of energy consumption reading are found.
Hence, from this visualization, it is realized that the redundancy of energy consumption
reading at a particular second has been identified mostly with 2 occurrences, moderately
with 3 occurrences, and very few with 4 and 5 occurrences.

Additionally, this visualization provides information on missing traces. In line with
this, from Figure 10, it is observed that there are no traces of energy consumption reading
found at seconds 5, 25, 37 of Minute 32, seconds 28, 43, 49 of Minute 9, seconds 1, 29, 34,
49 of Minute 36, seconds 7, 10, 16, 19, 22, 29, 31, 37, 45 of Minute 50, seconds 18, 27, 52 of
Minute 19, seconds 6, 29, 45, 47, 51, 55, 56 of Minute 5. Thus, this analysis unveiled another
interesting anomaly of missing traces in smart building energy consumption data.
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4.3. Results of Analysis Phase

This visualization is carried out in three steps. The results of the analysis phase
produce the result on the types of redundancies (discussed in Section 4.3.1), and the
correlation between types of redundancies at the hour level and minute level (discussed in
Section 4.3.2).

4.3.1. Analysis of Types of Redundancies

The types of redundancies are expressed as shown in Figure 11, from which, it can
be observed that there are two types of redundancies existing in the energy consumption
data. The first type of redundancy is “redundancy with same readings”. It can be observed
from the upper table of Figure 11, that the READING contains the same readings 164 and
164 at the same timestamp Hour 3 Minute 33 Second 7. The second type of redundancy
is “redundancy with different readings”. It can be observed from the lower table of
Figure 11, that the READING contains two different readings 171 and 173 at the same
timestamp, i.e., Hour 3 Minute 31 Second 24. To further study the number of such types of
redundancies that exist in a day, a correlation analysis is executed in Section 4.3.2.
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Figure 11. Types of redundancies identified in the energy consumption data.

4.3.2. Correlation between Types of Redundancies at Hour and Minute Levels

The correlation between the identified two types of redundancies is plotted at the
hour level in Figure 12a and at the minute level through Figure 12b–f. For the hour-level
analysis, the 24 h (represented as 0 to 23) of a day are taken on the x-axis and the number
of redundant traces is taken on the y-axis. Similarly, for minute level analysis, minutes of
an hour are taken on the x-axis and the number of redundant traces is taken on the y-axis.

To see the correlation of types of redundancies for the whole day of 26 January 2012,
Figure 12a is plotted. From this, it is observed that, out of the total count of redundancies
(5060), the count of redundancies with different readings is found to be 3607 and the
count of redundancies with the same readings is found to be 1453. Further, it is observed
that Hour 3 possesses more redundancies with different readings (247) than the same
readings (184) and Hour 6 possesses more redundancies with the same readings (189) than
different readings (179). Additionally, this day exhibits an average count of redundancies
with different readings as 150 per hour and an average count of redundancies with the
same readings as 61 per hour. Similarly, the minute level correlation analysis of types of
redundancies is discussed as follows.

• It is evident from Figure 12b that the total count of redundancies observed in Hour 2
is 316, out of which, the count of redundancies with different readings is 198 and the
count of same readings is 118. Here, some minutes (1, 6, 8 to 11, 13, 15, 16, 18 to 20,
22 to 24, 27, 29, 30, 42, 58) possess only the redundancies with different readings and
all other minutes possess the redundancies of both the types. As a whole in Hour 2,
the count of highest redundancies is observed at Minute 57 and the count of lowest
redundancies is observed at Minute 9.

• It is evident from Figure 12c that the total count of redundancies observed in Hour
3 is 431, out of which, the count of redundancies with different readings is 247 and
those with the same readings is 184. Here, some minutes (44, 48, 49, 55) possess
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only the redundancies with different readings, some minutes (1, 32) possess only the
redundancies with the same readings, and all other minutes possess the redundancies
of both types. As a whole in Hour 3, the count of highest redundancies is observed at
Minute 16 and the count of lowest redundancies is observed at minutes 48 and 54.
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Figure 12. Correlation between the types of redundancies at the hour and minute levels. (a) Correla-
tion between types of redundancies at all Hours. (b) Correlation between types of redundancies at
Hour 2. (c) Correlation between types of redundancies at Hour 3. (d) Correlation between types of
redundancies at Hour 6. (e) Correlation between types of redundancies at Hour 8. (f) Correlation
between types of redundancies at Hour 15.

• It is evident from Figure 12d that the total count of redundancies observed in Hour 6
is 368, out of which, the count of redundancies with different readings is 179 and those
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with the same readings is 189. Here, some minutes (2 to 5, 7, 8, 10, 14, 15, 19, 23, 35, 41)
possess only the redundancies with different readings and all other minutes possess
the redundancies of both types. Overall, in Hour 6 the count of highest redundancies
is observed at Minute 51 and lowest redundancies is observed at Minute 10.

• It is evident from Figure 12e that the total count of redundancies observed in Hour 8
is 180, out of which, the count of redundancies with different readings is 150 and with
the same readings the count is 30. Here, some minutes (0, 1, 3, 4, 6, 9 to13, 18 to 22, 26
to 29, 31, 33 to 35, 37, 39, 47 to 50, 52, 53, 57, 58, 59) possess only the redundancies with
different readings and all other minutes possess the redundancies of both the types
except minutes 5 and 17. As a whole in Hour 8, the count of highest redundancies
is observed at Minute 24 and the count of lowest redundancies (zero) is observed at
minutes 5 and 17.

• It is evident from Figure 12f that the total count of redundancies observed in Hour 15
is 195, out of which, the count of redundancies with different readings is 131 and the
same readings are 64. Here, some minutes (4, 6, 10, 15 to 17, 20, 21, 24 to 27, 31, 32, 34,
35, 38, 39, 43 to 46, 52, 53) possess only redundancies with different readings, some
minutes (11, 54, 58) possess only the redundancies with same readings and all other
minutes possess the redundancies of both the types except minute 23. As a whole in
Hour 15, the count of highest redundancies is observed at minutes (1, 2) and the count
of lowest redundancies (zero) is observed at minute 23.

4.4. Rationale of the Proposed Analytical Enumeration

To validate the usefulness of the proposed analytical enumeration of redundant data
anomalies, this section provides a comparison of the proposed approach with a conven-
tional machine learning-based classification approach (named, “random forest”). For this
comparison, two test cases are considered, (i) the clean dataset (without redundant energy
consumption records) and (ii) the dataset with redundant energy consumption records, as
explained in the following subsections.

4.4.1. Test Case-1: Dataset without Redundant Energy Consumption Records

In this case, the conventional and proposed approaches are implemented on a cleaned
dataset that is obtained by removing all the identified redundant data records. This clean
dataset consists of 78,620 unique records. For the understanding purpose, the confusion
matrices are prepared for the results obtained in the case of conventional and proposed
approaches as shown in Figure 13. This shows the parity of the existence of redundant
and non-redundant records. From these simulations, it is observed that the conventional
random forest approach and the proposed analytical enumeration have precisely classi-
fied all these 78,620 records as non-redundant. Therefore, from these observations, it is
concluded that both conventional and proposed approaches have achieved the same and
correct performance when the dataset is clean.
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Figure 13. Comparison of results obtained with conventional and proposed approaches using dataset
without redundant energy consumption records.

4.4.2. Test Case-2: Dataset with Redundant Energy Consumption Records

In this case, the conventional and proposed approaches are implemented on the
original dataset (i.e., the dataset with the redundant data records). This dataset consists of
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87,398 records. The confusion matrices are prepared for the results obtained in the case of
conventional and proposed approaches as shown in Figure 14.
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Figure 14. Comparison of results obtained with conventional and proposed approaches using the
dataset with redundant energy consumption records.

From these simulations, it is observed that the conventional random forest approach
has classified 32,117 records as non-redundant and 5957 records as redundant. However,
49,324 records (4231 + 45,093) do not belong to either redundant or non-redundant, as
shown in Figure 14a, which remain ambiguous records. On the other hand, the proposed
analytical enumeration has classified 77,210 records as non-redundant and 10,188 records as
redundant, where there are no ambiguous records, as shown in Figure 14b. Thus, the con-
ventional approach cannot classify all the records perfectly, whereas, the proposed approach
can successfully classify all the records as either redundant or non-redundant records.

Further, the analysis is carried out on the identified redundant records to classify
them under the categories “redundant record with the same timestamp and same reading”
or “redundant record with the same timestamp and different reading”. In this case, the
conventional approach leads to the computation of 1845 ambiguous records along with
4094 redundant records with different readings and 18 redundant records with the same
readings as shown in Figure 15. However, in the case of the proposed approach, these are
precisely classified as 7252 redundant records with different readings and 2936 redundant
records with the same readings without leaving any ambiguous records.
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Figure 15. Summary of quantities computed with conventional and proposed approaches using the
dataset with redundant energy consumption records.

Therefore, from these observations, it is evident that the proposed approach has
successfully enumerated the number of redundancies and types of redundancies simply
and precisely when compared to the conventional approach.

5. Conclusions

Having redundant data anomalies leads to inconsistency in the energy consumption
details and also increases the overall size of the database captured, thereby leading to
inaccurate analytics. Hence, this paper implements an analytical approach based on
enumeration to identify all possible redundant data anomalies in the smart building energy
consumption data. The salient observations made from the implementation of the proposed
study for enumerating redundancies are consolidated as follows.

Observations from the quantification phase:



Sustainability 2022, 14, 10842 21 of 24

• From the day level quantification shown in Figure 4, the highest count of redundancies
is observed as ‘5060’ on 26 January 2012, and the lowest count of redundancies is
observed as ‘89’ on 24 January 2012, respectively.

• From the hour level quantification shown in Figure 5, the highest count of redundan-
cies is observed as ‘431’ at Hour 3, and the lowest count of redundancies is observed
as ’162’ at Hours 17 and 23. Further, the average count of redundancies is computed
when the hour level is 211.

• From the minute level quantification shown in Figure 6, the highest count of redundan-
cies is observed as ‘13’ at minute 16 and the lowest count of redundancies is observed
as ‘2’ at minutes 48 and 54. Further, the average count of redundancies computed at
the minute level is 7.

• From Figure 7, on 26 January 2012, it is understood that there are only 14 min out
of 1440 where there are no redundancies found. This means that almost 99% of the
minutes in the day possess some kind of redundancy. Thus, this shows the importance
of finding all the possible redundant data anomalies, which helps to take necessary
measures to enhance the quality of data.

Observations from the visualization phase:

• It is observed that the redundancies in energy consumption readings were recorded
mostly with 2 occurrences, moderately with 3 occurrences, and very few with 4 and
5 occurrences.

• Through this visualization, along with the redundant reading anomaly, it is also
observed that the energy consumption readings are missed at some seconds as given
in Figure 10. This is another type of anomaly detected which may cause inconsistency
in the data analysis.

Observations from the analysis phase:

• From Figures 11 and 12, it is understood that there are two types of redundancies
existing in the energy consumption data, viz., ‘redundancy with same readings’ and
‘redundancy with different readings. Further, it is identified that the maximum count
of redundancies with the same readings is 1453 and the redundancies with different
readings are 3607 on the considered day.

Hence, the proposed redundancy anomaly study in this paper successfully enumer-
ated all the possible redundant data anomalies in the considered smart buildings’ energy
consumption data. This helps in the process of data cleaning, which is typically required
to perform accurate analytics, thus take better decisions for energy management in smart
buildings. Additionally, the outcome of this analysis helps as a ready reference to suspect
the live data in a smart home/building/grid environment for better data analysis. The
method and analysis presented in this paper can be used for any similar application. This
supports one of the key objectives of “United Nations Sustainable Development Goals (UN
SDGs)—SDG 7: Energy” in producing a quality database for various customer services and
energy sustainability.

5.1. Implications of the Findings

As discussed, the major findings of this paper are an enumeration of two types of
redundancies, namely “redundant energy consumption records with the same timestamp
and same reading” and “redundant energy consumption records with the same timestamp
and different readings”. The possible theoretical causes and implications of these findings
in real-time are given as follows.

• The implication of finding redundant energy consumption records with the same
timestamp and same reading:

In energy metering infrastructure, it is desired to have robust and timely communi-
cation between smart meters (transmitters) and the data aggregator (receiver). Usually,
whenever a packet is sent from the transmitter, the aggregator receives it at the same
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timestamp and acknowledges this back to the transmitter. However, any congestion in
the network due to latencies or communication network failures creates communication
interruptions between the transmitter and the receiver, where the receiver is looking for
the packet, but the transmitter is unable to send the packet. In such cases, the receiver may
reconsider the previously published data for the current timestamp, which leads to the
said redundancy.

• The implication of finding redundant energy consumption records with the same
timestamp and different readings:

Usually, the smart meters are desired to capture and send the data at specific intervals
of time. However, the issues such as meter malfunctioning or glitches, energy thefts,
cyber-attacks, etc., lead to inappropriate or multiple data capturing at the same time
intervals. This leads to the redundant readings at the same time instants, thus creating the
said redundancy.

5.2. Limitation

This research work is designed in view of the smart building/home/grid data as the
targeted application. So, the proposed analytical approach can be exclusively applied to
numerical data.

5.3. Future Scope

• Statistical analysis can be done using the two databases, one including the redundan-
cies and the second one with cleaned redundancies, to understand the real impact on
the analytics due to these redundancies.

• Before applying this proposed approach, it is better to handle all the missing data for
better redundancy analysis. So, the addition of missing data imputation as a pre-step
to redundancy analysis can be considered one potential future work.

• Machine learning (ML) techniques are already proven effective and widely used in
various applications [50,51] which can yield precise results and analysis by using fast
and efficient data-driven models/algorithms. However, the complexity of the ML
logics became a key constraint in their implementation. Thus, the application of ML
techniques with simplified logics for the analysis of energy consumption data can be
considered a subject of potential future work. Here, ML techniques can be used for the
investigation of a large dataset automatically and address data quality issues. Further,
ML can be used for real-time data prediction without any human effort.

• Application of multi-layer feature selection processes [52] can be considered as poten-
tial future research on energy consumption datasets for extracting key features to do
the user-defined analysis.
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