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Abstract: Predictive maintenance based on performance degradation is a crucial way to reduce
maintenance costs and potential failures in modern complex engineering systems. Reliable remaining
useful life (RUL) prediction is the main criterion for decision-making in predictive maintenance.
Conventional model-based methods and data-driven approaches often fail to achieve an accurate
prediction result using a single model for a complex system featuring multiple components and
operational conditions, as the degradation pattern is usually nonlinear and time-varying. This paper
proposes a novel multi-scale RUL prediction approach adopting the Long Short-Term Memory (LSTM)
neural network. In the feature engineering phase, Pearson’s correlation coefficient is applied to extract
the representative features, and an operation-based data normalisation approach is presented to deal
with the cases where multiple degradation patterns are concealed in the sensor data. Then, a three-
stage RUL target function is proposed, which segments the degradation process of the system into
the non-degradation stage, the transition stage, and the linear degradation stage. The classification of
these three stages is regarded as the small-scale RUL prediction, and it is achieved through processing
sensor signals after the feature engineering using a novel LSTM-based binary classification algorithm
combined with a correlation method. After that, a specific LSTM-based predictive model is built for
the last two stages to produce a large-scale RUL prediction. The proposed approach is validated by
comparing it with several state-of-the-art techniques based on the widely used C-MAPSS dataset. A
significant improvement is achieved in RUL prediction performance in most subsets. For instance,
a 40% reduction is achieved in Root Mean Square Error over the best existing method in subset
FD001. Another contribution of the multi-scale RUL prediction approach is that it offers more degree
of flexibility of prediction in the maintenance strategy depending on data availability and which
degradation stage the system is in.

Keywords: classification; C-MAPSS; feature engineering; RNN; RUL target function

1. Introduction

Predictive maintenance (PdM) has become the most promising maintenance strategy
in Industry 4.0 [1], which can significantly reduce maintenance costs and ensure critical
components’ reliability and safety [2]. Remaining useful life (RUL) prediction of engineer-
ing components and systems is one of the essential tasks in PdM. RUL prediction generally
refers to the study of predicting the specific time length from the current time to the end
of the useful life of an asset or system [3]. It is a critical step to minimise catastrophic
failures, and it has become an important measurement to achieve the ultimate goal of
zero-downtime performance in industrial systems [4].

Approaches for RUL prediction can be catalogued into model-based, data-driven, and
hybrid methods. Model-based approaches, also called physics-based approaches, evaluate
the health condition of a system by building mathematical models based on the failure
mechanisms or the first principle of damage [5,6]. The complex and noisy working condi-
tions often impede the construction of a physical model; cooperating in the model is usually
tricky [6]. Meanwhile, it is often difficult to determine the parameters of the physical model.
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In data-driven approaches, RUL is computed through statistical and probabilistic methods
by utilising historical information and routinely monitored data of the system [6]. With the
presence of multivariate time sequence signals derived from parallel measurement of hun-
dreds of process variables with various sensors, the application of many machine learning
(ML) models for RUL prediction has significantly been promoted [7]. Hybrid approaches,
combining model-based and data-driven approaches, aim to leverage the advantages of
both categories. Deep learning (DL), a subset of data-driven approaches attracting signifi-
cant investigations in the last few years in RUL prediction, can extract multilevel features
from data [8]. As an end-to-end ML method, DL algorithms can automatically process
the original signal, identify discriminative and trend features in the input data layer by
layer, and improve generalisation performance [9]. Because of its strength in self-learning
features, DL has already achieved great success in the manufacturing industry [10].

An inherent challenge for predicting the RUL of a system is to determine the desired
output value for each input data point. Without an accurate physics-based model, it is
impossible to accurately identify the system health status at each time step in real-world
applications [10]. Generally, there are two solutions to this problem. One is to simply
assign the desired output as the actual time left before functional failure, and another is to
derive the desired output values based on a suitable degradation model. We would like
to discuss this challenge based on NASA’s Commercial Modular Aero-Propulsion System
Simulation (C-MAPSS) dataset as one of the most popular multivariate benchmark datasets
for evaluating predictive DL algorithms. For C-MAPSS, a piece-wise linear degradation
model has been proposed [11]. This model assumes that the degradation of the system
typically only begins after a certain degree of usage. The threshold value is determined
based on the observations, and its numerical value differs for each dataset. Since then, this
model has been adopted by most of the related research.

It should be noted that the threshold value achieved in this paper is 130 based on the
first subset (FD001). However, the application of this threshold value has been extended
to other subsets (FD00x) in plenty of later research without sufficient justification. Yuan
et al. [12] proposed a novel dynamic differential technology that extracts inter-frame in-
formation, promoting cognition about the model degradation process. A support vector
machine (SVM) is used as an anomaly detector to identify where the system starts de-
grading, while SVM tends to overfit because the involved kernel and penalty parameters
need to be determined [13]. An RUL prediction approach based on degradation pattern
learning using a back-propagation neural network [14]. A piece-wise linear distribution
function promotes a proportion of the tail samples with a threshold of 120. Ahmed et al. [15]
designed a new LSTM architecture that uses the sensor readings to estimate the system’s
health, which is then mapped to the target RUL. It is claimed that the proposed method
requires no assumptions about the degradation function patterns or the point at which the
degradation starts. A Denoising Online Sequential Extreme Learning Machine with Double
Dynamic Forgetting Factors (DDFF) and Updated Selection Strategy (USS) is proposed by
Berghout et al. [16]. The Online Sequential Extreme Learning Machine (OS-ELM) is used
to fit the non-accumulative linear degradation function of the engine to address dynamic
programming by tracking the new coming data and gradually forgetting the old ones
based on DDFF. The piece-wise linear function is used as the RUL target function, and the
threshold is 130. Chen et al. [17] presented a Gated Recurrent Unit (GRU) based neural
network that has also been used to extract and learn the nonlinear degradation patterns in
the dataset, where the linear function is used as the RUL target function. An unsupervised
pre-trained model for turbofan RUL prediction is proposed by Listou Ellefsen et al. [4]. This
approach utilised an unsupervised and semi-supervised method to train a model to extract
the features and then use the Genetic Algorithm (GA) to determine the threshold value. Shi
& Chehade [4] proposed a dual LSTM with changing detection capability. A health index
construction function is utilised to help detect change points in sensor measurements and
determine the threshold value. A causal augmented convolution network (CaConvNet)
has been presented by Ayodeji et al. [7]. The network is further optimised with a dynamic
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hyperparameter search algorithm to reduce uncertainties and minimise manual selection.
A piece-wise linear function and a threshold value of 130 are adopted. Shi and Chehade
proposed a dual-LSTM framework [18] that combines change point detection and RUL
prediction. They adopted the piece-wise RUL target function but assumed the threshold
value to be the midpoint of the degradation process for every engine. Li et al. [19] proposed
a GRU-based high-level feature fusion block to replace the traditional fully connected
layer and introduced a novel activation function Mish to perform the RUL prediction of
aero-engine. They also used the piece-wise linear function, with a fixed threshold of 120
for all four subsets [20]. Zhang et al. [21] used the piece-wise linear function with a novel
approach to identify the threshold [19]. The thresholds for all engines are different and
determined using a health status assessment evaluated by a bidirectional gated recurrent
unit (BiGRU) and multi-gate mixture-of-experts (MMoE).

It should be noted that most of the previous research adopted a nonlinear RUL target
function except in which the degradation process of the system is assumed to be linear with
usage [16]. The widely used piece-wise linear RUL target function with a fixing threshold
of 130 accepts the degradation process of a system transitions directly from a plateau to a
linear decline, and the yielding point is located at the RUL of 130. In a real-life application,
once the yielding point is reached, the system’s degradation speed will accelerate until the
failure occurs. The maintenance strategy should be based on the degradation rate. Most
of the solutions are to predict the RUL directly using the whole past data. However, the
prediction accuracy varies from engine to engine due to the inconsistent volumes of data
collected from different engines and different initial conditions. Therefore, the prediction
performance can be unreliable for some engines.

This paper proposes a multi-scale RUL prediction solution using LSTM with a novel
RUL target function. The new RUL target function includes a transition stage between
the non-degradation and linear degradation stages, aiming to better represent the engine
system’s degradation process. The multi-scale prediction solution consists of a small-scale
RUL prediction, where the system’s condition is classified into these three stages, and a
large-scale RUL prediction, which refers to the prediction of the RUL value for the last
two stages. Besides the higher RUL prediction accuracy, the proposed approach also
aims to provide more flexibility in the maintenance strategy with this multi-scale RUL
prediction solution. For instance, based on the small-scale RUL prediction, maintenance
can be arranged when the engine system steps into the linear degradation stage. Or, based
on the large-scale RUL prediction, maintenance can be arranged when the prediction value
is lower than a certain threshold.

Four main contributions are presented in this paper in order to predict the RUL:

(1) Extracting the valuable features by using Pearson’s correlation coefficient. Pearson’s
correlation coefficient is used to find the correlation between the signals from sensors
and the output RUL, as well as the correlation between the signals from sensors.

(2) Adopting the operation-based normalisation approach. An operation-based normali-
sation is proposed for the engine system working under multiple operation conditions
to reveal the actual degradation patterns concealed in the sensor data.

(3) Proposing a new RUL target function for the training process. To define an approxi-
mation of the actual RUL, we assume the degradation process of the engine system
goes through a constant stage, a transition stage and a linear degradation stage. The
turning points of these three stages differ from engine to engine because of the differ-
ent initial, operating and fault conditions. This paper proposes a correlation-based
method to detect these turning points.

(4) Proposing a multi-scale RUL prediction solution using LSTM. An LSTM-based classi-
fication model is used to sort each input data point into the three stages defined in
the new RUL target function as the small-scale RUL prediction. Then, the data in the
transition and linear degradation stage is fed into another LSTM-based regression
model to achieve the large-scale RUL prediction.
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The paper is structured as follows: Section 2 describes the C-MAPSS datasets. Section 3
introduces the proposed multi-scale RUL prediction approach. Section 4 reports the perfor-
mance of the proposed method and the comparison with the state-of-the-art techniques for
RUL prediction, and the conclusion is given in Section 5.

2. Dataset Description

NASA’s C-MAPSS project is a high-fidelity computer model that models the dam-
age propagation of aircraft gas turbine engines [18]. Figure 1 shows the diagram of the
simulated run-to-failure trajectories of a small fleet of turbofan engines with the main
elements. The simulated engine is a tow spool turbofan engine with a high level of thrust
of up to 400,340 N, which operates under operating conditions ranging from sea level to
12,192 (m) of altitude and ambient temperature varying from −51 to 39 ◦C [22]. The air
is introduced into the low-pressure compressor (LPC) through the fan at first in this type
of engine. Then, it travels through the high-pressure compressor (HPC) and is heated
in the combustor. In the combustor, the compressed air is mixed with fuel and ignited.
The fuel combustion provides enough thrust to drive both low-pressure turbines (LPT)
and high-pressure turbines (HPT) [16]. A more in-depth explanation can be found in the
C-MAPSS User’s Guide [23].
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Retrieved data from C-MAPSS software is provided for the public as a benchmark
for research on RUL prediction for aircraft engines [18]. The dataset consists of 4 subsets,
and each subset has different numbers of engines with varied operational cycles. In
this dataset, engine profiles were simulated with different initial degradation conditions.
The maintenance was not considered during the simulation. The dataset includes one
training set and one testing set for each engine, which contains a multivariate time series
of 26 features (engine number, time cycles, three operating condition measurements and
21 sensor measurements). The objective is to predict the RUL of each engine based on
the given sensor measurements. The information on the four subsets is listed in Table 1.
Specifically, FD001 refers to the engine failure arising from the high-pressure compressor
under a single operating condition. FD002 refers to the engine failure from the high-pressure
compressor under six operation conditions. FD003 refers to the engine failure from the
high-pressure compressor and the fan under a single operating condition. FD004 refers
to the engine failure from the high-pressure compressor and the fan under six operation
conditions. In this study, FD001 was primarily used to demonstrate the proposed solution
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because the data volume is relatively small to achieve time efficiency. The other three
datasets were also tested to validate this method.

Table 1. C-MAPSS dataset.

Dataset FD001 FD002 FD003 FD004

Number of engines for training 100 260 100 249
Number of engines for testing 100 259 100 248

Operating conditions single multiple single multiple
Fault conditions compressor compressor compressor & fan compressor & fan

The employed dataset comprises information relating to 100 different turbines with
a total number of observations varying from 128 to 362. The descriptive statistics of the
response and the predictor variables are summarised in Table 2. The location of each sensor
is illustrated in Figure 2.

Table 2. Descriptive statistics of all the variables of dataset FD001.

Index Symbol Input Variables Mean Standard Deviation

1 ID Engine ID
2 T Time cycle 108.81 68.88
3 OP1 Operation condition 1 −8.9 × 10−6 0.003
4 OP2 Operation condition 2 2.4 × 10−6 0.003
5 OP3 Operation condition 3 100.00 10−6

6 T2 Total temperature at fan inlet (◦R) 518.67 0
7 T24 Total temperature at LPC outlet (◦R) 642.68 0.5
8 T30 Total temperature at HPC outlet (◦R) 1590.52 6.1
9 T50 Total temperature at LPT outlet (◦R) 1408.93 9
10 P2 Pressure at fan inlet (psia) 14.62 3.39 × 10−6

11 P15 Total pressure in bypass-duct (psia) 21.61 0.001
12 P30 Total pressure at HPC outlet (psia) 553.37 0.89
13 Nf Physical fan speed (rpm) 2388.10 0.07
14 Nc Physical core speed (rpm) 9065.24 22.08
15 Epr Engine pressure ratio (P50/P2) 1.30 4.66 × 10−13

16 Ps30 Static pressure at HPC outlet (psia) 47.54 0.27
17 Phi Ratio of fuel flow to Ps30 (pps/psi) 521.41 0.74
18 NRf Corrected fan speed (rpm) 2388.10 0.72
19 NRc Corrected core speed (rpm) 8143.75 19.08
20 BPR Bypass ratio 8.44 0.04
21 farB Burner fuel–air ratio 0.03 1.56 × 10−14

22 htBleed Bleed enthalpy 393.21 1.55
23 Nf_dmd Demanded fan speed (rpm) 2388.00 0
24 PCNfR_dmd Demanded corrected fan speed (rpm) 100.00 0
25 W31 HPT coolant bleed (lbm/s) 38.82 0.18
26 W32 LPT coolant bleed (lbm/s) 23.28 0.11

Since Root Mean Square Error (RMSE) is the most widely used indicator in residual
life prediction [24]. It was used to evaluate the performance of the trained neural networks
in this case study. The mathematical expression is:

RMSE =

√
1
n

n

∑
i=1

(ŷi − yi)
2 (1)

where n is the total number of actual RUL targets in the related testing dataset and yi refers
to the true RUL and ŷi refers to the predicted RUL at the time cycle i.
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3. Methodology

The proposed scheme of multi-scale RUL prediction is shown in Figure 3b. At first,
the feature selection method is used to refine the number of input variables to reduce
the computational cost of modelling and improve the model’s prediction performance by
reducing interference from noise. Then, a proposed operation condition-based stabilisation
technique is applied to the selected variables to stabilise the model’s training dynamics.
After that, based on the assumption that the degradation process of the system includes
three stages, a correlation-based method is proposed to estimate the two thresholds that
can divide the original training set into three parts. An LSTM-based 3-stage classification
model is then established to automatically determine the degradation stage for each cycle
time based on the selected inputs only, which acts as a small-scale RUL prediction. Finally,
another LSTM-based model for the last two stages is performed to predict the large-scale
RUL. Each step will be explained in more detail.
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Figure 3. The flowchart of the proposed multi-scale RUL prediction: (a) the process of the 3-stage
classification (small-scale RUL prediction), (b) the overall framework of multi-scale RUL prediction,
and (c) the process of the large-scale RUL prediction.
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3.1. Feature Selection

An accurate prognosis relies on effective feature extraction from the whole series to
capture valuable information and discard irrelevant noise [25]. Feature selection primarily
focuses on removing non-informative or redundant variables from the data that do not
contribute to the model’s prediction accuracy or cause overfitting problems. Since the
RUL prediction of a system is a regression predictive modelling problem with numerical
input and output variables, Pearson’s correlation coefficient is the most common method
to use in this area [20]. Pearson’s correlation coefficient measures the strength of the linear
relationship between two data samples. Pearson’s correlation coefficient is widely adopted
to extract informative features in the ML field. For example, it is used to remove the
highly intercorrelated figures in [26], and the selected features are used to predict the ship’s
propulsion power.

In this case, we assume the input variables as xi(t), where i = 1, 2, . . . , 26; t =
1, 2, . . . , n; n is the number of observations, and we assume the output RUL is y(t). We
selected the most valuable features through three steps. Take dataset FD001 as an example.
The first step is to find the descriptive statistics of all the variables. Based on Table 2,
the sensor measurements T2, Nf_dmd and PCNfR_dmd are constant, and the standard
deviation of OP3, P2, Epr and farB are almost equal to zero. Therefore, these seven nugatory
variables are discarded to reduce the computation cost. The second step is calculating
the Pearson correlation between the selected input variable xp and xq following formula
Equation (2). The last step is to figure out the Pearson correlation between the selected
input variable xp and output y following Equation (3).

rxp,xq =
n ∑n

t=1 xp(t)xq(t)−∑n
t=1 xp(t)∑n

t=1 xq(t)√
n ∑n

t=1 xp(t)
2 −

(
∑b

t=1 xp(t)
)2√

n ∑n
t=1 xq(t)

2 −
(
∑n

t=1 xq(t)
)2

(2)

rxp,y =
n ∑n

t=1 xp(t)y(t)−∑n
t=1 xp(t)∑n

t=1 y(t)√
n ∑n

t=1 xp(t)
2 −

(
∑b

t=1 xp(t)
)2√

n ∑n
t=1 y(t)2 − (∑n

t=1 y(t))2
(3)

rxp(t) xq(t), rxp(t),y(t) are the correlation coefficient between xp(t) and xq(t), xp(t) and
y(t), range from −1 to +1. A correlation coefficient of 1 indicates that for every positive
increase in one variable, there is a positive increase of fixed proportion in another variable.
A correlation coefficient of -1 means that for every positive increase in one variable, there
is a negative decrease of fixed proportion in another variable. A correlation coefficient
of 0 means that these two variables are unrelated. The absolute value of the correlation
coefficient refers to the relationship strength between the two variables. The selection of the
thresholds will affect the volume of the dataset that feeds into the model and then affect the
prediction performance. Therefore, we only discarded the highly correlated variables. In
this case, one of the two variables will be discarded if rxp(t),xq(t) is higher than 0.95. We have
tested different thresholds, and it has been found that the value of 0.95 achieves the best
result for this dataset. Similarly, we only discarded the extremely irrelevant variables: in
other words, when rxp(t),y(t) is extremely close to zero. Based on many tests, the threshold
is set to 0.01.

3.2. Data Normalisation

Normalisation techniques are generally necessary to train deep neural networks [24].
The beneficial properties of this technique include the ability to propagate informative
activation patterns in deeper layers, reduced dependence on initialisation, smoothing of
loss landscape and so on. In this case, we applied the MinMaxScaler to rescale the data
from the original range to a new fixed range between 0 and 1. This scaler assumes that
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the data’s minimum and maximum observable values are provided or can be accurately
estimated. For the selected input xp(t), the transformation equation is given by:

x̃p(t) =
xp(t)−min(xp(t))

max(xp(t))−min
(
xp(t)

) (4)

To address the cases where multiple degradation patterns are concealed in the sensor
data, such as datasets FD002 and FD004, we propose an operation-based data scaling. The
concept is to scale the data under the same operation condition and then reconstruct them
back to their original order. In this way, the influence of different operating conditions can be
minimised. We first utilise the unsupervised k-Means clustering based on the selected input
variables to classify all raw input variables xp(t) in terms of different operational conditions
(OC1, OC2, . . . , OCN). Then each input variable x̂p(t) is reconstructed by connecting with
all normalised segments with the same time index shown in Equation (5), written as

x̂p(t) =
N⋃

j=1

Norm
∣∣xp
(
t
(
OCj

))∣∣ (5)

where N is the number of operational conditions and Norm|·| denotes the MinMax normal-
isation operation.

3.3. RUL Target Function

Accurately determining the system health status at each time step is an inherent
challenge for data-driven prognostic problems. One sensible solution is to simply assign
the desired output as the time left before the occurrence of the failure, which indicates that
the system’s health degrades linearly with usage. The advantage of this solution is that
it strictly follows the RUL definition, which is defined as the time to failure. The linear
model is the most natural option when the degradation model is unknown, as shown in
Figure 4a. Another approach is applying a suitable degradation model for this dataset,
specifically the piece-wise linear degradation model. The RUL is assumed to be constant
until it crosses a certain threshold which can be seen [14] in Figure 4b. This approach is
more reasonable because the degradation of the system usually starts after a certain degree
of usage. Also, it is more likely to prevent the model from overestimating the RUL. The
reason is that the data used to train the network is from run-to-failure samples, and the
samples in the testing dataset are still within the service life. The prediction error will be
substantial for the engines still in the initial usage stage.
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Similar to the piece-wise linear degradation model, this study assumes that the degra-
dation of the system only starts after a certain degree of usage. However, this paper also
considers that it will not turn into the linear degradation mode directly after the thresh-
old value. Instead, the degradation speed should be slow and then increase over time.
Therefore, we propose a three-stage RUL target function, as illuminated in Figure 4c, which
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includes the constant stage, the transition stage, where the system degrades nonlinearly
with usage, and the linear degradation stage.

One challenge for the proposed three-stage degradation process is to find out the two
thresholds that can distinguish the whole dataset into three parts. A two-step correlation-
based method is introduced to accomplish this work. First, we assume that the RUL
degradation is linear temporally, so the RUL can be labelled for each time cycle. Therefore,
the RUL of the first time cycle for each engine is the maximum time cycle of that engine.
The first threshold ρ1 can be calculated by the following equations:

ρ1 = argmax
τ

1
m

m

∑
p=1

∣∣∣rx̂p ,ŷτ

∣∣∣, τ = 1, 2, . . . , n (6)

ŷτ(t) =
{

0, y(t) > τ
3, y(t) ≤ τ

(7)

where m is the number of the selected input variables, and the range of τ is selected,
referring to the average observation numbers of 100 engines. The second threshold ρ2 is
then computed by

ρ2 = argmax
τ

1
m

m

∑
p=1

∣∣∣rx̂p ,y̆τ

∣∣∣, τ = ρ1, ρ1 + 1, . . . , n (8)

y̌τ(t) =


1 y(t) > τ
2 ρ1 < y(t) ≤
3 y(t) ≤ ρ1

τ (9)

3.4. Multi-Scale RUL Prediction
3.4.1. Two-Step LSTM Model for 3-Stage Classification

AN LSTM network is a modified recurrent neural network (RNN) structure designed
for sequence learning [27]. It incorporates the standard recurrent layer along with additional
“memory” control gates. LSTM uses storage elements to transfer information from the past
output instead of having the output of the RNN cell be a nonlinear function of the weighted
sum of the current input and previous output. In other words, instead of using a hidden
state h only, LSTM adopts a cell state C to keep the long-term information, as shown in
Figure 5. The main concept of LSTM is utilising three gates to control the cell state C (forget
gate, input gate and output gate). The forget gate is used to control the information from
the previous cell state C(t) to the current cell state C(t); the input gate decides how many
inputs should be kept in the current cell state C(t), and the output gate determines the
output h(t) from the current cell state C(t).
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The output of LSTM at step t is calculated using the following equations:

i(t) = σ
(

Ui x̃p(t) + Wih(t− 1) + bi

)
(10)

f (t) = σ
(

U f x̃p(t) + W f h(t− 1) + b f

)
(11)

o(t) = σ
(

Uo x̃p(t) + Woh(t− 1) + bo

)
(12)

Ĉ(T)= tan h
(

U c̃ x̃p(t) + WĈh(t− 1) + bĈ

)
(13)

C(t) = C(t− 1)· f (t) + Ĉ(t)·i(t) (14)

h(t) = tan h(C(t))·o(t) (15)

where U, W and b are the trainable weights and biases, respectively, and i, f and o represent
the input gate, forget gate, and output gate, respectively. These three gates have the same
shape with different parameters U and W, which need to be learned from the training

process. The candidate state Ĉ(T) cannot be used directly. It must pass through the input
gate and then be used to calculate the internal storage C(t), while C(t) is not only affected
by the hidden state but also by C(t− 1), which is controlled by the forget gate. Based on
C(t), a layer of tan h function is applied to the output information ht, which is constrained
by the output gate. The gates enable LSTM to fulfil the long-term dependencies in the
sequence, and by learning the gate parameters, the network can find the appropriate
internal storage [28].

The proposed two-step binary classification model is demonstrated in Figure 3a. To
implement this LSTM model, the two threshold values ρ1, ρ2 are required to label the
output for the training set. In the first step, ρ1 is used to label the data, written as

y1(t) =
{

3, y(t) ≤ ρ1
0, y(t) > ρ1

(16)

Then y1(t) and x̃p(t) (or x̂p(t)) are used to train the first model. In the second step, ρ1
and ρ2 are used to label the data, written as

y2(t) =
{

2, ρ1 < y(t) ≤ ρ2
1, y(t) > ρ2

(17)

The data in the stage where y(t) ≤ ρ1 is neglected in this step. Then y2(t) and x̃p(t)
(or x̂p(t)) are used to train the second model. Based on these two models, the testing data
can be classified into three stages purely based on the input variables x̃p(t). It should
be noted that the original training set is split into two parts: the first 80% of engines for
training and the last 20% of engines for validation. The parameters used in the structure
include activation function: sigmoid; neuron number: 128; optimiser: Adam; loss function:
the binary cross-entropy. It should be noted that the selection of these parameters can
impact the accuracy of RUL prediction. The selected parameters in this study are based on
a previously detailed investigation of the effect of parametric uncertainty conducted by
Wang et al. [28].

3.4.2. LSTM-Based Large-Scale RUL Prediction

Once the engine enters stage 2, the degradation rate is accelerated. A larger scale RUL
prediction is then demanded to monitor system performance closely. The data in stage 2
and stage 3 is extracted before feeding selected variables into the LSTM model. The cycle
time threshold t1 is determined when

y(t1) = ρ1 (18)
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The dataset y(t) and x̃p(t), where t = t1, t1 + 1, . . . , n, are then used to train the model.
As the volume of the data has been reduced, the validation split is set to be 5% of

the original dataset. The parameters used in the structure include the activation function:
ReLU, optimiser: Adam, and the loss function: Root Mean Square Error.

4. Results
4.1. Feature Selection

Figure 6 plots the raw sensor measurements of Engine 2 in the dataset FD001, where
the variation of each sensor can be observed. Seven sensors (OP3, T2, P2, P15, farB, Nf_dmd,
and PCNfR_dmd) have no variation and were discarded in the first step.
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Figure 6. The sensor observations till the failure of Engine 2 in the dataset FD001.

The correlation method was then applied to find out the correlation between each se-
lected input variable and the output RUL using Equation (3). Based on the result displayed
in Table 3, the measurements of OP1 and OP2 are dropped because their correlation values
are smaller than a pre-set threshold of 0.01.
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Table 3. Correlation values between each input and the output RUL for Engine 2 in the dataset FD001,
where the discarded sensors are highlighted.

Sensor Correlation Value Sensor Correlation Value

Ps30 0.727 T30 0.616
T50 0.711 NRf 0.573
Phi 0.701 Nf 0.571
P30 0.685 Nc 0.448
BPR 0.673 NRc 0.362
W32 0.666 P15 0.121
W31 0.663 OP2 0.010

htBleed 0.640 OP1 0.008
T24 0.632

In the third step, the pairwise correlation coefficients among the selected sensors were
calculated using Equation (2), and the results are illustrated in Figure 7. A pre-set threshold
of 0.95 was used in this case study. It can be observed that Nc and NRc are highly correlated
(r = 0.98), which suggests there is no additional benefit to including both measures for the
RUL prediction. Therefore, we dropped the sensor Nc for the following analysis in this
study. Through these three steps, the 14 sensors of T24, T30, T50, P15, P30, Nf, Ps30, Phi,
NRf, NRc, BPR, htBleed, W31 and W32 are finally selected as the features for the multi-stage
RUL prediction in the dataset FD001. The selection of the features can be verified by the
practical meaning shown in Table 2. For instance, Nf_dmd and PCNfR_dmd refer to the
demanded fan speed and the demanded corrected fan speed. They are fixed values and are
not supposed to influence the RUL prediction. In addition, Nc and NRc are physical core
speed and corrected core speed, which are supposed to have high intercorrelation.
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The feature selection process and the outcome for the datasets FD002–FD004 can be
seen in Table 4.

Table 4. The feature selection process for the datasets FD002–FD004.

Features FD001 FD002 FD003 FD004

OP1 X(IR) X(IR) X(IR) X(IR)

OP2 X(IR) X(IR) X(IR) X(IR)

OP3 X(CO) X(CO) X(CO) X(CO)

T2 X(CO) X(CO) X(CO) X(CO)

T24
√ √ √ √

T30
√ √ √ √

T50
√ √ √ √

P2 X(CO) X(CO) X(CO) X(CO)

P15 X(CO)
√ √

X(IR)

P30
√ √

X(RE) X(RE)

Nf
√

X(RE) X(RE) X(RE)

Nc X(RE) X(RE) X(RE) X(RE)

Epr
√ √ √ √

Ps30
√ √ √ √

Phi
√ √ √ √

NRf
√ √ √ √

NRc
√ √ √ √

BPR
√ √ √ √

farB X(CO)
√

X(CO)
√

htBleed
√ √ √ √

Nf_dmd X(CO) X(CO) X(CO) X(CO)

PCNfR_dmd X(CO) X(CO) X(CO) X(CO)

W31
√ √ √ √

W32
√ √ √ √

X = Feature dropped
√

= Feature selected IR = Irelavant CO = Constant RE = Redundant.

4.2. LSTM Model for 3-Stage Classification

To achieve the 3-stage classification, the two thresholds ρ1 and ρ2 need to be deter-
mined after the MinMax normalisation. Figure 8 plots the mean correlation value against
different τ for the four datasets using Equation (6) (the left column of Figure 8) and
Equation (8) (the right column of Figure 8). The τ values of the peaks are selected as ρ1 and
ρ2. It is observed that ρ1 can be easily set with a clear peak, which suggests that the linear
degradation stage (the third stage) is relatively easy to be distinguished. The value of ρ1
is between 50 to 65 for these datasets. The selection of ρ2 is tricky as the mean correlation
value doesn’t drop dramatically with large τ values indicating that the boundary between
the transition stage (the second stage) and the constant stage (the first stage) is usually
vague. The selection of ρ2 in datasets FD001 and FD002 are relatively smaller than those in
FD003 and FD004, suggesting that the engines with more fault conditions may enter stage
2 sooner.
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After the determination of ρ1 and ρ2, a two-step LSTM model for the 3-stage classifica-
tion is established. In the first step, we labelled the normalised data based on Equation (7)
and fed it into the LSTM-based binary classification model. In the second step, we labelled
the data based on Equation (9) and then discarded the data y̌τ(t) = 3. The rest of the data
were then fed to another binary classification model. Both models’ classification results are
displayed in Table 5, where the model has been run three times, and the average values are
recorded. It can be observed that stages 2 and 3 can be distinguished with high accuracy
(0.96, 0.92, 0.95 and 0.88 for FD001, FD002, FD003 and FD004, respectively). The accuracy
in distinguishing stages 1 and 2 is relatively low (0.86, 0.87, 0.81 and 0.74, respectively).
The reason for the prediction difference for different stages is that the degradation process
is relatively slow in the initial phase. As seen in Figure 6, the increase or decrease trend
in the sensor observation is inconspicuous at the beginning. In addition, that life span
is relatively long compared to the engines’ total lifetime, making it harder for the model
to learn the features to distinguish stages 1 and 2. Another reason is the selection of ρ2
using the correlation-based method is not as precise as the method for determining ρ1.
FD004, which works under more fault and multiple operational conditions, has the lowest
small-scale RUL prediction. Since the operation-based normalisation approach minimised
the impact caused by multiple operating conditions, the difference in prediction accuracy
mainly results from the fault conditions.

4.3. LSTM-Based RUL Prediction for Stage 2 and Stage 3

In this part, the data in the constant stage (y(t1) ≥ ρ2) is neglected, and only the data
in the transition stage (ρ1 < y(t1) < ρ2) and the linear degradation stage (y(t1) ≤ ρ1) is
adopted. These data are then fed to a two-layer LSTM model with labelled RUL. Figure 9
plots the prediction result of the first 20 engines in the training dataset. Generally, the RUL
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prediction accuracy is relatively poor at the beginning and is in line with the ground truth
when close to the failure point, which is in agreement with the result achieved in most
literature, such as [1,29]. The most likely reason for this result is that the turning points
between the constant and transition stages in different engines in the same dataset are also
different. Although these engines suffer from the same operating and fault conditions,
the degradation process would not be precisely the same due to other factors like the
working environment.

Table 5. Results of the binary classification of datasets FD001-FD004.

Dataset Threshold (ρ1/ρ2)
Accuracy (ρ1/ρ2)

Train Set Test Set

FD001 50/90 0.94/0.85 0.96/0.86
FD002 50/75 0.93/0.88 0.92/0.87
FD003 64/120 0.92/0.84 0.95/0.81
FD004 57/115 0.93/0.85 0.88/0.74
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Figure 10 demonstrates the uncertainty quantification of the RUL prediction of all
engines in the training set for each subset. It can be observed that the average RUL
prediction, indicated by the solid curves, overall aligns with the ground truth. The pink
area (indicating the 95% confidence interval) shows the decreasing trend of the uncertainty
of RUL prediction following the increment of the lifecycle. The RUL prediction of the first
two subsets outperforms that of FD003 and FD004 as they have only one fault condition.
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all engines for each sub-dataset.

Table 6 demonstrates the large-scale RUL prediction performance of the LSTM-based
model on both the training dataset and testing dataset for FD001–FD004 with different
window lengths. The result indicates that when the volume of the dataset is guaranteed, a
more extended window size usually leads to a better RUL prediction performance, which
agrees with the conclusion drawn by [30]. Therefore, one drawback of the proposed model
for the RUL prediction is that it segments the dataset into different stages, reducing the
data volume of each stage and thereby restricting the window size options. For instance,
in the dataset FD002, the data that can be used for training is limited since the threshold
to distinguish stage 1 and stage 2 is relatively small (ρ2 = 75). Therefore, to ensure the
quality of the training, the window size needs to be relatively small in this case. In addition,
the RUL prediction performance on dataset FD001 is generally better than the others. The
reason is that the engines in this dataset are working only under one operation condition,
and there is only one fault condition which means much less noise is involved when
recording the measurements.
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Table 6. RUL prediction performance with different window lengths (wl) for both the train set and the
test set (RMSE) (The first 80% of engines in the training set are used for training, and the remaining
20% are used for testing).

Dataset
Training Data Set Testing Data Set

wl = 10 wl = 20 wl = 30 wl = 40 wl = 10 wl = 20 wl = 30 wl = 40

FD001 9.15 6.88 5.03 4.21 14.16 9.41 5.95 5.21
FD002 8.71 7.4 6.85 4.22 16.54 16.13 14.95 11.76
FD003 12.55 10.61 9.66 8.37 17.07 17.29 14.35 11.61
FD004 15.88 13.41 10.5 8.75 25.49 22.49 20.18 18.89

Table 7 compares the proposed method’s result with the window length of 40 data
points with state-of-the-art approaches on all turbofan engine benchmark datasets, where
we ran the model three times, and the average values were used. A significant improvement
can be seen in the RUL prediction performance on the datasets FD001, FD002 and FD004.
The improvement over the best existing method for these three datasets is 40%, 22% and
4%, respectively. For the dataset FD003, the proposed three-stage model is also better than
most other methods and remarkably close to the best existing method. The improvement
of the proposed method on datasets FD001 and FD002 is much more apparent than those
on datasets FD003 and FD004. The reason is that the classification accuracy of these two
datasets demonstrated in Section 4.2 is relatively higher.

Table 7. Results of the RUL prediction performance between the proposed method and the state-of-
the-art, where the best prediction of each dataset is highlighted.

Model FD001 FD002 FD003 FD004

DCNN 12.61 22.36 12.64 23.31
DCGAN 10.71 19.49 11.48 19.71

RBM + LSTM [4] 12.56 22.73 12.1 22.66
BiLSTM + ED [17] 14.47 N/A 17.48 N/A

CaConvNet [8] 11.83 15.12 9.24 22.31
Multi-head FNN [1] 8.68 N/A 9.69 N/A

The proposed method 5.21 11.76 11.61 18.89

5. Conclusions

This paper proposed a multi-scale RUL prediction solution using the LSTM neural
network that assumes the operational life of aero-engines can be divided into three stages:
the constant stage, the transition stage and the linear degradation stage. Experiments
were carried out on the popular C-MAPSS dataset to demonstrate the effectiveness of the
proposed method. The low-scale RUL prediction by the LSTM-based classification model
achieves a relatively good accuracy for all subsets. The large-scale RUL prediction by the
LSTM-based regression model obtains a generally higher accurate prediction performance
than some state-of-the-art approaches. The enhancement of RUL prediction benefits from
three objectives of this solution:

• Multiple solutions were used to extract the features for further RUL modelling. Firstly,
the measurements’ standard deviations are observed to eliminate the constant vari-
ables that have no contribution to the dynamics of RUL. Pearson’s correlation co-
efficient is then used to drop the irrelevant and redundant variables. The MinMax
normalisation is used to adjust the scale of the selected features. For the dataset FD002
and FD004 that worked under multiple operation conditions, an operation-based
data scaling method is used to reveal the hidden degradation process. These feature
engineering techniques help the proposed model to achieve a better performance in
RUL prognostics in terms of reducing computational cost and over-fitting problems.
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• Instead of the widely used piece-wise linear degradation model with a fixing threshold
value of 130, a novel RUL target function has been introduced. We introduced a
transition stage between the non-degradation and linear degradation stages. By
cataloguing the operational engine cycle into these three stages based on the selected
sensors, we achieve a small-scale RUL prediction using a two-step LSTM-based binary
classification model. A correlation-based method was introduced to determine the
two thresholds dividing the dataset into these three stages. As the degradation
process varies from engine to engine, the thresholds of all four datasets are calculated
separately, which is more reasonable than adopting a fixed threshold as in some
research.

• Large-scale RUL prediction is obtained by feeding the data in stage 2 and stage 3
into an LSTM-based model with labelled RUL. The experimental result demonstrated
the superiority of the proposed solution against the state-of-the-art approaches for
most datasets.

It should be noted that the model performance can be further improved by optimising
the parameters in the two used LSTMs. One limitation of this solution is that the data
volume to train the LSTM RUL prediction model for stages 2 and 3 is reduced. Generally, a
more extended window size leads to a better RUL prediction result when the volume of
the dataset is large enough. The proposed method restricts window length options, leading
to the combination of data in stages 2 and 3 for large-scale prediction. If the data length
is sufficient, each stage can be modelled separately, and the RUL performance should
be better. Future work could extend the proposed structure to more advanced neural
networks instead of the basic LSTM. The innovation of the present work mainly focuses
on the separation of the three degradation stages and the manipulation of the features of
the dataset.
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