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Abstract: In the present study, a new methodology for reference evapotranspiration (ETo) prediction
and uncertainty analysis under climate change and COVID-19 post-pandemic recovery scenarios for
the period 2021–2050 at nine stations in the two basins of Lake Urmia and Sefidrood is presented.
For this purpose, firstly ETo data were estimated using meteorological data and the FAO Penman–
Monteith (FAO-56 PM) method. Then, ETo modeling by six machine learning techniques including
multiple linear regression (MLR), multiple non-linear regression (MNLR), multivariate adaptive
regression splines (MARS), model tree M5 (M5), random forest (RF) and least-squares boost (LSBoost)
was carried out. The technique for order of preference by similarity to ideal solution (TOPSIS) method
was used under seven scenarios to rank models with evaluation and time criteria in the next step.
After proving the acceptable performance of the LSBoost model, the downscaling of temperature (T)
and precipitation (P) by the delta change factor (CF) method under three models ACCESS-ESM1-5,
CanESM5 and MRI-ESM2-0 (scenarios SSP245-cov-fossil (SCF), SSP245-cov-modgreen (SCM) and
SSP245-cov-strgreen (SCS)) was performed. The results showed that the monthly changes in the
average T increases at all stations for all scenarios. Also, the average monthly change ratio of P
increases in most stations and scenarios. In the next step, ETo forecasting under climate change
for periods (2021–2050) was performed using the best model. Prediction results showed that ETo
increases in all scenarios and stations in a pessimistic and optimistic state. In addition, the Monte
Carlo method (MCM) showed that the lowest uncertainty is related to the Mianeh station in the
MRI-ESM2-0 model and SCS scenario.

Keywords: reference evapotranspiration; machine learning; TOPSIS; Monte Carlo method; climate
change; uncertainty analysis; Lake Urmia; Sefidrood

1. Introduction

The combined process of water evaporation from the earth’s surface and transpiration
from vegetation are two important processes integral to the hydrological cycle and have
a large share of rainfall losses [1–3]. The most common method of calculating plant
evapotranspiration is reference evapotranspiration (ETo). In this method, the amount of
ETo is calculated using meteorological data, and by the single crop coefficient of the desired
product, the evapotranspiration of the product can be estimated [4].

Excessive fossil fuels and human interventions have caused global warming. An-
thropogenic greenhouse gas emissions were at a record high in the last decade. Recent
climate change has impacted human and environmental systems in many ways. Therefore,
researchers are looking to prevent global warming and increase ETo. For this reason, the
quantitative and qualitative protection of water resources is critical [5].
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In 2019, due to the Coronavirus disease 2019 (COVID-19) pandemic, extensive restric-
tions were imposed on travel, industrial and commercial activities by the governments.
These restrictions can lead to changes in greenhouse gas emissions on a global scale.
Changes in greenhouse gas emissions caused a change in the trend of global warming and
consequently changed the trend of precipitation and temperature. Therefore, researchers
have estimated greenhouse gas emissions, precipitation and temperature on a global scale
considering new scenarios of impacts of post-pandemic of COVID-19 (such as faster growth
of green technologies that leads to lower greenhouse gas emissions). Evapotranspiration
depends on precipitation and temperature, and changes in these variables can affect evapo-
transpiration. Hence, the impacts of post-pandemic of COVID-19 may change the predicted
evapotranspiration in the future period from those in previous studies [6].

The coupled model intercomparison project (CMIP), established by the world climate
research program (WCRP), has committed to producing extensive global climate model
(GCM) outputs and has documented some substantial climate change assessment reports
(e.g., the fourth and fifth assessment reports of the intergovernmental panel on climate
change, IPCC AR4 [7] and AR5 [8]). GCM outputs from several phases of the CMIP have
been crucial to climate change research. The most recent CMIP6 phase produced many
updated climate model outputs, the majority of which are already accessible and will
contribute to the IPCC AR6. In this phase, the combination of using radiative forcing
called representative concentration pathways (RCPs) as the basis and considering social
and economic factors, together called shared socioeconomic pathways (SSPs), makes future
scenarios more reasonable [9]. Based on CMIP6 simulations, some studies have focused on
evaluating the ability of CMIP6 climate models to reproduce historical climate variables,
climate extremes and ocean-atmosphere systems [10].

A careful estimation of ETo is essential for managing water resources [11,12]. There
are several methods for calculating and estimating evapotranspiration. Allen et al. [13]
developed a weather data conditioning process to exhibit better the characteristics of the
data collected in ETo estimation. Ramírez-Cuesta et al. [14] used an ArcGIS tool called
METRIC-GIS for computing crop evapotranspiration. However, the high accuracy and
speed of modern methods such as artificial intelligence (AI) have expanded machine
learning algorithms in estimating ETo [15].

In recent years, GCMs of AR5 have been used to predict evapotranspiration [16–18].
In another study, Wang et al. [1] investigated the uncertainty of the CMIP6 model by using
the signal-to-noise ratio (SNR) to evaluate the global terrestrial ET.

Recently, hybrid machine learning algorithms have gained popularity in the modeling
ETo [19–22]. In addition, artificial neural network (ANN), adaptive fuzzy neural inference
system (ANFIS), support vector machine (SVM), MARS, gene expression programming
(GEP) and RF models have been used to predict ETo [23–28]. Wu et al. [29] used different
machine learning methods for predicting daily ETo. The results showed that the SVM
model had better performance than the other models. Walls et al. [30] used different ANN
structures for modeling the ETo and reported that the ANN model has good accuracy
for predicting ETo. Kaya et al. [31] modeled ETo using multilayer perceptron, support
vector regression and multilinear regression models. The results showed that the multilayer
perceptron model performs better than the other algorithms. Bellido-Jimenez et al. [32]
employed different machine learning methods such as multilayer perceptron and extreme
learning machine for modeling ETo with results that indicated their good application.
Mohammadrezapour et al. [33] applied SVM, ANFIS and GEP models to estimate potential
ETo. Findings showed that the SVM model performed better than the other models.
Zhu et al. [34] and Tikhamarine et al. [35] used a new hybrid AI model for modeling
ETo. The results showed that the new hybrid AI model had better performance than the
other models.

The purpose of this paper is to predict and analyze ETo uncertainty under the con-
ditions of climate change and the effects of the COVID-19 post-pandemic recovery. As
far as we know, there are no reports of simultaneous use of machine learning, TOPSIS



Sustainability 2022, 14, 2601 3 of 37

method, Delta CF method and MCM method for ETo prediction and uncertainty analysis
influenced by climate change and COVID-19. Therefore, in the present study, first, the ETo
will be modeled by using six powerful machine learning methods, including MLR, MNLR,
MARS, M5, RF and LSBoost (in the nine different stations at the Lake Urmia and Sefidrood
basins). Afterward, the best machine learning will be selected by TOPSIS and accuracy
and time computation criteria will be considered. Then, T and P will be downscaled by
delta CF method and outputs of the three CMIP6-GCMs (ACCESS-ESM1-5, CanESM5 and
MRI-ESM2-0) and three scenarios (SSP245-cov-fossil, SSP245-cov-modgreen and SSP245-
cov-strgreen). In the next stage, the ETo will be predicted by using downscaled T and P data
and the best-selected machine learning. Finally, uncertainty analysis will be performed,
and GCMs and scenarios with the least and most uncertainty will be reported. Therefore,
in this study, using these methods, a new methodology is proposed for a more accurate
analysis of ETo on the future horizon. This methodology has a high potential for analyzing
and predicting other hydrological and water resources parameters under climate change
and the COVID-19 post-pandemic recovery.

2. Materials and Methods
2.1. Present Work Steps

Figure 1 shows the general framework and details of the new methodology for pre-
dicting and analyzing ETo uncertainty. The limitations of this method are as follows:

1. Adequate and reliable data is required.
2. Machine learning requires preprocessing of input data to achieve accurate results.
3. The Monte Carlo method requires probabilistic distribution functions to generate

input data.

The work steps are as follows:
Step 1: Estimation of ETo

• ETo data are estimated by FAO-56 PM method based on meteorological data (minimum
T (min-T), maximum T (max-T), solar radiation, humidity, wind speed and sunny
hours) at the different stations.

• The data is divided into training (70%) and testing (30%) periods.

Step 2: Modeling ETo and selecting the best model

• Six machine learning algorithms, including MLR, MNLR, MARS, M5, RF and LSBoost
are employed for estimating CIP removal value.

• Because in modeling ETo and comparing algorithms, various factors such as evaluation
criteria and calculation time affect selecting the best model, the TOPSIS method is
used to select the best algorithm. This process is as follows:

1. Evaluation criteria, including MAE, RMSE, R, MARE, RRMSE and the run times of
algorithms, are considered as criteria of the TOPSIS method.

2. Algorithms including MLR, MNLR, MARS, M5, RF and LSBoost are considered as
alternatives.

3. The TOPSIS method is used under seven scenarios to select the best algorithm. The
lambda time weight varies from 0.091 to 0, and the lambda weight of the other criteria
is the same in all scenarios.

4. In the last step in each scenario, the algorithm with the highest score is selected as the
best algorithm. Figure A1 (Appendix A.1) shows the TOPSIS structure for selecting
the best algorithm.

Step 3: Downscaling

• At this step, the delta CF method is used to downscale T and P using three models
(ACCESS-ESM1-5, CanESM5 and MRI-ESM2-0) and three scenarios (SCF, SCM and
SCS) were used.

Step 4: Prediction ETo by the best model (2021–2050)
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• ETo prediction for the period 2021–2050 under the influence of climate change is
performed by downscaled T and P data and the best algorithm in nine stations.

Step 5: Uncertainty analysis

• Uncertainty analysis of models and scenarios is performed using the MCM in differ-
ent stations.
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2.2. Penman-Monteith Equation (FAO-56 PM)

In recent years, instead of using ETo data measured at meteorological stations [24], the
FAO-56 PM method has been used to estimate ETo [36,37]. The present study implemented
the FAO-56 PM method to estimate the ETo from meteorological data. This equation
is renowned as the standard and popular model for estimating ETo across the world,
presented by the international commission for irrigation and drainage (ICID) and FAO [4].
In this method, the amount of evapotranspiration is estimated for a hypothetical grass
reference crop with an assumed crop height of 0.12 m, a fixed surface resistance of 70 sm−1
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and an albedo of 0.23. Evapotranspiration of other plants can be measured using ETo and
the single crop coefficient. The FAO-56 PM method is given in Appendix A.2.

2.3. Multiple Linear Regression (MLR)

MLR is commonly used to estimate the linear regression relationship between inputs
and target values using severe data deviations [38,39]. There is a dependent variable and
two or more independent variables in this model. One of the advantages of this model is
that it can minimize changes due to ambiguities. In MLR, the relationship between inputs
and goals is assumed to be as follows:

Y = B0 + B1X1 + B2X2 + . . . + BnXn + ε (1)

where B0 refers to Y-intercept, where as X1. X2 . . . .Xn stands for the independent variables
and B1. B2 . . . . Bn are the coefficients of independent variables, ε refers to the error term
and Y is the dependent variable.

2.4. Multiple Non-Linear Regression (MNLR)

The basis of this model is to create a nonlinear relationship between input and output
variables. The MNLR model, unlike the MLR model, establishes a nonlinear relationship
between dependent and independent variables [40]. The relationship between inputs and
targets values in MNLR is as follows:

Y = B0 + B1X1 + B2X2 + . . . + BnXn + Bn+1X2
1 + Bn+2X2

2 + . . . + B2nX2
n + ε (2)

2.5. Multivariate Adaptive Regression Splines (MARS)

The MARS model is a non-parametric regression approach introduced by Fried-
man [41]. The MARS model has good potential for solving nonlinear problems with
high dimensions. The MARS model couples recursive segmentation and spline fitting by
dividing the overall data into several subsets [42]. This algorithm searches for a nonlin-
ear relationship in an extensive data set to create an acceptable model by determining
the weights of input variables regarding the corresponding target. The MARS algorithm
produces basis functions for input variables and then determines regression models by
combining basis functions to estimate the output variable [43].

MARS uses the following basis function to confirm the input/output relationship
between the nodes [44].

hm(x) = max(0, c− x) or max(x− c, 0) (3)

where x is an input variable, c is a threshold value for input variable x and hm(x) is the
basis function. MARS common model is introduced as follows:

Y = β0 +
M

∑
i=1
βmhm(x) (4)

where Y is an output variable, β0 is a constant value, M is several functions and βm is a
corresponding coefficient of hm(x).

2.6. M5 Model Tree (M5)

The M5 algorithm was initially improved by Quinlan [45]. The M5 algorithm is a data
mining technique that has two phases:

• Dividing the inputs area into several subsets and using a linear regression model
according to partial attribute values for each subset.

• In each node, a linear regression is established.
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The M5 algorithm structure is like a tree grown from the root (first node) to the leaves.
The branches consist of a number range from the primary node to the descendant node [46].
The criteria for growing the M5 algorithm is standard deviation reduction (SDR) [47]:

SDR = SD(T)−∑
i

|Ti|
|T| SD(Ti) (5)

where T is a subset of data at each node, Ti is the set of attribute values obtained by
dividing T and SD is the standard deviation. More details regarding how the M5 algorithm
is running can be found in Wang and Witten [48]. Figure A2 (Appendix A.3) shows the
structure of the M5 model.

2.7. Random Forest (RF)

The random forest is a famous machine learning program for solving regression diffi-
culties in different engineering fields, such as estimating the sea surface salinity, nanofluids,
groundwater pollution, etc. [49,50]. This program attempts to obtain non-linear relation-
ships between inputs and outputs by incorporating the M5 model tree and bagging to
improve the performances of standalone M5. The ensemble method developed itself by
making independent M5 model trees and decreasing errors generated from limited and un-
stable regression. The random forest produces several M5 model trees using two preceding
randomization operators: In the first operator, a subset θ is provided randomly from train
data for each independent M5 model tree. The mathematical explanation of this operator is
defined as follows:

S = {T(x, θ1), T(x, θ2), . . . , T(x, θn)} (6)

where S, T, x, and θ are the sets of the M5 model tree results, M5 model tree, train data and
randomized subset, respectively.

This operator is an iterative method in leaf nodes; however, T(x, θn) is replaced
through a weighted average of the trained values. The weighted average is measured
as follows:

wi(x, θ) =
xi

∑ xi
, i = 1, 2, . . . , n, ∑ wi = 1 (7)

The different and randomized input variables subset is utilized at all nodes of M5
model tree within the second operator [51]. Each input variable subset is related to training
data, Yi, is classified in each single decision tree, and hence, the ultimate evaluation of RF
is determined as the following equation:

Ox =
n

∑
i=1

1
n

wi(x, θ)Yi (8)

where Ox, n represent the output of train data and number of single trees.
Figure A3 (Appendix A.4) shows the structure of the RF model.

2.8. Least-Squares Boost (LSBoost)

Ensemble learning methods (or ensembles or majority voting models) are among the
most popular devices to increase accuracy and reliability and reduce the bias and variance
of results than standalone learner instances [52]. The most common ensemble approaches
are bagging (parallel) and boosting (sequential).

Friedman [53] developed LSBoost based on the least square, absolute and Huber loss
function. Among all ensemble approaches in regression problems, the LSBoost algorithm
is a state-of-the-art gradient boosting algorithm. LSBoost first trains a start by training the
individual weak learners such as decision tree, and during iterative process fits the residual
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of errors to establish a better relationship between inputs and targets. LSBoost uses the
following equation to estimate target values:

FM

(→
x
)
= F0

(→
x
)
+ v∗

M

∑
i=1
αmBm

(→
x
)

(9)

where F0(
→
x ) is aggregated prediction for input values (

→
x ), B1. . . . .BM are standalone weak

learners, α1. . . . .αM are weights of weak learner and v∗ is learning ratio.

2.9. Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)

Yoon [54] introduced the TOPSIS method for multi criteria decision making. In this
method, the best alternative is closest to the positive ideal solution (PIS) and far from the
negative ideal solution (NIS). See Appendix A.5 for more details.

In the TOPSIS method, an alternative with more scores is a better alternative. The
TOPSIS method is easy to use and has a more straightforward structure than other multi
criteria decision making methods.

2.10. Delta Change Factor (CF) Method for Downscaling CMIP6 GCMs Data

The delta CF method is a widely utilized downscaling approach frequently used to
downscale GCM outputs [55]. The CF approach is used to calculate long-term monthly
averages of temperature and rainfall. Equations (10) and (11) are used to downscale
the amount of long-term average temperature change and the long-term average rainfall
change ratio for each month for the next thirty years (2021–2050). These computations are
carried out for each scenario based on each GCM.

∆Ti,j =
(

TGCMfui,j − TGCMbasi,j

)
(10)

∆Pi,j =

(
PGCMfui,j

PGCMbasi,j

)
(11)

The scenario-based monthly average P change ratio and monthly average T change
associated with the ith model in the jth month are represented by ∆Ti,j and ∆Pi,j, respectively.
The ith model’s simulated long-term average T and P in the jth month for the future period
is TGCMfui,j and PGCMfui,j , and the ith model’s simulated long-term average T and P in the
jth month of the base period is TGCMfui,j and PGCMfui,j . Using Equations (12) and (13), the
values of T and P variables in different future periods are calculated by incorporating the
corresponding change values into the observed data in the base period:

Ti,K = Tobs,K + ∆Ti,j (12)

Pi,K = Pobs,K + ∆Pi,j (13)

where Ti,K and Pi,K represent the predicted temperature and precipitation for the ith
model in the kth time step (sequential month) in the future period, and Tobs,K and Pobs,K
are the temperature and precipitation of the kth time step within the historical period,
respectively [56,57].

2.11. Monte Carlo Method (MCM)

Although there are several factors in ETo forecast uncertainty, this study focuses on
uncertainties related to forecasting scenarios and models [58]. Stochastic data are generated
using the Monte Carlo simulation method [59]. According to Figure A4 (Appendix A.6.),
the steps of this method are as follows:

• Each input data is assigned an appropriate distribution function.
• Using the selected distribution functions, 1000 new data time series are generated for

each input.
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• The output corresponding to each data time series generated by the distribution
functions is predicted.

• Predicting new outputs, a 95% prediction confidence interval is obtained using the
values generated for each observation to quantify the prediction uncertainties.

• Sort upper and lower band of 95% confidence interval for each time series.
• The upper quartile (97.5%) and the lower quartile (2.5%) of the 95% band are determined.
• The R-factor coefficient is calculated using the following formula. The lower the value

of this coefficient, the less uncertainty.

R-factor =
Sp

Sx
(14)

Sp = ∑N
i=1

(
Ui

L − Li
L

)
/N (15)

where Sx is the standard deviation of the observed values, N is the number of observed
data and Ui

L and Li
L indicate the ith value of the upper quartile (97.5%) and the lower

quartile (2.5%) of the 95% band.

2.12. Evaluation of Model Performance

In the present study, various evaluation criteria, including mean absolute error (MAE),
root mean square error (RMSE), person correlation coefficient (R), mean absolute relative
error (MARE) and relative root mean square error (RRMSE) are employed for evalua-
tion of machine learning algorithms. The mentioned evaluation criteria are given in
Appendix A.7 [60–62].

2.13. Study Area and Data Materials

The nine stations, including Tabriz, Sahand, Urmia, Maragheh, Mianeh, Mahabad,
Saqez in the Lake Urmia basin, Takab and Zanjan in the Sefidrood basin, were selected
to investigate the application of machine learning in estimating and predicting ETo. The
Urmia Lake basin is one of the important basins of Iran because the largest Lake of Iran
(Urmia Lake) is located in this basin [63]. The Urmia basin area is about 51,460 km2. The
other considered basin in this study is the Sefidrood basin. The importance of this basin
is for the perennial river of Sefidrood, which drainages a 59,217 km2 area. The climates
of these sites are cold and dry, and the ETo rate is low. Figure 2 shows the location of
employed stations in the Urmia basin, Sefidrood basin and Iran.

This study considers the min-T, mean-T, max-T, humidity, wind speed and P as inputs
for modeling ETo. Table A1 (Appendix A.8) shows the mean and standard deviation (Std)
of inputs and target values for nine investigated stations.
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2.14. GCMs and Future Climate Change Scenarios

For this study, we used three COVID-19 affected pathways (SSP245-cov-fossil, SSP245-
cov-modgreen and SSP245-cov-strgreen) from CMIP6, which assume a moderate growth
route in which future socioeconomic development patterns follow existing development
tendencies, resulting in a forcing pathway of 4.5 Wm-2 in 2100 and the effects of population
changes, economic growth, urbanization and [64,65] COVID-19.

Furthermore, research has demonstrated that the impact of COVID-19 related changes
in human activity can be seen in atmospheric composition [66], particularly in the amount
of solar radiation reaching the planet’s surface and aerosol optical depth across southern
and eastern Asia. Using three GCM outputs (ACCESS-ESM1-5, CanESM5 and MRI-ESM2-0)
and three SSP-RCP scenarios from the most recent CMIP6, we looked at ETo for historical
and future periods. Essential model outputs for the historical period (1985–2014) and
future period (2021–2050) were downloaded for this study, including monthly P, max-T,
min-T, wind speed, downward shortwave radiation and relative humidity [67]. Selected
scenarios are based on current and future global climate impacts resulting from COVID-
19 [64], the climate Response to Emissions Reductions [6] and modifying emissions scenario
projections to account for the effects of COVID-19 [65]. Three assumptions were used for
COVID-19 post-pandemic recovery scenarios with the SSP245 scenario as the baseline.
The details of the selected models and scenarios are presented in Tables 1 and 2 and
Appendix A.9 [64,65,68–72].

Table 1. The considered CMIP6 GCMs.

Centre Model Atmosphere Resolution a

Commonwealth Scientific and Industrial
research Organization (Australia) ACCESS-ESM1-5 250 km (N96), L38

Canadian Center for Climate Modelling
and Analysis (Canada) CanESM5 500 km (T63), L49

Meteorological Research Institute (Japan) MRI-ESM2-0 100 km (TL159, 1.125◦), L80
a shown as CMIP “nominal resolution” in km, “L” indicates number of vertical levels.
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Table 2. SSP scenarios.

Experiment-Id Activity-Id Description

SSP245-cov-fossil
(SCF) DAMIP

Future scenario based on SSP245, but
following a path of increased emissions due to
a fossil-fuel rebound economic recovery from
the COVID-19 pandemic restrictions.
Concentration-driven

SSP245-cov-modgreen
(SCM) DAMIP

Future scenario based on SSP245, but
following a path of reduced emissions due to a
moderate-green stimulus economic recovery
from the COVID-19 pandemic restrictions.
Concentration-driven

SSP245-cov-strgreen
(SCS) DAMIP

Future scenario based on SSP245, but
following a path of reduced emissions due to a
strong-green stimulus economic recovery from
the COVID-19 pandemic restrictions.
Concentration-driven

3. Results and Discussion
3.1. ETo Modeling by Machine Learning

Table 3 shows the performance of all applied models during the training and testing
periods for estimation of ETo at four important stations. In Tabriz station, the LSBoost
model showed the best predictive capabilities. Based on the results obtained, LSBoost was
characterized by the highest value of R and the lowest error values (MAE = 0.15, RMSE =
0.05, MARE = 0.11, RRMSE = 0.03). The modeling results in the Urmia station showed that
the RF model has the highest accuracy. Values of MAE, RMSE, R, MARE and RRMSE were
0.14, 0.04, 0.99, 0.10 and 0.03, respectively. In the Mahabad station, the M5 model provided
good results too. The lowest values of MAE, RMSE, MARE and RRMSE were equal to 0.17,
0.05, 0.11, 0.04, respectively, and the highest value of R was equal to 0.99. The modeling
results of other stations are stated in Appendix B.1 and Table A2.

Table 3. Results of the algorithms to the ETo modeling at the different stations.

Train Test

Tabriz

MAE RMSE R MARE RRMSE MAE RMSE R MARE RRMSE
MLR 0.27 0.12 0.97 0.22 0.08 0.32 0.16 0.97 0.29 0.10

MNLR 0.20 0.07 0.98 0.14 0.05 0.23 0.08 0.99 0.16 0.05
MARS 0.14 0.04 0.99 0.11 0.02 0.17 0.05 0.99 0.12 0.03

M5 0.10 0.03 0.99 0.07 0.02 0.17 0.07 0.99 0.12 0.04
RF 0.09 0.02 1.00 0.06 0.01 0.16 0.05 0.99 0.11 0.04

LSBoost 0.05 0.00 1.00 0.04 0.00 0.15 0.05 0.99 0.11 0.03

Urmia

MLR 0.26 0.10 0.97 0.20 0.07 0.54 1.07 0.79 0.33 0.70
MNLR 0.19 0.06 0.99 0.12 0.04 0.51 1.04 0.80 0.27 0.68
MARS 0.17 0.05 0.99 0.11 0.03 0.21 0.07 0.99 0.14 0.04

M5 0.05 0.01 1.00 0.03 0.01 0.16 0.08 0.98 0.10 0.05
RF 0.11 0.02 0.99 0.06 0.02 0.14 0.04 0.99 0.10 0.03

LSBoost 0.00 0.00 1.00 0.00 0.00 0.15 0.04 0.99 0.10 0.03
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Table 3. Cont.

Train Test

Mahabad

MLR 0.27 0.11 0.98 0.19 0.08 0.54 1.08 0.78 0.31 0.73
MNLR 0.23 0.08 0.98 0.14 0.06 0.52 1.04 0.79 0.27 0.70
MARS 0.23 0.09 0.98 0.13 0.06 0.23 0.08 0.98 0.15 0.05

M5 0.15 0.04 0.98 0.08 0.03 0.17 0.05 0.99 0.11 0.04
RF 0.13 0.04 0.98 0.07 0.03 0.24 0.13 0.97 0.15 0.09

LSBoost 0.00 0.00 0.98 0.00 0.00 0.18 0.06 0.99 0.11 0.04

Figures 3 and A5 (Appendix B.2) show the violin plot of monthly ETo estimated by
different models at the nine stations. As seen, for modeled ETo by investigated algorithms
like observed ETo, the most and least amounts of ETo have more probability than middle
amounts of ETo. Besides, in almost all stations, the median and quartile of modeled ETo
by MARS, M5, RF and LSBoost were closer to the median and quartile of the observed
data. According to Figures 3 and A5, the average of the data estimated by the models
was close to the observation data, which shows the better performance of the models. In
Takab station the MARS model had the best performance among other models. The M5
model in Mahabad station showed better performance than other algorithms in estimating
values and, in most cases, the difference between the estimated values and the observed
values was very small. In Sahand, Urmia and Zanjan stations, the RF model had the highest
accuracy. In Tabriz, Maragheh, Mianeh and Saqez stations, the LSBoost model had the
best performance.

Sustainability 2021, 13, x FOR PEER REVIEW 11 of 38 
 

MNLR 0.19 0.06 0.99 0.12 0.04 0.51 1.04 0.80 0.27 0.68 
MARS 0.17 0.05 0.99 0.11 0.03 0.21 0.07 0.99 0.14 0.04 

M5 0.05 0.01 1.00 0.03 0.01 0.16 0.08 0.98 0.10 0.05 
RF 0.11 0.02 0.99 0.06 0.02 0.14 0.04 0.99 0.10 0.03 

LSBoost 0.00 0.00 1.00 0.00 0.00 0.15 0.04 0.99 0.10 0.03 
 Mahabad 

MLR 0.27 0.11 0.98 0.19 0.08 0.54 1.08 0.78 0.31 0.73 
MNLR 0.23 0.08 0.98 0.14 0.06 0.52 1.04 0.79 0.27 0.70 
MARS 0.23 0.09 0.98 0.13 0.06 0.23 0.08 0.98 0.15 0.05 

M5 0.15 0.04 0.98 0.08 0.03 0.17 0.05 0.99 0.11 0.04 
RF 0.13 0.04 0.98 0.07 0.03 0.24 0.13 0.97 0.15 0.09 

LSBoost 0.00 0.00 0.98 0.00 0.00 0.18 0.06 0.99 0.11 0.04 

Figures 3 and A5 (Appendix B.2) show the violin plot of monthly ETo estimated by 
different models at the nine stations. As seen, for modeled ETo by investigated algorithms 
like observed ETo, the most and least amounts of ETo have more probability than middle 
amounts of ETo. Besides, in almost all stations, the median and quartile of modeled ETo 
by MARS, M5, RF and LSBoost were closer to the median and quartile of the observed 
data. According to Figures 3 and A5, the average of the data estimated by the models was 
close to the observation data, which shows the better performance of the models. In Takab 
station the MARS model had the best performance among other models. The M5 model 
in Mahabad station showed better performance than other algorithms in estimating val-
ues and, in most cases, the difference between the estimated values and the observed val-
ues was very small. In Sahand, Urmia and Zanjan stations, the RF model had the highest 
accuracy. In Tabriz, Maragheh, Mianeh and Saqez stations, the LSBoost model had the 
best performance. 

  
(a) (b) 

Figure 3. Cont.



Sustainability 2022, 14, 2601 12 of 37
Sustainability 2021, 13, x FOR PEER REVIEW 12 of 38 
 

 

(c) 

Figure 3. Violin plot of daily mean ETo estimated by different models. (a) Tabriz, (b) Urmia, (c) Mahabad. 

Table 4 shows the mean values of the evaluation criteria at different stations by MLR, 
MNLR, MARS, M5, RF and LSBoost algorithms and the run time of different algorithms. 
However, it is impossible to say which model performs better due to the difference in 
criteria and the results obtained at different stations. Therefore, the TOPSIS method is 
used for selecting the best algorithm. 

Table 4. Mean results in the testing period and run time of algorithms. 

 MAE RMSE R MARE RRMSE Time(s) 
MLR 0.41 0.56 0.89 0.28 0.37 0.41 

MNLR 0.35 0.51 0.90 0.21 0.34 1.07 
MARS 0.21 0.06 0.99 0.14 0.04 1.46 

M5 0.19 0.09 0.98 0.12 0.06 0.14 
RF 0.18 0.06 0.99 0.12 0.04 5.73 

LSBoost 0.18 0.06 0.99 0.11 0.04 1.11 

Figures 4 and A6 (Appendix B.3) show the scatter plots in the training and testing 
periods by the best algorithms in the nine stations. According to Figures 4 and A6, the 
difference between the estimated values by the best models and the observed values was 
very small. The high value of the correlation coefficient means the proper performance of 
the models is in the modeling of ETo. Since most of the values have accumulated around 
the semiconductor line, the accuracy of the algorithms was high. 
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Table 4 shows the mean values of the evaluation criteria at different stations by MLR,
MNLR, MARS, M5, RF and LSBoost algorithms and the run time of different algorithms.
However, it is impossible to say which model performs better due to the difference in
criteria and the results obtained at different stations. Therefore, the TOPSIS method is used
for selecting the best algorithm.

Table 4. Mean results in the testing period and run time of algorithms.

MAE RMSE R MARE RRMSE Time(s)

MLR 0.41 0.56 0.89 0.28 0.37 0.41
MNLR 0.35 0.51 0.90 0.21 0.34 1.07
MARS 0.21 0.06 0.99 0.14 0.04 1.46

M5 0.19 0.09 0.98 0.12 0.06 0.14
RF 0.18 0.06 0.99 0.12 0.04 5.73

LSBoost 0.18 0.06 0.99 0.11 0.04 1.11

Figures 4 and A6 (Appendix B.3) show the scatter plots in the training and testing
periods by the best algorithms in the nine stations. According to Figures 4 and A6, the
difference between the estimated values by the best models and the observed values was
very small. The high value of the correlation coefficient means the proper performance of
the models is in the modeling of ETo. Since most of the values have accumulated around
the semiconductor line, the accuracy of the algorithms was high.
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3.2. Selecting the Best Machine Learning

In the TOPSIS method, five scenarios were defined in Table 5. In scenario 1, the weight
of all criteria is the same, and the lambda weight of time decreases with increasing the
ID of the scenario. Based on Table 5, the lambda weight of time varied from 0.091 to 0.
In addition, the lambda weight of other assessment criteria was considered equal, and
the sum of all assessment criteria needed to be equal to one. The lambda weight of other
criteria was varied from 0.200 to 0.182. The scores of algorithms from the TOPSIS method
were listed in Table 6. The algorithms with the maximum score have a better rank. The
results showed LSBoost has more scores in most of the scenarios. The LSBoost model with
fast convergence improved modeling accuracy because it is an ensemble method and uses
different weight sequences of different distribution algorithms. This model also produces
very powerful regression techniques. Furthermore, the average scores of all scenarios
showed that LSBoost had the first rank, and M5, MARS, RF, MNLR and MLR were ranked
next, respectively.
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Table 5. Lambda weight in different scenarios for TOPSIS method.

MAE RMSE R MARE RRMSE Time(s)

Scenario1 0.182 0.182 0.182 0.182 0.182 0.091
Scenario2 0.195 0.195 0.195 0.195 0.195 0.024
Scenario3 0.198 0.198 0.198 0.198 0.198 0.010
Scenario4 0.199 0.199 0.199 0.199 0.199 0.005
Scenario5 0.199 0.199 0.199 0.199 0.199 0.003
Scenario6 0.200 0.200 0.200 0.200 0.200 0.002
Scenario7 0.200 0.200 0.200 0.200 0.200 0.000

Table 6. Scores of TOPSIS for ranking of algorithms.

MLR MNLR MARS LSBoost M5 RF

Scenario1 0.79 0.70 0.76 0.83 0.99 0.20
Scenario2 0.48 0.45 0.83 0.88 0.96 0.51
Scenario3 0.27 0.28 0.90 0.94 0.94 0.71
Scenario4 0.16 0.20 0.92 0.97 0.94 0.83
Scenario5 0.10 0.18 0.93 0.98 0.94 0.89
Scenario6 0.07 0.17 0.94 0.99 0.94 0.93
Scenario7 0.00 0.16 0.94 1.00 0.94 0.99
Average 0.18 0.24 0.91 0.96 0.94 0.81

Rank 6 5 3 1 2 4

Figures 5 and A7 (Appendix B.4) show the histogram of the error in modeling ETo by
the best algorithm (LSBoost) at different stations. The frequency value indicates the number
of items in each error interval in histograms. The accuracy of the modeling depends on
the frequency value in the zero range. In all stations, the frequency value in the error
range equal to zero showed that the evaluation criteria obtained from modeling with the
LSBoost algorithm were in a very good range and the observed and modeled values of ETo
very close.
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3.3. Downscaling T and P

T and P have a large effect on the amount of ETo in the study basin. Large-scale GCMs
predict T and P. Therefore, in this study, using the delta CF method, the downscaling of the
T scale and P has been done to investigate the effect of climate change on ETo.

According to Tables 7 and A3 (Appendix B.5), The effect of climate change on T and P
at the nine stations was investigated, using the comparison of values predicted in the period
2021–2050 with those in the observation. As shown in Figure A8 (Appendix B.6), in terms
of the T, the Zanjan station under the CanESM5 model and SCF scenario had the highest
change (0.83 ◦C). The Saqez, Takab and Zanjan stations under the ACCESS-ESM1-5 model
and SCM scenario had the lowest change (0.32 ◦C). Compared to the historical period
(11.20 mm/day), the highest increase in P in the future was related to the Mianeh station
in the CanESM5 model and the SCS scenario. In Saqez station, the amount of P in the
MRI-ESM2-0 model and SCS scenario had the highest decrease (−1.43 mm/day). As seen,
the monthly average T change in all stations for all scenarios and future periods increased.
The monthly average P change ratio increased in most stations, models and scenarios.

Table 7. Downscaling of T and P at the different stations.

Station Model-Scenario ∆T (◦C) ∆P (mm/Day) Station Model-Scenario ∆T (◦C) ∆P (mm/Day)

Tabriz

A-SCF 0.53 2.20

Mahabad

A-SCF 0.56 3.36
A-SCM 0.34 1.54 A-SCM 0.36 2.69
A-SCS 0.45 1.43 A-SCS 0.46 3.05
C-SCF 0.69 2.49 C-SCF 0.69 4.28
C-SCM 0.55 2.15 C-SCM 0.55 2.49
C-SCS 0.53 2.09 C-SCS 0.53 3.77
M-SCF 0.61 −0.16 M-SCF 0.60 −0.65
M-SCM 0.45 1.44 M-SCM 0.44 2.59
M-SCS 0.42 0.20 M-SCS 0.41 −1.13

Urmia

A-SCF 0.59 2.64
A-SCM 0.39 2.14
A-SCS 0.50 2.47
C-SCF 0.69 2.64
C-SCM 0.55 2.37
C-SCS 0.53 3.11
M-SCF 0.59 0.46
M-SCM 0.43 2.26
M-SCS 0.39 −0.28



Sustainability 2022, 14, 2601 16 of 37

3.4. Prediction of ETo

After the downscaling of the T and P, the prediction of ETo changes in future periods
by the best algorithm has been performed under three models: ACCESS-ESM1-5, CanESM5
and MRI-ESM2-0, and three scenarios: SCF, SCM and SCS. The mean, minimum and
maximum predicted values in all stations were calculated using the mentioned models and
scenarios. According to Tables 8 and A4 (Appendix B.7), comparing the predictions made in
different scenarios at Tabriz station, the highest amount of ETo changes (2.91%) were related
to the ACCESS-ESM1-5 model and SCF scenario. The lowest ETo changes (1.43%) were
related to the MRI-ESM2-0 and SCS scenario. In the Sahand station, the largest changes
(3.28%) were predicted by the ACCESS-ESM1-5 model and SCF scenario. However, the
least ETo changes (1.83%) were related to the ACCESS-ESM1-5 model and SCM scenario.
In Urmia and Maragheh stations, the highest rate of ETo changes was predicted to be
3.84% and 2.28%, respectively, by the ACCESS-ESM1-5 model and SCF scenario. Also,
the lowest rate of ETo changes was predicted to be 1.79% and 0.84%, respectively, by the
MRI-ESM2-0 and CanESM5 models and SCM scenarios. In Mianeh stations, the highest
rate of ETo changes was predicted to be 2.20% by the CanESM5 model and SCF scenario.
The lowest rate of ETo changes was predicted with the ACCESS-ESM1-5 model and SCM
scenario of 0.68%. In the Mahabad station, the largest changes (1.66%) were predicted
by the CanESM5 model and SCF scenario. However, the least ETo changes (0.50%) were
related to the ACCESS-ESM1-5 model and SCM scenario. In Saqez and Takab stations,
the highest rate of ETo changes were 2.80% and 2.70%, respectively, by the MRI-ESM2-0
model and SCF scenario and CanESM5 model and SCM scenario. The lowest ETo change
rates of 0.87% and 1.04% were predicted by the ACCESS-ESM1-5 model and SCM scenario,
respectively. In Zanjan stations, the highest rate of ETo changes was predicted with the
CanESM5 model and SCF scenario of 3.44%. The lowest rate of ETo changes was predicted
by the ACCESS-ESM1-5 model and SCM scenario of 0.64%.

Table 8. Results of prediction ETo at the different stations.

A-SCF A-SCM A-SCS C-SCF C-SCM C-SCS M-SCF M-SCM M-SCS

Tabriz

Mean-Obs 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38
Mean-Pred 2.44 2.42 2.44 2.44 2.43 2.43 2.44 2.41 2.41
Min-Obs 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
Min-Pred 0.41 0.41 0.42 0.41 0.43 0.40 0.43 0.40 0.42
Max-Obs 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85 4.85
Max-Pred 4.71 4.72 4.72 4.69 4.68 4.71 4.74 4.73 4.74

Change mean (%) 2.91 1.99 2.73 2.66 2.25 2.46 2.68 1.56 1.43

Urmia

Mean-Obs 2.37 2.37 2.37 2.37 2.37 2.37 2.37 2.37 2.37
Mean-Pred 2.46 2.44 2.45 2.44 2.43 2.43 2.44 2.42 2.41
Min-Obs 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
Min-Pred 0.48 0.47 0.47 0.48 0.48 0.48 0.47 0.48 0.48
Max-Obs 4.98 4.98 4.98 4.98 4.98 4.98 4.98 4.98 4.98
Max-Pred 4.78 4.83 4.80 4.80 4.79 4.80 4.78 4.82 4.82

Change mean (%) 3.84 2.76 3.44 2.91 2.40 2.26 2.68 1.79 1.53

Mahabad

Mean-Obs 2.40 2.40 2.40 2.40 2.40 2.40 2.40 2.40 2.40
Mean-Pred 2.44 2.41 2.42 2.44 2.41 2.42 2.43 2.43 2.42
Min-Obs 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
Min-Pred 0.56 0.55 0.55 0.53 0.53 0.53 0.52 0.54 0.52
Max-Obs 4.86 4.86 4.86 4.86 4.86 4.86 4.86 4.86 4.86
Max-Pred 4.79 4.75 4.79 4.75 4.70 4.75 4.73 4.73 4.75

Change mean (%) 1.57 0.50 0.87 1.66 0.69 1.07 1.53 1.30 1.03
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Since the rate of ETo and its prediction in the future is a very important issue, according
to the results of Table 8, optimistic and pessimistic situations can be identified at different
stations. The smaller the mean change, the more optimistic the predicted amount of ETo
in the future. The larger the average change, the more pessimistic the projected ETo rate
is in the future. In order to better observe future ETo changes, the yearly change of mean
daily ETo in historical and future periods is shown in Figures 6 and A9 (Appendix B.8).
These figures are based on the results of the best algorithm (LSBoost) and SCF, SCM and
SCS scenarios. ETo in all stations under all scenarios has increased.
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Furthermore, the changes in mean daily ETo in the initial years of the future period
were descending while those for the last years of the future period were increasing. Also,
in most stations, the amount of ETo increased in the SCF scenario and the ACCESS-ESM1-5
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and CanESM5 models. These variations in GCMs and emission scenarios can be for differ-
ent assumptions of those, negative feedbacks of climate change conditions and positive
feedbacks of COVID-19. The highest increase is for the ACCESS-ESM1-5 model and SCF
scenario in Urmia station’s 2021–2050 period. The lowest is for the ACCESS-ESM1-5 model
and SCM scenario in the 2021–2050 period in Mahabad station. These different results
can be due to increased temperature and changes in wind speed and relative humidity, or
other reasons.

3.5. Uncertainty Analysis

The uncertainty analysis based on the MCM for different stations and scenarios is
given in Tables 9 and A5 (Appendix B.9). The results of this method are obtained based
on random sampling. The MCM calculates a 95% confidence interval of the prediction
uncertainty (95PPU). A lower R-factor coefficient indicates less uncertainty in the prediction
scenarios. In the 2021–2050 horizon, the MRI-ESM2-0 model and SCM scenario in the Tabriz
station had less uncertainty (for this model and scenario, the amount of ETo increased
by 1.21%, which was more likely than other models and scenarios). In Urmia station, the
MRI-ESM2-0 model and SCM scenario had a lower R-factor coefficient (in this model and
scenario, the amount of ETo increased by 1.81%, which had more certainty than other
models and scenarios). In Mahabad station, the MRI-ESM2-0 model and SCS scenario had
a lower R-factor coefficient (in this model and scenario, the amount of ETo increased by
2.40%, which had more certainty than other models and scenarios). The uncertainty analysis
results of other stations are stated in Appendix B.9. Figures 7 and A10 (Appendix B.10)
show the uncertainty analysis results of the models and scenarios with the least uncertainty.
The shaded region (95PPU) shows the upper and lower band results of the ETo values
predicted for the 1000 new time series. More minor differences between the upper and
lower bands indicate less uncertainty in the models and prediction scenarios. The results
showed high uncertainty of GCMs and emission scenarios of CMIP6. However, based on
the uncertainty analysis, the lowest uncertainty was related to the Mianeh station, and the
highest uncertainty was related to the Mahabad station. Also, the MRI-ESM2-0 model and
SCS scenario had the lowest uncertainty.

Table 9. Results of uncertainty evaluation by MCM at the different stations.

R-Factor

A-SCF A-SCM A-SCS C-SCF C-SCM C-SCS M-SCF M-SCM M-SCS

Tabriz 2.481 2.476 2.474 2.465 2.461 2.464 2.462 2.460 2.463
Urmia 2.690 2.694 2.681 2.680 2.682 2.684 2.679 2.674 2.681

Mahabad 2.842 2.849 2.834 2.838 2.835 2.836 2.828 2.832 2.824
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4. Conclusions

The present study predicted the future ETo in the two basins of Lake Urmia and
Sefidrood using ACCESS-ESM1-5, CanESM5 and MRI-ESM2-0 models and SCF, SCM and
SCS scenarios. The ETo was modeled using MLR, MNLR, MARS, M5, RF and LSBoost.
The best algorithm was selected by the TOPSIS method. The monthly T and P data were
downscaled using the delta CF method. Previous studies have used machine learning algo-
rithms to predict ETo considering climate change conditions [16–18]. However, the present
study used a new combination methodology for predicting ETo considering climate change
and post-pandemic COVID-19. The results were investigated for historical (1985–2014) and
future (2021–2050) periods. Through this study, the major conclusions are as follows:

1. The accuracy of machine learning algorithms for ETo modeling was very good. How-
ever, TOPSIS results showed that LSBoost (score = 0.96) was the best algorithm.
The average evaluation criteria obtained by LSBoost in the nine stations were in a
very good range (MAE = 0.18, RMSE = 0.06, R = 0.99, MARE = 0.11, RRMSE = 0.04,
Time = 1.11 s).

2. Downscaling results showed that future monthly changes of mean T and P at all
stations and scenarios increased. The highest increase in T was related to the Zanjan
station in the CanESM5 model and SCF scenario (0.83 ◦C). In addition, the highest
increase of P (11.20 mm/day) was related to the Mianeh station in the CanESM5
model and SCS scenario.
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3. The mean amount of ETo in all stations increased in all models and scenarios. The
highest increase was related to the Urmia station (3.84%), and the lowest was the
Mahabad station (0.50%).

4. The GCMs and scenarios of CMIP6 had high uncertainty. However, for considered
GCMs and scenarios, the lowest and highest uncertainty in the MRI-ESM2-0 model
and SCS scenario were in the Mianeh (R-factor = 1.979) and Mahabad (R-factor =
2.824) stations, respectively.

ETo is a critical component of the hydrological cycle that has important effects on
the quantity and quality of water resources in agriculture and industry. For sustainable
water resources management, prediction of ETo under probable scenarios is an essential
step. This methodology can be extended to other new GCMs and emission scenarios from
CMIP6. Evapotranspiration of other plants can be estimated using ETo.
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Figure A1. TOPSIS structure for selecting best algorithm.

Appendix A.2

ETo =
0.408 ∆ (Rn − G) + γ 900

T+273 u2(es − ea)

∆ + γ(1 + 0.34u2)
(A1)

where Rn is the net radiation (MJ/m2/day), ∆ is the slope of saturation vapor pressure
curve (kPa/◦C), G is soil heat flux (MJ/m2/day), es and ea are saturated and actual vapor
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pressures (kPa), γ is psychrometric constant (kPa/◦C), U is the monthly wind speed at 2 m
height (m/s) and T is the mean air temperature (◦C).
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Appendix A.5

In the TOPSIS method first, the decision matrixes are created based on the n alternative
and m criteria as follows:

A =


d11 d12 . . . d1n
d21 d22 . . . d2n

...
...

...
...

dm1 dm2 . . . dmn

 (A2)
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where dij is the element of decision matrix. Next, the decision matrix (r) is normalized
as follows:

r =



d11√
m
∑

i=1
dij

d12√
m
∑

i=1
dij

. . . d1n√
m
∑

i=1
dij

d21√
m
∑

i=1
dij

d22√
m
∑

i=1
dij

. . . d2n√
m
∑

i=1
dij

...
...

...
...

dm1√
m
∑

i=1
dij

dm2√
m
∑

i=1
dij

. . . dmn√
m
∑

i=1
dij


(A3)

Then, the weighted normalized decision matrix (V) is generated as follows:

Vmn =
(
Wj ∗ rij

)
mn (A4)

In the next step, the PIS and NIS are calculated by the following equations:

PIS = [a+1 , a+2 , a+3 , . . . , a+n ] = max
{

vij
∣∣ i = 1, 2, 3, . . . , m

}
] (A5)

NIS = [a+1 , a+2 , a+3 , . . . , a+n ] = min
{

vij
∣∣ i = 1, 2, 3, . . . , m

}
] (A6)

Finally, the score of each alternative is calculated as follows:

Score+i =

√(
vij − a−j

)
√(

vij − a−j
)
+

√(
vij − a+j

) (A7)
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Appendix A.7

MAE =

N
∑

i=1

∣∣Yi − Ŷi
∣∣

N
(A8)

RMSE =

√√√√√ N
∑

i=1

(
Yi − Ŷi

)2

N
(A9)

R =

N
∑

i=1

(
Yi − Yi

)(
Ŷi − Ŷi

)
√

N
∑

i=1

(
Yi − Yi

)2 N
∑

i=1

(
Ŷi − Ŷi

)2
(A10)

MARE =

N
∑

i=1

|Yi−Ŷi|
Yi

N
(A11)

RRMSE =
RMSE

ˆStd
(A12)

where Yi, Ŷi, ˆStd and N are the modeled ETo, observed ETo, standard deviation of ETo and
number of ETo samples. The MAE, RMSE, MARE and RRMSE are in the range of zero to
infinite positive numbers, and the desirable values are zero. Furthermore, the R is in the
range of zero to one, and the best value is one.

Appendix A.8

Table A1. The mean and standard deviation of inputs and targets.

Station Basin Parameter Min T (◦C) Mean T
(◦C) Max T (◦C) Humidity

(%)
Wind

Speed (m/s)
P

(mm/Month)
ETo

(mm/Day)

Tabriz Urmia
Std 7.78 12.84 18.84 51.23 3.12 20.89 7.81

Mean 8.72 9.94 10.76 14.25 1.01 19.58 2.37

Sahand Urmia
Std 7.40 12.00 16.96 49.74 3.73 19.16 8.06

Mean 8.08 9.37 10.19 13.23 1.92 18.50 2.36

Urmia Urmia
Std 5.36 11.33 17.94 58.93 1.86 26.28 8.13

Mean 7.44 9.13 9.86 11.24 0.86 28.07 2.37

Maragheh Urmia
Std 8.14 12.87 18.90 49.32 2.72 25.13 8.10

Mean 8.15 9.66 10.49 14.86 1.29 26.84 2.38

Mianeh Sefidrood
Std 7.69 14.04 20.62 51.71 1.80 23.49 7.97

Mean 7.96 10.59 10.97 14.61 0.97 22.13 2.42

Mahabad Urmia
Std 7.18 13.06 19.41 52.29 2.08 33.59 8.03

Mean 7.10 9.33 10.35 14.94 0.87 34.65 2.40

Saqez Urmia
Std 3.03 11.36 18.94 53.75 2.16 38.37 8.20

Mean 7.08 9.71 10.96 17.36 0.95 40.96 2.38

Takab Urmia
Std 2.53 10.12 16.48 54.24 2.13 25.87 8.00

Mean 7.38 9.80 10.80 16.72 0.90 24.26 2.33

Zanjan Sefidrood
Std 2.13 8.71 14.89 53.93 3.59 32.02 8.38

Mean 7.33 9.19 10.09 16.73 1.15 31.15 2.32
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Appendix A.9

Appendix A.9.1 Fossil-Fueled Recovery

Following the two-year blip path from June 2020 until the end of 2021, emissions
recover in a manner comparable to the recovery from the 2008 global recession, returning
to 4.5 percent over the baseline by the end of 2022. The stimulus packages are aimed to
boost fossil-fuel energy supplies, resulting in a 1% increase in fossil investment and a 0.8
percent decrease in low-carbon alternatives. The resulting emissions are 10% higher in 2030
than the baseline scenario, and this trend is expected to continue.

Appendix A.9.2 Moderate Green Stimulus

Following the two-year blip path from June 2020 until the end of 2021, emissions
recover marginally until 2022 but never approach the baseline forecasts. Governments
choose recovery packages that focus on low-carbon energy supply and efficiency, not fossil-
fuel bailouts. A 35 percent reduction in GHG emissions relative to the baseline scenario
by 2030 is assumed to continue after that, consistent with reaching global net-zero CO2
by 2060.

Appendix A.9.3 Strong Green Stimulus

In terms of the moderate green stimulus, investment differentials (+1.2% for low-
carbon technologies and 0.4% for fossil fuels relative to a current-policy scenario) result in a
slightly more than 50% reduction in GHG emissions by 2030 relative to the baseline scenario.
This trend is expected to continue in order to achieve global net-zero CO2 emissions by 2050.

Appendix B

Appendix B.1

In the Sahand station, the RF model provided good results too. The lowest value of
MAE, RMSE, MARE and RRMSE were equal to 0.19, 0.06, 0.13 and 0.04, respectively, and
the highest value of R was equal to 0.99. The Maragheh station showed that the LSBoost
model provided much better accuracy than the other models. Values of MAE, RMSE, R,
MARE and RRMSE were 0.19, 0.06, 0.99, 0.13 and 0.04, respectively. In terms of MAE,
RMSE, R, MARE and RRMSE in Mianeh station, the LSBoost model (0.14, 0.03, 0.99, 0.09,
0.02, respectively), and in Saqez station, the LSBoost model (0.15, 0.04, 0.99, 0.11, 0.03,
respectively) produced better estimation accuracy in modeling ETo than the other machine
learning models. Also, in Takab station the MARS model showed the highest modeling
accuracy. The value of MAE was equal to 0.19, RMSE equal to 0.05, R equal to 0.99, MARE
equal to 0.11 and RRMSE equal to 0.04. In the Zanjan station, results showed that the RF
model provided much better accuracy than the other models. The value of MAE was equal
to 0.16, RMSE equal to 0.05, R equal to 0.99, MARE equal to 0.11 and RRMSE equal to 0.03.
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Table A2. Results of the algorithms to the ETo modeling at the different stations.

Train Test

Sahand
MAE RMSE R MARE RRMSE MAE RMSE R MARE RRMSE

MLR 0.40 0.27 0.93 0.32 0.18 0.28 0.13 0.97 0.24 0.08
MNLR 0.33 0.21 0.95 0.23 0.14 0.25 0.09 0.98 0.17 0.06
MARS 0.33 0.22 0.95 0.22 0.15 0.24 0.08 0.98 0.15 0.06

M5 0.22 0.16 0.96 0.16 0.11 0.23 0.16 0.97 0.17 0.10
RF 0.21 0.14 0.97 0.15 0.10 0.19 0.06 0.99 0.13 0.04

LSBoost 0.15 0.13 0.97 0.12 0.09 0.20 0.07 0.98 0.14 0.05
Maragheh

MLR 0.25 0.10 0.97 0.17 0.07 0.56 1.11 0.78 0.35 0.73
MNLR 0.19 0.07 0.98 0.12 0.05 0.50 1.06 0.79 0.27 0.69
MARS 0.23 0.08 0.98 0.14 0.06 0.23 0.07 0.99 0.16 0.05

M5 0.10 0.02 0.99 0.05 0.02 0.20 0.07 0.98 0.12 0.05
RF 0.13 0.03 0.99 0.07 0.02 0.22 0.08 0.99 0.15 0.05

LSBoost 0.02 0.00 1.00 0.01 0.00 0.19 0.06 0.99 0.13 0.04
Mianeh

MLR 0.32 0.20 0.95 0.27 0.13 0.56 1.14 0.79 0.36 0.74
MNLR 0.24 0.13 0.97 0.17 0.09 0.46 1.07 0.81 0.23 0.69
MARS 0.23 0.13 0.97 0.15 0.08 0.17 0.05 0.99 0.10 0.03

M5 0.12 0.09 0.98 0.08 0.06 0.15 0.05 0.99 0.10 0.03
RF 0.16 0.11 0.98 0.12 0.07 0.15 0.04 0.99 0.09 0.02

LSBoost 0.13 0.09 0.98 0.10 0.06 0.14 0.03 0.99 0.09 0.02
Saqez

MLR 0.30 0.14 0.99 0.23 0.10 0.31 0.15 0.97 0.26 0.10
MNLR 0.23 0.08 0.98 0.15 0.06 0.24 0.08 0.98 0.18 0.06
MARS 0.18 0.05 0.99 0.11 0.04 0.20 0.06 0.98 0.14 0.04

M5 0.12 0.03 0.99 0.07 0.02 0.16 0.09 0.98 0.09 0.06
RF 0.11 0.02 0.99 0.07 0.02 0.17 0.05 0.99 0.12 0.03

LSBoost 0.02 0.00 1.00 0.02 0.00 0.15 0.04 0.99 0.11 0.03
Takab

MLR 0.28 0.14 0.96 0.21 0.10 0.26 0.09 0.98 0.20 0.07
MNLR 0.24 0.11 0.97 0.16 0.08 0.22 0.06 0.98 0.15 0.05
MARS 0.19 0.08 0.98 0.12 0.06 0.19 0.05 0.99 0.11 0.04

M5 0.13 0.06 0.98 0.08 0.04 0.22 0.13 0.97 0.13 0.09
RF 0.13 0.06 0.99 0.08 0.04 0.20 0.07 0.98 0.12 0.05

LSBoost 0.07 0.04 0.99 0.05 0.03 0.21 0.09 0.98 0.13 0.06
Zanjan

MLR 0.39 0.27 0.92 0.28 0.20 0.29 0.12 0.97 0.22 0.08
MNLR 0.34 0.24 0.93 0.22 0.18 0.22 0.07 0.98 0.14 0.05
MARS 0.31 0.22 0.94 0.21 0.16 0.22 0.07 0.99 0.14 0.05

M5 0.27 0.21 0.94 0.17 0.15 0.20 0.10 0.98 0.12 0.07
RF 0.25 0.19 0.94 0.16 0.15 0.16 0.05 0.99 0.11 0.03

LSBoost 0.31 0.22 0.94 0.18 0.16 0.20 0.07 0.98 0.12 0.05
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Appendix B.5

Table A3. Downscaling of T and P at the different stations.

Station Model-Scenario ∆T (◦C) ∆P (mm/Day) Station Model-Scenario ∆T (◦C) ∆P (mm/Day)

Sahand A-SCF 0.53 2.35 Saqez A-SCF 0.51 3.56
A-SCM 0.34 1.84 A-SCM 0.32 3.23
A-SCS 0.45 1.46 A-SCS 0.43 3.30
C-SCF 0.69 2.37 C-SCF 0.71 3.95
C-SCM 0.55 2.26 C-SCM 0.54 4.57
C-SCS 0.53 2.29 C-SCS 0.52 2.46
M-SCF 0.61 −0.09 M-SCF 0.60 −0.98
M-SCM 0.45 1.43 M-SCM 0.44 3.10
M-SCS 0.42 −0.01 M-SCS 0.41 −1.43

Maragheh A-SCF 0.53 2.05
Takab

A-SCF 0.51 2.95
A-SCM 0.34 1.61 A-SCM 0.32 2.78
A-SCS 0.45 1.43 A-SCS 0.43 2.74
C-SCF 0.69 2.31 C-SCF 0.78 6.70
C-SCM 0.55 2.70 C-SCM 0.71 7.98
C-SCS 0.53 2.66 C-SCS 0.63 10.94
M-SCF 0.61 −0.30 M-SCF 0.63 −0.59
M-SCM 0.45 1.63 M-SCM 0.47 1.29
M-SCS 0.42 −0.65 M-SCS 0.45 −0.35

Mianeh A-SCF 0.53 2.58 Zanjan A-SCF 0.51 3.21
A-SCM 0.34 2.47 A-SCM 0.32 3.20
A-SCS 0.45 2.19 A-SCS 0.43 3.33
C-SCF 0.78 6.65 C-SCF 0.83 6.01
C-SCM 0.71 7.03 C-SCM 0.71 7.27
C-SCS 0.63 11.20 C-SCS 0.62 7.58
M-SCF 0.64 0.66 M-SCF 0.63 −0.76
M-SCM 0.49 2.23 M-SCM 0.47 1.42
M-SCS 0.46 −0.09 M-SCS 0.45 −0.77
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Appendix B.7

Table A4. Results of prediction ETo at the different stations.

A-SCF A-SCM A-SCS C-SCF C-SCM C-SCS M-SCF M-SCM M-SCS

Sahand
Mean-Obs 2.36 2.36 2.36 2.36 2.36 2.36 2.36 2.36 2.36
Mean-Pred 2.44 2.41 2.43 2.44 2.42 2.42 2.41 2.41 2.41
Min-Obs 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43
Min-Pred 0.39 0.37 0.35 0.36 0.32 0.38 0.36 0.36 0.36
Max-Obs 4.86 4.86 4.86 4.86 4.86 4.86 4.86 4.86 4.86
Max-Pred 4.83 4.80 4.78 4.86 4.83 4.82 4.80 4.81 4.79

Change mean (%) 3.28 1.83 2.69 3.03 2.55 2.31 2.08 1.84 2.09
Maragheh

Mean-Obs 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38
Mean-Pred 2.43 2.41 2.43 2.41 2.40 2.41 2.42 2.40 2.40
Min-Obs 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48 0.48
Min-Pred 0.47 0.45 0.47 0.48 0.45 0.42 0.47 0.46 0.46
Max-Obs 4.93 4.93 4.93 4.93 4.93 4.93 4.93 4.93 4.93
Max-Pred 4.92 4.89 4.90 4.87 4.97 4.95 4.90 4.86 4.93

Change mean (%) 2.28 1.30 1.96 1.33 0.84 1.20 1.57 0.98 0.87
Mianeh

Mean-Obs 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42 2.42
Mean-Pred 2.47 2.44 2.46 2.48 2.46 2.46 2.47 2.45 2.45
Min-Obs 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39
Min-Pred 0.38 0.39 0.41 0.45 0.40 0.39 0.39 0.46 0.37
Max-Obs 5.09 5.09 5.09 5.09 5.09 5.09 5.09 5.09 5.09
Max-Pred 4.84 4.87 4.89 4.88 4.82 4.81 4.83 4.84 4.84

Change mean (%) 1.93 0.68 1.36 2.20 1.77 1.70 1.85 1.11 1.29
Saqez

Mean-Obs 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38 2.38
Mean-Pred 2.43 2.40 2.44 2.44 2.43 2.43 2.45 2.43 2.42
Min-Obs 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
Min-Pred 0.46 0.46 0.46 0.46 0.36 0.42 0.44 0.43 0.46
Max-Obs 4.91 4.91 4.91 4.91 4.91 4.91 4.91 4.91 4.91
Max-Pred 4.87 4.86 4.86 4.87 4.92 4.84 4.93 4.88 4.93

Change mean (%) 2.06 0.87 2.38 2.65 1.91 2.16 2.80 1.98 1.69
Takab

Mean-Obs 2.33 2.33 2.33 2.33 2.33 2.33 2.33 2.33 2.33
Mean-Pred 2.38 2.35 2.38 2.39 2.39 2.38 2.38 2.37 2.37
Min-Obs 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47
Min-Pred 0.49 0.45 0.50 0.50 0.51 0.50 0.49 0.51 0.49
Max-Obs 4.84 4.84 4.84 4.84 4.84 4.84 4.84 4.84 4.84
Max-Pred 4.56 4.53 4.55 4.55 4.55 4.54 4.55 4.57 4.57

Change mean (%) 2.40 1.04 2.09 2.68 2.70 2.42 2.25 1.97 1.85
Zanjan

Mean-Obs 2.32 2.32 2.32 2.32 2.32 2.32 2.32 2.32 2.32
Mean-Pred 2.35 2.34 2.34 2.40 2.38 2.37 2.39 2.36 2.36
Min-Obs 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
Min-Pred 0.51 0.48 0.52 0.52 0.52 0.50 0.48 0.48 0.48
Max-Obs 4.70 4.70 4.70 4.70 4.70 4.70 4.70 4.70 4.70
Max-Pred 4.57 4.57 4.57 4.54 4.54 4.54 4.58 4.56 4.57

Change mean (%) 1.27 0.64 0.85 3.44 2.41 2.01 2.88 1.58 1.70
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Appendix B.9

In Sahand station, the CanESM5 model and SCM scenario had less uncertainty (in this
model and scenario, the amount of ETo increased by 2.68%, which had less uncertainty
than other models and scenarios). At Maragheh and Mianeh stations, the prediction of
ETo with the MRI-ESM2-0 model and SCS scenario was more probable (in this model and
scenario, the amount of ETo increased by 1.05%, and 1.84%, respectively, which had more
certainty than other models and scenarios). In Saqez station, the predictions made by the
CanESM5 model and SCM scenario had a high probability of occurrence (in this model



Sustainability 2022, 14, 2601 34 of 37

and scenario, the amount of ETo increased by 1.93%, which was more likely than in other
models and scenarios). In the Takab station, the MRI-ESM2-0 model and SCF scenario had
less uncertainty (in this model and scenario, the ETo value increased by 1.57%, which was
more likely than in other models and scenarios). In the Zanjan station, the MRI-ESM2-0
model and SCS scenario had less uncertainty (in this model and scenario, the ETo value
increased by 2.42%, which had less uncertainty than other models and scenarios).

Table A5. Results of uncertainty evaluation by MCM at the different stations.

R-Factor

A-SCF A-SCM A-SCS C-SCF C-SCM C-SCS M-SCF M-SCM M-SCS

Sahand 2.452 2.442 2.450 2.451 2.396 2.430 2.422 2.426 2.419
Maragheh 2.774 2.768 2.767 2.763 2.760 2.761 2.752 2.748 2.747

Mianeh 2.012 2.005 1.995 2.013 1.991 1.992 1.986 1.990 1.979
Saqez 2.577 2.568 2.585 2.552 2.542 2.548 2.566 2.546 2.543
Takab 2.330 2.365 2.357 2.360 2.323 2.355 2.320 2.368 2.335
Zanjan 2.419 2.415 2.425 2.398 2.406 2.416 2.393 2.402 2.392
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