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Abstract: With the advent of high-spatial resolution (HSR) satellite imagery, urban land use/land
cover (LULC) mapping has become one of the most popular applications in remote sensing. Due to
the importance of context information (e.g., size/shape/texture) for classifying urban LULC features,
Geographic Object-Based Image Analysis (GEOBIA) techniques are commonly employed for mapping
urban areas. Regardless of adopting a pixel- or object-based framework, the selection of a suitable
classifier is of critical importance for urban mapping. The popularity of deep learning (DL) (or deep
neural networks (DNNs)) for image classification has recently skyrocketed, but it is still arguable
if, or to what extent, DL methods can outperform other state-of-the art ensemble and/or Support
Vector Machines (SVM) algorithms in the context of urban LULC classification using GEOBIA.
In this study, we carried out an experimental comparison among different architectures of DNNs
(i.e., regular deep multilayer perceptron (MLP), regular autoencoder (RAE), sparse, autoencoder
(SAE), variational autoencoder (AE), convolutional neural networks (CNN)), common ensemble
algorithms (Random Forests (RF), Bagging Trees (BT), Gradient Boosting Trees (GB), and Extreme
Gradient Boosting (XGB)), and SVM to investigate their potential for urban mapping using a GEOBIA
approach. We tested the classifiers on two RS images (with spatial resolutions of 30 cm and 50 cm).
Based on our experiments, we drew three main conclusions: First, we found that the MLP model
was the most accurate classifier. Second, unsupervised pretraining with the use of autoencoders led
to no improvement in the classification result. In addition, the small difference in the classification
accuracies of MLP from those of other models like SVM, GB, and XGB classifiers demonstrated that
other state-of-the-art machine learning classifiers are still versatile enough to handle mapping of
complex landscapes. Finally, the experiments showed that the integration of CNN and GEOBIA
could not lead to more accurate results than the other classifiers applied.

Keywords: remote sensing; high-spatial resolution imagery; deep learning; GEOBIA; land
use/cover classification

1. Introduction

1.1. High Spatial Resolution Urban Mapping

Since the launch of IKONOS—the first commercial high-spatial resolution (HSR) spaceborne
sensor—in 1999, much research has focused on developing new methods for analyzing HSR images
(spatial resolution < 4 m). Undoubtedly, one of the most common applications of HSR remote sensing
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(RS) data is urban land use/land cover (LULC) mapping. Due to rapid changes in urban areas,
maps must frequently be updated to support urban management and planning. Apart from the fine
resolution of HSR imagery, its ability to provide ongoing and ad hoc monitoring is also beneficial for
urban (change) mapping.

A major challenge in using HSR imagery for urban LULC mapping, however, is the high degree
of complexity of urban features, e.g., in terms of their spectral, spatial, and textural properties [1].
For instance, different types of urban LULC features may have very similar spectral properties (e.g.,
buildings and road). Moreover, some urban LULC features like buildings have spectral and spatial
properties that may vary widely even within a single urban area. Owing to these reasons, applying
traditional pixel-wise approaches to classify urban LULC often leads to unsatisfactory results [2,3]. In
fact, since a single pixel in an HSR image represents just a small part of an LULC object (e.g., building
rooftop or tree crown), pixel-wise classification cannot properly model the variability of different
LULC types. To put it differently, the lack of extra information (i.e., spectral, spatial, and textural)
hinders pixel-wise classification schemes from correctly assigning individual pixels to their real-world
land classes.

To overcome this problem, Geographic Object-Based Image Analysis (GEOBIA) was developed [4].
GEOBIA deals with the shortcomings of pixel-based approaches by including an additional step in the
classification phase, known as image segmentation. The objective of image segmentation is to group
pixels into semantically similar nonoverlapping regions from which additional spectral, spatial, and
textural features can be extracted and used for classification. In contrast to pixel-based techniques,
image segments (or image objects) are the smallest addressable element in the GEOBIA framework.
These image segments are typically desired to accurately represent real-world, meaningful entities
(although this can be difficult to achieve in practice). As shown in many previous studies, GEOBIA
often leads to more accurate classification results than pixel-based approaches, particularly for HSR
images [1,3,5,6].

1.2. Machine learning Classifiers for Object-Based Classification

Aside from the base units for classification (pixels or image segments), the selection of a suitable
classifier is also of critical importance for urban LULC mapping. The success of machine learning (ML)
algorithms in classification of highly complex data has substantially increased their applications for RS
analysis, and indeed they have been found to significantly outperform parametric methods in many
past RS studies [6,7].

A wide variety of ML classification techniques exist, with ensemble decision tree classifiers
(e.g., Random Forest (RF), Bagging Trees (BT), Boosted Trees, etc.) [8,9] and Support Vector Machine
(SVM) [10] being among the most commonly utilized for GEOBIA-based urban LULC classification [11].
More recently, algorithms employing deep learning (DL) (i.e., Deep Neural Networks (DNNs)) [12]
have also become very popular for LULC classification [13]. Recently, several powerful architectures
of DL models have been developed for the classification of RS images [14–16]. It is, however, still
arguable how well these DL algorithms perform against ensemble algorithms and SVM for the purpose
of urban LULC classification. This is particularly true in the case of LULC classification using a
GEOBIA approach, as it can be difficult to combine GEOBIA with some popular DL algorithms, e.g.,
convolutional neural networks (CNNs) [17,18].

Recently, a few studies have explicitly targeted the comparison of DL and other common ML
algorithms. In Liu, et al. [19], the aim was to show whether DL could outperform SVM for the
classification of hyperspectral data. In this regard, a deep sparse autoencoder (SAE) [20]—one of the
variants of DL algorithms—was applied against SVM. The authors concluded that SVM generally
performed better than SAE in their experiments. Moreover, as they outlined, the best accuracies
generated by SAE were close to those of SVM. In their study, however, the authors attributed the
unexpected performance of SAE in comparison with SVM to the insufficient number of labeled samples
in the hyperspectral data sets under consideration. İn a similar study, Zhang, et al. [21] implemented
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an object-based framework to compare DL (i.e., SAE and stacked denoising autoencoders (DAE) [22])
and common ML classifiers (i.e., SVM, K-nearest neighbors, and Bayes) for fine-scale urban mapping.
They trained these algorithms on a 181-dimensioanl feature space (i.e., spectral features (including
“brightness”, “mean”, “standard deviation”, “max/min pixel values”, etc.), spatial features (including
“area”, “asymmetry”, “border index/length”, “compactness”, “elliptic fit”, etc.), and textural features
(including “GLCM” and “GLDV”) to assess the capability of each algorithm in urban mapping using
a high-dimensional data set. In contrast to the study conducted by Liu, et al. [19], Zhang, et al. [21]
concluded that the DNNs achieved higher accuracies than SVM (by 6%) for urban mapping. They
reported that their proposed DL framework was superior to the other classifiers evaluated. Fu, et
al. [17] compared CNN with RF and SVM for the classification of urban LULC types using a GEOBIA
approach, and found that CNN led to 5–10% increases in overall classification accuracy. However,
because CNN classification features were extracted for fixed-sized square image blocks rather than
segment boundaries (due to the limitations of CNNs in this regard), classification results tended to
be erroneous if segments had curved or elongated shapes. A similar approach was applied by Liu
and Abd-Elrahman [23]. The important difference in their approach was the use of multiview images
taken by UAVs. In that method, after extracting the object from each image acquired from a specific
angle, the image patch was incorporated into a CNN. The main advantage of this approach was that it
accounts for spectral difference of the image objects, so that less training data are needed. However,
this demands for multiview images and could be computationally intensive.

1.3. Objective

In spite of the novelty of the above-mentioned studies in comparing DL and other state-of-the-art
ML classifiers for urban LULC mapping, to our knowledge, no comprehensive comparison with
other commonly used ensemble learners (aside from RF) for fine-scale urban LULC mapping has
been performed to better judge the potential of different DL architectures in urban mapping in a
GEOBIA-based setup. There are several aspects that distinguish this study from other recent studies
on comparing ML algorithms. First, we aimed to compare different types of ML algorithms that are
reported to be mature in several studies [19,24–27]. Some of these algorithms, however, have not
been comprehensively compared with each other. For example, although it is argued that RF is the
most popular ensemble model for the classification of RS images [24], it has not been thoroughly
experimentally compared with other (state-of-the-art) tree ensemble approaches in the context of
LULC classification using the GEOBIA approach. Second, along with not applying other variants of
autoencoders, the efficacy of applying a deep regular multilayer perceptron (MLP) model without
performing any pretraining procedure or specific regularization has not been investigated. Moreover,
in previous studies, the potential of an object-based CNN model against other object-based DL models
was not evaluated to judge if the integration of CNN and GEOBIA can perform better than the
other types of GEOBIA-based DNNs. Finally, we used a multiscale GEOBIA classification in our
comparisons (except for the CNN). Notwithstanding that in several previous studies the importance of
multiscale mapping has been shown [3,6,28], almost all the similar studies chose to use a single-scale
comparison [19,25,27,29].

Taking into account these limitations, this study focused on the comparison of two popular
variants of stacked autoencoders (i.e., SAE and variational autoencoders (VAE)), MLP, and CNN for
GEOBIA LULC classification. In addition, the DNNs applied were compared with some of the most
powerful ensemble tree classifiers (i.e., RF, BT, GB [30], and XGB [31]) as well as SVM to provide a
comprehensive comparison.
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2. Overview of Selected ML Classifiers

2.1. Ensemble Classifiers

A basic principle behind ensemble learning is that, by combining a series of classifiers that
perform slightly better than random guessing (known as weak learners), a single strong classifier
can be constructed. A decision tree (DT) classifier [32] is the epitome of a weak learner, and is
often incorporated into ensembles to establish a strong classifier. One popular type of ensemble tree
models is referred to as Bootstrap Aggregation, or Bagging Trees (BT) [33]. As with its other ensemble
counterparts, the BT model aims to address the problem of overfitting of DTs. The BT model involves
randomly selecting a subset of the training data (with replacement) to train each individual decision
tree model in the ensemble. The final classification result is obtained through majority voting of the
output (i.e., LULC class) of the individual DTs in the ensemble.

The RF classifier is similar to BT in that each DT in the ensemble is grown using a random subset
of the training data, but RF also randomly selects a subset of the classification variables for classifying
each DT [24]. The generated DTs thus have higher variance and lower bias. To train an RF model, two
hyperparameters need to be set: the number of randomly selected features (Mtry) used for splitting
each node and the number of trees (Ntree). Based on the experiments of Breiman [9], reasonable
accuracy was obtained on different data sets when Mtry was set to log2(M) + 1 where M is the number
of variables. In addition, Lawrence, et al. [34] reported that an Ntree of 500 or more produced unbiased
estimates of error.

Boosting algorithms are greedy techniques that are also popular in the context of RS [26]. Unlike
BT and RF, boosting models do not grow DTs in parallel. They instead sequentially train individual
DTs, each of which is an improved version of the previous one that resulted in smaller error rate. The
most commonly used type of boosting algorithms is perhaps Adaptive Boosting (AdaBoost) [35]. The
foundation of boosting was later improved by introducing a more generalized solution called gradient
boosting (GB) [36]. GB works based on minimizing a loss function through fitting an additive basis
function model sequentially to the gradient residual of the loss function. Another improved version
of the regular gradient tree boosting model recently proposed is XGB [31]. This type of ensemble
tree models has been recently reported to be a powerful ML algorithm for mapping purposes in
RS [37,38]. This algorithm is in fact a specific implementation of the concept of the regular GB. In
XGB, a regularization term (added to the loss function) is used to constrain the model, thereby helping
control the complexity of the model, better avoiding overfitting. To train an XGB model, three main
parameters should be set: Ntree, learning rate (eta), and the depth of each individual tree (depth).
Tuning these three free parameters helps improve the performance of the model in terms of both speed
and accuracy.

2.2. Support Vector Machines (SVM)

SVM is one of the most commonly used classifiers in the ML community that categorizes data
using an optimally separating hyperplane [10]. One key advantage of SVM for RS applications is its
ability to handle high dimensionality data using relatively few training samples [39]. However, in
cases where the number of features is much greater than the number of training samples, which is
the so-called curse of dimensionality, this classifier fails to generate acceptable results. In general, a
radial basis function (rbf) is used as the kernel for this classifier because it provides a trade-off between
time-efficiency and accuracy [40]. This classifier has two free parameters that need to be tuned, namely
C (penalty parameter of the error term) and ε (the margin of tolerance). These two parameters are
typically selected by cross-validation of the training samples and grid-search.

2.3. Deep Learning Architectures

The structure of an MLP, which is of the family of feedforward networks, can be schematically
seen in Appendix A (Figure A1). An MLP is composed of four main components: Input layer, neurons
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(nodes), hidden layers, and output layer. To put it simply, an MLP can be defined as a series of layers
of neurons successively connected to each other by weights, which are iteratively adjusted through
an optimization process. The training procedure in feedforward neural networks is based on the
back-propagation algorithm. This algorithm propagates error from the output layer to the input layer.
Through this process, which usually employs stochastic gradient descent approach for optimizing the
loss function, the weights in each layer of the network are updated iteratively until network’s error
rate reaches a desired minimum state.

In the earlier forms of feedforward networks, adding more than one layer to the network did
not have any effect on the accuracy. In fact, the gradient update was not able to back-propagate the
error to the first layers, and thus no parameter update was applied to them; this phenomenon, known
as vanishing gradients, was one of the main barriers to applying DNNs. In one of the revolutionary
findings by Glorot and Bengio [41] in the field of neural networks, this problem was overcome using a
new strategy for weight initialization. This provided new insights into taking advantage of DNNs
to model complex patterns in different applications including object detection/recognition, semantic
segmentation, hand-written recognition, speech recognition, etc.

Although the number of hidden layers and neurons can affect the performance of a network, there
is not any solid rule for determining optimal values for them. It is also obvious that fitting more complex
models (by designing more complex DNNs) to the input data increases the possibility of overfitting.
To address this problem, these two hyperparameters can be set by performing cross-validation or
based on a user’s a priori knowledge. In addition, to overcome overfitting, regularization techniques,
including dropout, are normally applied to increase the generalizability of the model.

Autoencoders are a variant of neural networks that are structurally similar to MLPs. The main
application of an autoencoder is to find the features that best represent input data reconstructed,
helping prevent overfitting, especially in cases where sufficient labeled data are not available [42].
Therefore, they could be very useful in RS applications because of the difficulty in collecting labeled
data. As seen in Figure A2, an autoencoder has two main parts that distinguish it from an MLP, namely
the coding layer and decoding layer. In the coding layer, the network learns to map the data to a
lower-dimensional feature space, similar to what Principal Component Analysis (PCA) does.

The decoding layer is responsible for reconstructing the coded, dimensionally reduced data. To
put it differently, this layer approximates the input data using the coded data. It is therefore evident
that the number of neurons in the input layer must be the same as the number of neurons in the
output layer. To reconstruct complex data more accurately, it is possible to stack multiple autoencoders
together, resulting in a deep autoencoder or stacked autoencoder. The coding layers of a stacked
autoencoder can also be fed into a supervised learning model for classification purposes.

Explicitly reducing the number of neurons that our output from the encoding layer is not the
only solution to reduce dimensionality and to extract useful structures from the input data in an
unsupervised setup. Penalizing the neurons of a stacked autoencoder is another way to compress
feature space, which permits the same or more neurons in successive layers as their input features. In
this regard, one solution is to add a sparsity term to the loss function to establish SAE (Figure A3).
To put it simply, by adding this sparsity term during training process, some neurons in the coding
layer are deactivated to preclude the model from memorizing the pattern/structure of training data.
Sparsifying the network at each training iteration helps the network learn more useful features to
reconstruct the input data even when a larger number of neurons in the hidden layers are used. The
sparsity term commonly used is Kullback–Leibler (KL) divergence, which is a function for comparing
the similarity between two distributions. This extra term added to the loss function has two free
parameters: sparsity parameter and sparsity weight. The sparsity parameter controls the average
activation of hidden neurons (i.e., neurons in the hidden layer(s)). The sparsity weight is a scale value
that determines the magnitude of the sparsity term imposed.

Another powerful type of autoencoders is variational autoencoder (VAE) [43]. Unlike regular
autoencoders and SAEs, a VAE is a probabilistic model; that is, a VAE maps the input data to a
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probability distribution (in the coding space or latent space) rather than to a fixed encoded vector.
Instead of learning a function to map a single data point in the feature space into an encoded single
value, a VAE learns the parameters (i.e., mean and standard deviation) of a probability distribution
(in a latent space) from the input data. From this probability distribution, which is typically chosen
(but not limited) to be Gaussian, a single data point is randomly sampled through an additional layer
called sampling layer. Finally, the samples are fed into the decoding layer to apply the reconstruction
process. A VAE also takes advantage of the KL divergence for comparing the distribution learned
with a normal distribution (with a mean of 0 and standard deviation of 1). In other words, the KL
divergence controls if the learned distribution is not significantly different from a normal distribution
(For more detailed information on VAEs, the reader is recommended to refer to Doersch [44]). As
implied from the above descriptions, VAEs are inherently generative models. Indeed, the capability of
VAEs in transforming input data to a probability distribution and then sampling from it helps them be
able to generate new instances from the probability distribution constructed. This feature is useful in
cases where sufficient labeled data are not available for classification so that the analyst can use a VAE
to synthesize new instances to improve the accuracy and generalizability of modeling.

Another variant of feedforward multilayer models is CNN, which is perhaps currently the most
popular DL model for object detection/identification. CNNs are very simplistic analogies of the
mammalian visual cortex. Unlike MLP and autoencoders, inputs into CNNs are image patches, not
vectorized data, which is very useful for extracting/learning spatial and contextual features. In a CNN
architecture, a fixed-size image patch is mapped to a vector of probabilities calculated for each of
the classes considered [42]. Another difference between an MLP and a CNN is that CNNs are not
fully connected (except their last layer), which means that each neuron is not connected to all other
neurons in the next layer. In fact, this is the main advantage of CNNs that helps them generate learned
features through applying sequentially convolutional filters to fixed-size inputs. In the first layers,
convolutional filters extract low-level features (e.g., edges). The last layers, on the other hand, are
responsible for extracting and learning high-level information (e.g., land features). When stacked
together, these convolutional layers can be very beneficial to detect/recognize objects of interest. To
improve the efficiency of CNNs, some convolutional layers are followed by a pooling/subsampling
layer to reduce output size of the convolutional layers. One of the problems with CNNs is that they only
accept fixed-size image patches. In RS mapping, this can negatively affect classification results because
LULC boundaries for geometrically distorted and for small LULCs can be ignored by the convolutional
filters used in the CNN, which causes unwanted uncertainty in the classification process [29]. One of
the solutions to address this problem is to integrate GEOBIA with a CNN to account for the boundaries
of land features to be classified.

3. Methods and Materials

3.1. Study Area and Data

To compare the classifiers in this study, we selected two HSR images. The first image was an aerial
HSR image of an urban area in Calhoun, Illinois, USA (Figure 1). This image had a spatial resolution of
30 cm and a radiometric resolution of 8 bits with four spectral channels (i.e., Red, Green, Blue, and
NIR). This HSR image is freely accessible through EarthExplorer. The urban area covered in this image
consists of heterogeneous and diverse LULC features, making it suitable for our analyses.
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Ontario, Canada (Figure 2). For this study, we used the RGB and NIR-1 bands. We also pansharpened 
the image to take advantage of the 50 cm spatial resolution provided by the panchromatic band. As 
in the first image, various complex urban LULCs were present in this image. However, this image 
had a more heterogeneous structure than the other image did, which was useful to challenge different 
classifiers utilized.  
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Figure 1. 30 cm aerial image covering an urban area in Calhoun, Illinois, USA.

The other image used was a WorldView-2 image acquired in 2010 covering the city of Kingston,
Ontario, Canada (Figure 2). For this study, we used the RGB and NIR-1 bands. We also pansharpened
the image to take advantage of the 50 cm spatial resolution provided by the panchromatic band. As
in the first image, various complex urban LULCs were present in this image. However, this image
had a more heterogeneous structure than the other image did, which was useful to challenge different
classifiers utilized.
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3.2. Image Segmentation and Feature Extraction

In this study, we used the multiresolution segmentation (MRS) algorithm proposed by Baatz
and Schäpe [45], which is one of the most commonly used segmentation algorithms for RS image
analysis. The MRS algorithm has three free parameters: scale parameter (SP), color/shape weights,
and smoothness/compactness weights. The SP is the most important parameter because it implicitly
governs the average size of image segments, and setting it appropriately is critical for achieving
accurate segmentation and classification results [46–48]. This parameter is conventionally set through
a time-consuming and subjective trial-and-error process. To overcome this problem, automatic
approaches are widely used to generate optimal segmentation results. In several studies, it has
been emphasized that different LULCs have their own inherent scales [6,28,49]. It is therefore often
better to segment an image using multiple SPs rather than a universal one to extract different LULCs
of interest [46]. In this regard, to extract buildings using the MRS algorithm, we segmented the
image using the SP derived from the degree-2 polynomial (DP) model proposed by Jozdani, et al. [6].
The polynomial model is only applicable for buildings, so for the remaining classes, we employed
Estimation of Scale Parameter (ESP) tool [5,28] (one of the most commonly used automatic approaches
to the estimation of SP). However, for the 50 cm image, the SP estimated by the ESP was very coarse
and did not lead to an acceptable segmentation. We instead estimated an appropriate SP for the other
classes using the supervised method F-measure [46].

To take advantage of the multiscale power of GEOBIA, the two segmentation levels were then
overlaid, and the spectral/spatial/texture features computed for the coarser level (i.e., the superobjects)
were assigned to the segments they contained in the finer segmentation level (i.e., the subobjects).
Utilizing this type of multiscale approach was found to improve classification accuracy in past GEOBIA
studies utilizing ML classifiers [3,50,51].

We aimed to use a high-dimensional data set in our experiments because one of the main goals
of this study was to evaluate the potential of each model to handle high-dimensional data, and to
analyze the performance and efficacy of autoencoder models in comparison with the other models for
urban LULC mapping. For this purpose, in addition to the features recommended Ma, et al. [51], we
calculated some other useful features for the image segments generated. The features calculated were
as follows (overall, 33 features).

• Spectral features: “brightness”, “mean”, “standard deviation”, “skewness”.
• Spatial features: “area”, “asymmetry”, “border index”, “border length”, “compactness”, “main

direction”, “roundness”, “shape index”, “length”.
• Textural features: “GLCM” features (homogeneity, contrast, dissimilarity, entropy, Ang. 2nd

moment, mean, standard deviation, correlation).
• Vegetation index: “NDVI”.

Each of the computed features was then standardized (to have a mean of 0 and a standard
deviation of 1).

In recent years, there have been a few studies on the integration of GEOBIA and CNN [17,25,27,29].
In this study, we integrated a 50-layer ResNet model [52] with the image segments generated by
MRS. In this approach, the first step was to prepare the inputs (image patches) that should be fed
into the network. The size of the image patches in this CNN model is 224 × 224 with three channels,
although data sets having more channels can be used through a simple modification of the model.
To incorporate GEOBIA into CNN, we followed a similar approach proposed by Fu, et al. [17] and
Zhang, et al. [27] to first extract image patches corresponding to the image objects generated by the
segmentation. In this approach, we computed the smallest oriented bounding box (with minimum
areas) of each image segment. Then, we extracted the bounding boxes enclosing image segments, and
resized them to 224 × 224. Finally, to keep the aspect ratio fixed, we used zero padding while resizing
the image patches. The final image patches therefore had a size of 224 × 224 with four channels (RGB
and NIR). When integrating CNN and GEOBIA, the segments themselves are not generally extracted
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and resized to be directly used as inputs into a CNN because it eliminates the context information, and
thus affecting the performance of the CNN to extract concrete features. There are generally two ways
of taking advantage of CNNs (and generally DNNs); the first way is to use a pretrained model that can
be retrained on a new data set. The other way is to train the model from scratch. The advantage of the
first approach is that the model can be trained and could lead to satisfying results even if a limited
number of data are used. This approach known as transfer learning, however, requires using the same
size and number of channels (i.e., in most cases, only RGB) for the new data set. Since we intended to
use four channels, we chose the second approach and trained the model from scratch.

In this study, from the 30 cm image, we gathered statistically independent and nonadjacent LULC
training and testing data (training/testing segments) using a simple random sampling (SRS) approach
to make sure the analyses and results are not biased [53]. Overall, 5571 image segments, representing
six different LULC types (buildings (1559 samples), road (908 samples), trees (1181 samples), grass
(1084 samples), water (107 samples), shadow (732)), were collected for the training set, and 1248 pixels
for the testing set to evaluate the performance of the classification models established. From the 50 cm
image, 1030 samples for buildings, 764 samples for road, 352 samples for shadow, 684 samples for
grass, 415 samples for trees, and 355 samples for water were extracted. A total of 1432 pixels were also
randomly selected as the test set for this image. It should be also noted that no training/test samples
from the cloud-contaminated parts of the 50 cm image were collected, because the underlying LULC
types were not apparent in those areas. Since the training data gathered for both the images were
imbalanced, we applied the Synthetic Minority Oversampling Technique (SMOTE) [54] to artificially
balance the training set, as this was found beneficial in past studies using imbalanced data [55,56] and
machine learning classifiers [57].

3.3. Implementation of Classifiers

We implemented all the classification models in this study using Python programming language.
To implement the DL classifiers, we used the “TensorFlow” framework which is an open source library
developed by “Google Brain” [58]. TensorFlow allows the implementation of a DL network on either
CPU or GPU, provided that the GPU is supported by the framework. In this study, we implemented the
networks on an Nvidia GeForce GTX 1080 Ti GPU. It is generally recommended to implement DNNs
on a supported powerful GPU because it significantly reduces the execution time during training
and inference. The RF, GB, BT, and SVM classifiers were applied using the open source “scikit-learn”
module [59], which is the most commonly used ML module in Python. For the XGB classifier, we
applied the “XGBoost” module in Python. As a trade-off between fast convergence and less execution
time, a learning rate of 0.1 was chosen for the XGB and GB models. The hyperparameters of the SVM
model were selected using a 5-fold cross-validation (C = 100, ε = 0.01).

As already stated, autoencoders are unsupervised ML algorithms that are typically used as a
pretraining step. Therefore, for supervised classification, they should be combined with a supervised
classifier. In other words, the supervised classifier applies the features generated by the autoencoder to
perform classification. In this study, after training the autoencoder models, we used their lower-level
layers in an MLP model to establish a new classifier using these pretrained layers. We also performed
fine-tuning to the model through applying back-propagation algorithm to the encoder layers.

When training a neural network model, choosing a stopping criterion is important because it helps
preclude overfitting, especially when (very) deep networks are utilized. One of the most commonly
used stopping criteria is to terminate training process after a certain number of iterations. In this
study, we trained the autoencoder models for 200 iterations and then recorded their encoder layers
for supervised classification. The MLP and CNN models were trained for 2000, and 300 iterations,
respectively. For all the DL models, we used Adam optimizer to minimize the loss function, a learning
rate of 0.001 in the optimization process, and Rectified Linear Unit (ReLU) as the activation function.
For the MLP and all the autoencoders in the supervised setup, we applied the l2 regularizer and a
dropout of 0.25 to reduce overfitting during classification. For the SAE model, the sparsity parameter
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and the sparsity weight were both set to 0.1. The remaining parameter settings of the four neural
networks applied are presented in Table 1.

Table 1. Layer configurations of deep learning (DL) models applied.

Model # of Hidden Layers # of Neurons in
Each Hidden Layer

Total # of Trainable
Parameters

MLP 3 100-100-100 34,306
RAE 3 100-30-100 12,863
SAE 2 100-100 16,833
VAE 3 100-20-100 8213

CNN (ResNet) 50 Refer to He, et al. [52] 23,537,728

4. Results and Discussion

4.1. Comparison of Classifiers

Based on Table 2, the best accuracies were achieved by the MLP model for the 30 cm image.
The other DNNs led to > 2% worse accuracy than the MLP. Of the ensemble classifiers, the BT (the
simplest ensemble classifier tested) achieved the worst overall accuracy, and this can likely be ascribed
to the fact that it was unable to handle the high dimensionality of the data. As elaborated earlier,
BT uses the entire feature set for training the DTs in the ensemble. Thus, when features are highly
correlated, the corresponding individual DTs are also highly correlated, and the BT model suffers
from overfitting [26]. The RF model reduces the correlation between the DTs in the ensemble through
random sampling of features, which led to an increase in classification accuracy in our experiment. The
GB and XGB models led to further improvement in classification accuracy in our experiments. From
this, it can be shown that even using tree stumps as a base classifier GB can generate accurate results
because the ensemble is composed in such a way that each tree generated is an improved version of
the previous one. Although XGB performed slightly worse than GB, it is much faster thanks to its
highly parallelized implementation/concept. This advantage is specifically valuable when working
with very large data sets (e.g., classification of time series RS images). As the data set become larger,
it can also be speculated that XGB starts performing better than GB in terms of accuracy due to its
regulation term that helps increase the generalizability of the algorithm.

Table 2. Accuracy measures derived from the models applied on the 30 cm image.

Classifier (30 cm) Overall Accuracy Kappa F1-Score

RF 94.47 0.931 0.945
GB 95.99 0.950 0.960

XGB 95.91 0.949 0.959
BT 94.31 0.929 0.944

SVM 95.43 0.943 0.954
MLP 96.55 0.957 0.965
RAE 94.39 0.930 0.945
SAE 93.67 0.921 0.938
VAE 94.31 0.929 0.945
CNN 94.63 0.930 0.944

To realize if the difference between the XGB and GB classifiers was statistically significant, we
applied a McNemar’s test. The null hypothesis of this test is that there is no difference between the
two results. Applying this test led to a large p-value (> 0.05) indicating that the two classifiers were
not statistically different from each other. After these two classifiers, the SVM model was the most
accurate one, with a small difference from the XGB.
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Of the models applied, the SAE model had the worst performance. This shows that applying
pretraining in a GEOBIA setup could not result in any accuracy improvement, though a high dimensional
data set was applied. In fact, squeezing the feature space did not add any useful information to the
classification construct to obtain a more accurate result in the 30 cm image.

In Appendix B (Figures A4–A7), the confusion matrices for the MLP, GB, SVM, and CNN
classification results (i.e., the most accurate classifiers from each category in our study) can be seen.
From these confusion matrices, the greatest difficulty for all the models was differentiating between
grass and tree. This was mainly due to the high degree of spectral similarity between some of the
samples in the two LULC classes. Moreover, none of the spatial and/or textural features computed
were capable of significantly differentiating between them. Another common source of classification
error was the spectral similarity between the building and road classes. Buildings in particular were
highly heterogeneous in terms of their spectral and structural (spatial) properties, and mapping them is
perhaps one of the most challenging parts in urban classification using RS. One of the greatest virtues
of the MLP applied was its higher accuracy in the classification of building samples. As our results
showed, the smallest number of misclassified building samples was obtained by the MLP model.

Besides providing the entire map generated by MLP (as the most accurate classifier for this 30 cm
image) in Appendix C (Figure A12), a subset of the classification map generated by each of the MLP,
GB, SVM, and CNN models for visual comparison is illustrated in Figure 3.
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According to Table 3, the experiments on the 50 cm image led to similar conclusions. The MLP
classifier again produced the most accurate result. In contrast to the 30 cm image, the XGB model
resulted in a slightly better result than the GB. Again, this difference was not statistically significant.
Of the ensemble classifiers, the BT model led to the worst accuracies. This, however, should be noted
that the accuracy difference between this classifier and the other ensemble ones was more significant
than the one generated for the 30 cm image.

Table 3. Accuracy measures derived from the models applied on the 50 cm image.

Classifier (50 cm) Overall Accuracy Kappa F1-Score

RF 92.04 0.904 0.921
GB 92.87 0.914 0.929

XGB 92.94 0.915 0.930
BT 90.78 0.889 0.908

SVM 92.45 0.909 0.925
MLP 93.64 0.923 0.937
RAE 92.45 0.909 0.925
SAE 91.89 0.902 0.919
VAE 92.73 0.913 0.928
CNN 91.41 0.896 0.913

As with the previous results for the 30 cm image, the CNN model failed to produce more accurate
results than the other DL models did. According to these experiments, although it was hypothesized
that integrating a CNN model and GEOBIA could better help model object boundaries; this integration
was highly dependent on the object’s shape and size. If the object is elongated, the bounding box
enclosing it may largely contain other LULC types. Or if the segment is very small, the model may not
be able to extract and learn useful features. These two problems are exacerbated when it comes to
extremely resizing image patches (i.e., bounding boxes which are either very small or very large) to
correspond the input size of the network. This therefore misleads the classifier which causes a high
rate of misclassification.

The confusion matrices (Figures A8–A11) computed for the four classifiers on the 50 cm image
echoed the same problem of the classifiers with the building and road and grass and tree classes.
In addition to this problem, the results of this image showed that some samples of the shadow and
building classes were misclassified. This misclassification was generally caused by the fact that some
shadow samples in both the training and test sets were not pure and/or were composed of some parts
of the buildings. In other words, the texture of some shadow samples was not very homogeneous to
be correctly classified. As a result, the classifiers failed to correctly classify some of the samples of
these two classes to their true ones.

Besides providing the entire map generated by MLP (as the most accurate classifier for this 50 cm
image) in Figure A13, a subset of the 50 cm image along with the generated maps by MLP, XGB, CNN,
and SVM classifiers is illustrated in Figure 4.

As the classification maps produced for the 50 cm image depict, the CNN resulted in the noisiest
result, though it produced a more homogenous map for the 30 cm image. Another important strength
of the MLP in the 50 cm image was correctly classifying elongated features, especially roads. According
to Figure 4, the MLP classified roads much more accurate than the other classifiers.
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4.2. General Discussion

Although our experiments showed the superiority of MLP over the other state-of-the-art ML
classifiers in terms of classification accuracy, there are some important considerations regarding its
efficiency that need to be further discussed. In general, DL models tend to be more complex than
ensemble models and SVM. This means that they need more parameter tuning in the training stage.
As stated earlier, parameter tuning and optimization are often performed using cross-validation for
ML algorithms. However, in some cases, DL models could have millions of weights to be optimized in
each iteration [42]. Therefore, training such models is itself time consuming, and thus manual tuning
or rules of thumb are preferred over cross-validation, which could potentially have a negative impact
on the accuracy of the network. An obvious solution is to implement the entire model on a GPU to
significantly decrease training time. This, as a result, allows the user to test different parameter settings
that better meet the requirements of the application for which the DL model is to be used. Another
popular strategy is to take advantage of transfer learning [60]. In this respect, instead of training a
model from scratch, pretrained models are retrained on the user’s classes of interest. Transfer learning
has two important advantages: (1) it does not typically need many new training data and (2) the
weights of the model can be optimized on the new data set in a much fewer number of iterations.
Novelli, et al. [61] conducted an experiment to analyze two main scenarios (i.e., fine-tuning the model
and using the pretrained model as a feature extractor) for retraining a pretrained model. In that study,
it was shown that fine-tuning of pretrained models led to better accuracy. The deep models that are
widely used in the literature, however, may not always be useful to be generalized to all domains.
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For example, they may not have been designed to accept inputs with more than three channels (i.e.,
RGB), which may not be favorable for RS applications where images usually have extra channels [17].
Therefore, these models should be redesigned and trained from scratch, which is computationally
inefficient and needs sufficient training data [61].

Moreover, DNNs is that their performance depends greatly on the number of labeled training
samples; that is, DNNs generally perform better if they are fed with a large number of labeled
samples [25]. In many RS applications, collecting a large number of labeled samples for each class of
interest is difficult and error prone. For example, over some urban areas, there might not be a sufficient
number of water bodies or green spaces to use for training the model. Moreover, in some cases, the
complexity of the urban landscape may require the analyst to conduct field surveys to gather ground
truth data, which is costly and time consuming. Considering the above-mentioned factors, it may still
be more efficient to use non-DL algorithms, especially GB/XGB and SVM that can perform well even
using limited training samples, for urban mapping within a GEOBIA framework, which have been
widely reported to be very accurate [19,26].

Aside from selecting a good classifier, the features extracted from the image are also of importance.
In a traditional GEOBIA approach, the analyst needs to use hand-crafted features in the classification
phase. Undoubtedly, the number and the choice of the features both affect the final classification
accuracy. Despite few studies on appropriate image (object) features for LULC mapping (like [51]),
the previously recommended features could be highly domain specific, and could not be properly
generalized to other LULC types and study areas. In contrast to hand-engineered features, the
features in a CNN are learned automatically from the input data during training. These distinctive,
machine-learned features are learned by the CNN based on classes spectral, contextual, and spatial
properties, and thus increasing their generalizability capabilities.

5. Conclusions

In this paper, we evaluated the potential of several object-based DL models (i.e., MLP, RAE, SAE,
VAE, and CNN) in comparison with other state-of-the-art ML classifiers (i.e., SVM, RF, BT, GB, and
XGB) for object-based urban LULC mapping over a complex landscape. We applied our experiments on
two HSR RS images (one of which an aerial image with 30 cm resolution, and the other a pansharpened
WorldView-2 image with 50 cm resolution). As the experiments indicated, MLP model led to the most
accurate classification results. However, it is also important to note that GB/XGB and SVM produced
highly accurate classification results as well, demonstrating the versatility of these ML algorithms.
This should be highlighted that while there is hype towards DL, other ML classifiers may still produce
very close results to those of DNNs. This is particularly important because the complexity of tuning
a DNNs can be time consuming and sometimes confusing, so simpler classifiers like SVM may be
preferable in some cases (e.g., when training data is sparse).

In this study, one of our hypotheses was that the use of autoencoders as pretraining procedure
would improve the classification results. Although autoencoders are often reported to be useful as
a proxy for addressing the limited number of training data, our experiments showed that the use of
autoencoders for unsupervised pretraining not only did not improve the supervised classification
accuracy, but also degraded the accuracy. In fact, applying an MLP alone without any pretraining
resulted in more accurate results.

The McNemar’s test also showed that the XGB and GB and RAE and SAE classifiers trained for
the 30 cm image were not statistically different from each other, respectively. For the 50 cm image, the
McNemar’s test indicated that the XGB and GB; SVM and RAE; and SAE and RF classifiers were not
statistically different, respectively.

The last lesson drawn from this study was that integration of CNN with GEOBIA is not yet mature
enough. According to the experiments in this study, we found that this integration did not add any
improvement to the classification of the two images applied, and thus led to lower accuracies than the
other DNNs employed. This as a result demands for more in-depth research in the future on the ways
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these two approaches can more optimally take advantage of each other’s strengths for supervised
classification of RS images.
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Schematic structures of MLP and autoencoders can be seen in this appendix.
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