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Abstract: Remote sensing of ice phenology for small lakes is hindered by a lack of satellite observations
with both high temporal and spatial resolutions. By merging multi-source satellite data over individual
lakes, we present a new algorithm that successfully estimates ice freeze and thaw timing for lakes with
surface areas as small as 0.13 km2 and obtains consistent results across a range of lake sizes. We have
developed an approach for classifying ice pixels based on the red reflectance band of Moderate
Resolution Imaging Spectroradiometer (MODIS) imagery, with a threshold calibrated against ice
fraction from Landsat Fmask over each lake. Using a filter derived from the Modern-Era Retrospective
Analysis for Research and Applications, version 2 (MERRA-2) surface air temperature product, we
removed outliers in the time series of lake ice fraction. The time series of lake ice fraction was then
applied to identify lake ice breakup and freezeup dates. Validation results from over 296 lakes in
Maine indicate that the satellite-based lake ice timing detection algorithm perform well, with mean
absolute error (MAE) of 5.54 days for breakup dates and 7.31 days for freezeup dates. This algorithm
can be applied to lakes worldwide, including the nearly two million lakes with surface area between
0.1 and 1 km2.
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1. Introduction

The timing of lake ice freeze and thaw is an indicator of climate change because it responds directly
and rapidly to variations in air temperature [1–5]. It can also affect its surrounding environmental
and climate systems [3,6]. For example, earlier lake ice breakup increases photoreactions in water
column. This may accelerate the processing of dissolved organic carbon, resulting in more carbon
dioxide emissions from arctic fresh waters, which could consequently affect both the boreal ecosystems
and amplifying global climate change [7]. However, in many regions of the world, especially at high
latitudes, lake ice records are not consistently documented, which critically limits the understanding
for the interactions between lake ice and climate. In the last few decades, satellite remote sensing
has provided us an approach for directly observing lake ice phenology from space. Due to the coarse
spatial resolutions (2–10 km), passive microwave sensors have been limited to monitoring the ice
status of large water bodies [8,9]. Active sensors such as Synthetic Aperture Radar (SAR) have been
employed for measuring the ice depth over lakes [10–13], and the visible or near infrared (VIS/NIR)
imagery such as MODIS and AVHRR have been used for detecting ice phenology over large lakes [14].
However, the smallest lakes observed in these studies range from 100 km2 [1] to 1 km2 [15].

Although observations of lake ice phenology from remote sensing have helped fill gaps in the
sparse in situ network, their use for monitoring ice over lakes smaller than 1 km2 remains unexplored.
This limitation primarily stems from the challenge of obtaining remote sensing data at high temporal
and spatial resolutions simultaneously. As breakup and freezeup events on small lakes usually happen
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within a short time period, satellites with high spatial resolution but long revisit time (such as Landsat)
rarely capture lake ice breakup or freezeup events with precision. This problem is exacerbated by cloud
contamination, which further lowers the data density. Meanwhile, images from sensors with high
temporal resolution, such as MODIS, have only been applied to lakes larger than 1 km2. As such, prior
approaches are only workable for a small fraction of lakes (in terms of lake number). According to [16],
98.7% lakes in Alaska are smaller than 1 km2. Considering the fact that small lakes heat rapidly in the
midsummer and cool quickly in the fall [17,18], ice phenology of small lakes might be more sensitive
to climate change. The variations of lake ice would alter light availability in the water column at high
latitudes, which has important consequences in the carbon balance and ecosystem behavior [7,19].
Therefore, there is a strong need to observe the lake ice phenology over lakes with small surface area.

The objective of this paper is to develop a new algorithm for monitoring timing of ice phenology
over lakes across a large range of lake sizes. This can be achieved by using reflectance data from MODIS
combined with Landsat Fmask via a data fusion approach. The reliability of Fmask has been verified
in multiple studies [20,21], but, because of its coarse temporal resolution, it has never been employed
for inferring lake ice phenology over individual lakes. In order to benefit from Landsat’s finer spatial
resolution, we use it as a training dataset to improve the capability of MODIS data for monitoring over
small lakes. The novelty of the algorithm is that it combines the high spatial resolution of Landsat and
high temporal resolution of MODIS to estimate lake ice breakup and freezeup dates over small lakes.
We demonstrated the algorithm over 296 lakes in Maine, USA, where in situ observations are available
for validation. As the algorithm is exclusively based on satellite data, it is potentially applicable at a
global scale.

2. Data and Methods

2.1. Selected Lakes

The lakes in this study were selected from HydroLAKES [22], a database providing polygonal
boundaries for all global lakes with a surface area of at least 0.1 km2. Additional attributes for each lake
include estimates of the shoreline length, average depth, water volume and residence time. Considering
the time period of MODIS imagery (from 2000 to current), only lakes with valid in situ lake ice data
during the MODIS period were selected. In total, 296 lakes were chosen (shown in Figure 1). The areas
of selected lakes range from 0.13 to 305 km2, with the median area of 1.86 km2.
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2.2. In Situ and Remote Sensing Data

For validating the remote sensing results, in situ observations which were provided by the
Mission of Lake Stewards of Maine (LSM) program were used for comparison (https://www.
lakestewardsofmaine.org/). For each lake, the in situ data consists of the name of the lake, nearest town,
lake ice breakup and freezeup dates (initial and final). As the observations of initial freezeup dates are
too few (22 observations for 18 lakes), only final freezeup dates from remote sensing were validated by
comparison with in situ data. There are 292 lakes with in situ breakup data (1890 observations in total)
and 112 lakes with freezeup data (427 observations). Individual definitions of lake ice freezeup and
breakup timing may vary by observer, which may mean that this is a caveat when interpreting the
results of this study [23].

The MOD09GA data product, at a spatial resolution of 1 km, provides a standard cloud mask,
including cloud shadows, aerosol quantity, and cirrus detection. The cloud flags were applied to filter
out cloudy pixels from reflectance images with heavy cloud cover (see Section 2.3.1). Red reflectance
data (841–876 nm, band 1) from the 250 m MODIS/Terra Surface Reflectance Daily product (MOD09GQ,
collection 6) [24] from 2000 to 2018 were used to detect ice cover on lake surfaces. Using the red band
better constrains the influence from vegetation when mixed pixels are dominant. More details about
the reasons for selecting red band instead of the near infrared band, which has been used in past lake
and rive ice detection studies [1,15,25] is given in Section 2.3.2.

The Landsat Fmask product was used to calibrate the threshold of MODIS reflectance when
classifying ice pixels. The Fmask algorithm was originally developed for masking cloud, cloud shadow,
and snow for Landsat TM and ETM+. It classifies pixels into different groups for each individual
image using Landsat top of atmosphere reflectance and brightness temperature as inputs based on
an object-based cloud and cloud shadow matching algorithm [26]. Using Fmask, we can identify the
quality status of the corresponding Landsat pixel (clear, snow, cloud, or cloud shadow) and calculate
the ice/snow fraction of a region.

We used temperature data from the Modern-Era Retrospective Analysis for Research and
Applications, version 2 (MERRA-2) to identify and remove unreasonably high or low lake ice fraction
values during periods of very low or high air temperature, respectively. MERRA-2 is the latest
atmospheric reanalysis produced by NASA’s Global Modeling and Assimilation Office [27]. A new
glaciated land representation and seasonally varying sea ice albedo have been implemented, leading
to improved air temperatures and reduced biases in the net energy flux over these surfaces [28].

2.3. Methods

The algorithm for automatically calculating lake ice fraction and detecting lake ice timing contains
five major steps is summarized in Figure 2. Firstly, cloud masks were used to remove cloudy pixels from
each MODIS reflectance image (Section 2.3.1). Secondly, MODIS images were paired with same-day
Landsat Fmask images to find the best reflectance threshold for differentiating ice from water. Thirdly,
by counting the number of ice pixels on the ice classification image, the ice fraction over lake surface
can be easily estimated and the time series of lake ice fraction is obtained (Section 2.3.2). Fourthly, a
quality control operation was taken by using the air temperature data to filter out outliers in the time
series of lake ice fraction (Section 2.3.3). Finally, lake breakup and freezeup dates for each lake over the
19-year study period were identified using the time series of lake ice fraction (Section 2.3.4).

https://www.lakestewardsofmaine.org/
https://www.lakestewardsofmaine.org/
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2.3.1. Cloud Filtering

The use of optical sensors for ice cover detection is largely limited by clouds. We removed
cloud-covered images though using the cloud mask in the state variable band (‘state_1km_1’) of
MOD09GA, which is stored in an efficient bit-encoded manner with 16 bits. Each bit represents a
different meaning of image quality related status, such as aerosol, clouds, cirrus or cloud shadows.
The cloud mask was first resampled to a pixel size of 250 m to make the spatial resolution consistent
with MOD09GQ reflectance images. We assigned the same value of each 1000 m pixel to all subpixels
(spatial resolution of 250 m). In this study, we only used the most basic digit relevant to clouds,
discarding shadows and cirrus. This approach reduced the influence of cloud obstruction while
keeping as much information as possible. Images that have more than 70% cloudy pixels were deleted.

2.3.2. Lake Ice Classification and Ice Fraction Calculation

A threshold-based technique was applied to classify satellite reflectance images and to assess the
extent of ice coverage. Pixels with red band reflectance values higher than the dynamic threshold (see
Section 2.3.3) were classified as ice covered.

In this study, only the red band was chosen for classification, which is different from the previous
studies that used a near-infrared (NIR) band [1,15,25] or the combination of both visible and NIR
bands [29,30]. At the scale of MODIS imagery, small lakes are likely to be dominated by mixed pixels
that have more than one land cover type. As vegetation has a lower reflectivity in the red band than
the NIR band, using the red band to detect lake ice status can better remove the impact of changing
vegetation. For example, Figure 3 clearly shows that the signal variation caused by the switch between
water and ice in the red band is much clearer than in the NIR band. Due to the greater influence from
mixed pixels, NIR reflectance during open water periods is highly relative to red reflectance, which is
less vegetation-dependent. As such, it is more difficult to separate ice pixels from water using the NIR
band alone. The threshold for classifying ice vs. water was selected by calibrating the lake ice fraction
against Landsat Fmask (more details are given in Section 2.3.3).
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2.3.3. Calibration Configurations

The classification for each lake was executed multiple times by applying a set of thresholds
to MODIS red band imagery. By checking the quality of several classification images visually, we
found the best thresholds were roughly around 0.1~0.15. For capturing all optimal thresholds for
each individual lake, we set a larger range of thresholds, increasing from 0.06 to 0.18 at an interval of
0.01. The ice fractions were obtained for each threshold. Since we assumed that Landsat Fmask more
accurately (see Section 2.2) classifies lake ice cover due to its finer the spatial resolution, the optimal
threshold values were calculated by minimizing the mean absolute difference (MAD) between MODIS
lake ice fraction and the Landsat Fmask from 2000 to 2018. For each lake, we used this method to
estimate a reflectance threshold for ice cover.

2.3.4. Outlier Removal

Some factors may result in outliers in the time series of lake ice fraction. One is the presence of
topographic shadow, which leads to low reflectance and results in a misclassification of ice as water.
Another problem arises from clouds that are not detected by cloud filter. Due to their high reflectance,
these clouds are likely to be misclassified as ice. As the variability of lake ice is primarily driven
by temperature [14], a relationship between lake ice fraction and the mean daily temperature in the
previous N weeks was established through regression. N was set to be 4 weeks (28 days) because
the 4-week average temperature has the highest correlation with lake ice fraction in this study (the
correlation coefficient between lake ice fraction and average temperatures over 1–6 weeks windows
are 0.53, 0.51, 0.56, 0.57, 0.56, 0.55, respectively). A critical value (Tc) of 28-day average temperature for
ice formation was selected, corresponding to when lake ice fraction reached 20%. This critical value
is called the shadow filter, and it was used for adjusting the underestimation of ice fraction caused
by shadows. The assumption is that when temperature is below Tc, no ice should melt and therefore
lake ice fraction should not decrease when the temperature is equal or lower than this critical value.
Based on this assumption, the underestimation of ice fraction on the ith day caused by shadow can be
corrected according to Equation (1), where F is the ice fraction, T is the mean temperature, and i − 1 is
the previous day of the ith day.

Fi = Fi−1, i f Ti < Tc and Fi < Fi−1 (1)

The other filter based on temperature data is called false-ice filter. It reduced the false detection of
ice cover caused by clouds by Equation (2).

Fi = Fi−1, i f Ti > Tc + std and Fi > Fi−1 (2)

The principle of false-ice filter is that when 28-day mean temperature was greater than the
threshold identified by the false-ice filter, we assumed that lake ice fraction should not increase, and we
set to ice cover on the previous day (Figure 4). The false-ice filter equals Tc plus one standard deviation
of the mean temperature when the lake was partially frozen (ice fraction is within 20% to 80%).

2.3.5. Identification of Breakup and Freezeup Dates

We identified the timing of freezeup and breakup based on thresholds in lake ice fraction.
For consistency with in situ data, the breakup date was defined as the start of thawing and the freezeup
date is defined as the end of freezing. The thresholds of 20% and 80% were used to identify breakup
and freezeup timing, respectively. When the lake ice fraction first dropped below 20% each spring,
we identified the breakup date. Similarly, the freezeup date was defined as the first day each fall
when the lake ice fraction exceeded 80%. The 20% and 80% thresholds allow for some error caused by
misclassification of cloud as ice.
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2.3.6. Spatial Variability and Correlation of Lake Ice Timing

We examined the spatial correlation of lake ice timing by using semivariogram analysis [31]
(Figure 8) for both results from the proposed algorithm and in situ data. Since the extent of in situ
data is not consistent for each year, we selected 2017 to test the spatial auto-correlation of lake ice
timing based on the fact that 2017 had the most observations during the study period. In total, there
were 54 observations of freezeup and 141 breakups in situ observations. The equation for calculating
semi-variance is shown in Equation (3).

Semivariance =
1

2N(h)

∑
N(h)

(z(u) − z(u + h))2 (3)

where N(h) is the number of pairs for distance h, z(u) is the lake ice phenology timing at position u.

3. Results

3.1. Calibration Results

We calibrated the thresholds for the classification algorithm as described in Section 2.3.3 by
comparing MODIS-based lake ice fraction estimates with comparable values from Fmask. The minimal
MAD values for all lakes are shown in Figure 5a. We subdivided our sample of 296 lakes into three
groups depending on the lake surface areas. Lakes with surface areas smaller than 0.5 km2 were
labeled as the small group. Lakes in medium group were from 0.5 to 1 km2. Lakes larger than 1 km2

were in the large group. The mean MAD values for small, medium and large lakes were 2.05%, 1.95%
and 2.13%, respectively. The similarity of these values suggests that the classification algorithm may
perform well for lakes of all sizes as appropriate thresholds are selected.

The thresholds are controlled by multiple factors such as water turbidity, fraction of non-water
pixels and types of non-water pixels. For example, the reflectance of a mixed pixel containing
vegetation could be quite different from pixels containing high-reflectance land-type such as urban
area. The optimal thresholds selected for lakes ranges from 0.07 to 0.17 (Figure 5b). The most common
thresholds were 0.11, 0.12 and 0.13. They were identified for 54, 54, and 55 lakes, respectively. Lakes
with thresholds from 0.11 to 0.13 accounted for 55% of the total lakes. To test their temporal stability,
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we also calibrated the thresholds during three subsets (2000–2005, 2006–2011, 2012–2018) of the study
period. Slight variations of the thresholds were detected. The mean absolute difference between
the thresholds calibrated during the whole period and the thresholds which were calibrated during
the three sub-periods were 0.011, 0.013 and 0.013, respectively, which suggests the thresholds were
relatively stable during the study period.
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3.2. Validation of Remotely Sensed Lake Ice Timing

The time series of breakup and freezeup over lakes with full records of in situ data show strong
similarities when measured using in situ and remotely sensed approaches (Figure 6). Due to incomplete
in situ data, only three lakes have complete breakup records and two lakes have full freezeup records
(no missing data from 2000 to 2018). As shown in Figure 6, the variability of lake ice timing was
generally captured well by the remote sensing approach. There was a good agreement between
remotely sensed breakup dates with in situ observation. However, larger bias existed in the time series
of freezeup, especially for Clary Lake, where a 20-day difference was found in 2012.Remote Sens. 2018, 10, x FOR PEER REVIEW  8 of 14 
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3.2.1. Validation of Breakup Dates

To better understand the characteristics of the proposed algorithm, we comprehensively validated
it by comparing the results with in situ data and the method proposed by [25] which is based on the
NIR band (referred as “remote sensing NIR”).
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The comparison of breakup dates with in-situ data (Figure 7) for each group shows that the
breakup dates were detected with relatively high accuracy for lakes of all sizes. The overall mean
absolute error (MAE), correlation coefficient (r) and bias were 5.54 days, 0.92 and−4.4 days, respectively
for the proposed algorithm. The mean bias of the proposed algorithm was −3.79 days for small lakes,
−3.41 days for medium lakes and −4.31 days for large lakes. The negative biases found in all groups
indicate that the breakup dates detected by remote sensing methods were earlier than the in situ
observations. We suggest two possible reasons: firstly, the definition of breakup dates of MODIS-based
approach (<20% lake ice fraction) may differ from that of ground-based observers. The difference might
be even larger for large lakes since what remote sensing observed is the overview of lake ice status
while humans can only infer the lake ice phenology of whatever fraction of a lake can be observed
from shore. This difference may partially explain why the largest bias was obtained for larger lakes.
Secondly, thin ice or ice with low albedo due to melt season processes might be detected as water by
MODIS during the breakup period. The mean MAE values for three groups were 5.06 days, 5.00 days
and 5.70 days. The mean normalized root mean square errors (NRMSE) were 5.51 days, 5.70 days and
6.41 days. Results for all three groups of lakes were quite similar. The error statistics suggest that the
MODIS-based approach captured the lake ice breakup dates accurately for lakes of all sizes tested here.
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The red band method outperformed the NIR-based algorithm [25] in all cases (Table 1, Figure 7).
Taking the MAE of breakup dates as an example, the red band algorithm led to an improvement over the
NIR-based algorithms of 3.39, 3.78 and 2.86 days for the small, medium and large groups, respectively.
This result suggests that the red band algorithm performed well for lakes of all sizes, and small and
medium lakes improved even more so. As explained in Section 2, two of the key differences of these
two algorithms are the red band used and the self-adjust threshold of classification over each individual
lake. This result leads more pixels to be classified accurately, resulting in breakup dates detected with
higher accuracy. Another difference is the use of temperature filters, which could remove the outliers of
erroneously detected freezeup or breakup events caused by clouds and clouds/topographic shadows.
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Table 1. Statistical validation results for the remotely sensed lake ice breakup and freezeup dates.

Breakup Freezeup

NIR Red NIR Red

Small

Bias −8.23 −3.79 −0.96 −1.0
MAE 8.45 5.06 8.47 7.40

NRMSE 9.36 5.51 10.49 8.74

Medium

Bias −8.24 −3.41 −2.97 3.5
MAE 8.78 5.0 11.96 8.27

NRMSE 9.68 5.70 12.86 9.20

Large

Bias −6.68 −4.31 −3.38 2.4
MAE 7.37 5.70 11.76 5.99

NRMSE 8.37 6.41 13.02 7.08

3.2.2. Validation of Freezeup Dates

When detecting freezeup, the overall MAE, r and bias of the proposed algorithm were 7.31 days,
0.77 and 3.33 days, respectively, across all groups (Figure 8). The biases of the proposed algorithm for
small, medium and large lakes were −1.06 days, 3.58 days and 2.48 days, respectively. Unlike breakup
dates, freezeup dates detected from MODIS showed negative bias for small lakes but positive bias
for medium and large lakes. As with breakup, inconsistency between remote sensing results and in
situ observations might be caused by either differences in the definition of lake ice freezeup or the
presence of clear ice that is not easy to observe accurately using optical sensors. The mean MAE values
for small, medium, and large lakes are 7.40 days, 8.27 days and 5.99 days, respectively. The NRMSEs
are 8.74 days, 9.20 days and 7.08 days.Remote Sens. 2018, 10, x FOR PEER REVIEW  10 of 14 
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Compared with the NIR-based algorithm, the proposed algorithm outperformed in all cases
except bias in small and medium groups. Although a higher bias in the case of the red band method
suggests lower accuracy, a low MAE and NRMSE mean the absolute value of freezeup dates detected
by the proposed algorithm were closer to in situ observations.

3.3. Spatial Variability and Correlation of Lake Ice Timing

The semivariance increased as the distance between measured locations became longer for both
breakup and freezeup dates (Figure 9). This indicate a general pattern in which closer lakes have more
similar ice breakup and freezeup dates. Though the semivariance of both remote sensing and in situ
lake ice timing show a positive trend when distances increase, there is an obvious difference between
them. In general, the semivairance of in situ is greater than remote sensing-based results by 46.97
and 21.0 for breakup and freezeup, respectively. The larger variance of in situ lake ice timing may be
explained by two possible reasons. Firstly, the remotely sensed lake ice observation method is more
consistent, removing the influence of human interpretation. Secondly, spatial differences in lake ice
timing may be difficult to capture using remote sensing in some cases due to dark and thin surface ice
or snow coverage around small lakes, making the remotely sensed semivaiance smaller than in situ.
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Semivariograms generated from in situ and remote sensing data do not show clear sills, suggesting
that characteristic length scales at which lake ice phenology covaries are larger than those tested here.
The increases in semivariance with spatial scale are similar for in situ and remotely sensed observations,
however, which suggests that they are capturing the same general patterns of spatial covariability.

4. Discussion

This algorithm can produce lake ice products to support the research of interactions between
lakes and biogeochemical, limnological and ecological regimes over large spatial scales. For instance,
According to [7], the processing of dissolved organic carbon in arctic fresh water is controlled by
photoreactions. Earlier breakup dates could increase the absorption of solar radiation and therefore
accelerate the releasing of carbon from water to atmosphere. A comprehensive ice phenology dataset
covering lakes in all sizes would be beneficial to better understand the fate of carbon in the Arctic.
In addition, changes in ice duration may impact lake evaporation in high-latitude regions [32].
Ice coverage information from the proposed algorithm can lead to a more accurate evaporation
calculation over the majority of boreal lakes. This algorithm could also be used for identifying ice
covered lakes in other satellite datasets. For example, the Surface Water Ocean Topography (SWOT)
mission aims at measuring variations in area and water surface elevation of for the majority of water
bodies all over the world [33]. Lakes as small as 0.0625 km2 globally will be estimated by SWOT
mission. As it is uncertain whether SWOT’s Ka-band radar can detect ice automatically, and current
lake ice datasets at large spatial scale only focus lakes large than 1 km2, the development of a global
ice cover dataset using the approach proposed in this study would help ensure the consistency of
SWOT datasets.

Nonetheless, this algorithm still has some limitations. Firstly, because it solely depends on optical
satellite images, lake ice estimations from satellite are unavailable when severe cloud contamination
exists. For regions with heavy clouds, remotely sensed lake ice phenology dates have high uncertainties
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and may be biased due to missing data. Secondly, the 19-year length of the data record is relatively short
for analyzing trends. We calculated the trends for lake breakup and freezeup using Sen’s slope [34]
and Mann-Kendall test [35,36]. There were only 3% of lakes with significant breakup trends and
2.10% of lakes with significant freezeup trend (p < 0.05). The short length of data may be one of the
reasons that only a few lakes have significant trends. Also, as the algorithm is based on moderate
spatial resolution imagery, the results may be biased in some specific cases. For example, if a small
lake has not started freezing while the surrounding area is already covered by snow, the lake might
be mistaken as frozen/partial frozen since the MODIS red reflectance value would be high in mixed
pixels. The snow cover in mixed pixels might explain why negative bias in freezeup date was detected
for small lakes while positive freezeup bias was observed for medium and large lakes. While we do
not observe systematic problems of this nature in our test dataset, it may account for errors in some
individual lakes. In addition, the gridded MODIS product that we used was mapped from MODIS
swath pixels. When multiple pixels of MODIS swath data were overlapped in a MODIS grid, only the
“most relevant pixel” was selected according to [37], which might be another source of bias caused by
this gridding operation.

5. Conclusions

In this study, a new method was developed to estimate lake ice timing over a range of lake sizes
by combing MODIS, Landsat Fmask, and an air temperature filter from MERRA-2 to remove outliers.
Differing from the previous studies that used a near-infrared (NIR) band [1,15,25] or the combination
of both visible and NIR [29,30,38], only the red band was used to remove the impact of changing
vegetation. Validation results against in situ observations over lakes of different sizes suggest that
the approach performs well for all lakes. The MAE of breakup dates were 5.06 days, 5.0 days and
5.70 days for small, medium and large lakes. For freezeup dates, the MAE were 7.4 days, 8.27 days and
5.99 days for lakes in small, medium and large groups. Results indicate that there were no substantial
differences among lakes with different surface areas.

This method makes new contributions to lake ice remote sensing in several ways. Firstly, it is
the first time that red reflectance band of MODIS and Landsat Fmask have been used in combination
for identifying lake ice timing. The combined use of Landsat Fmask and MODIS red reflectance has
alleviated the limitation of the mixed pixel issue related to low spatial resolution relative to lake size.
Secondly, the filtering operation based on air temperature data was used for filtering the outliers of
lake ice fraction time series which alleviated the influence from topographic shadow and clouds which
are not detected by cloud masks. Thirdly, the capability to measure ice phenology for lakes as small
as ~0.1 km2 substantially increases the number of lakes that can be observed. By applying the lake
ice monitoring algorithm presented here to global lakes, a lake ice dataset with much greater spatial
representativeness could be established.
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