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Abstract: Deep learning (DL)-based paradigms have recently made many advances in image
pansharpening. However, most of the existing methods directly downscale the multispectral (MSI)
and panchromatic (PAN) images with default blur kernel to construct the training set, which will
lead to the deteriorative results when the real image does not obey this degradation. In this paper,
a deep self-learning (DSL) network is proposed for adaptive image pansharpening. First, rather than
using the fixed blur kernel, a point spread function (PSF) estimation algorithm is proposed to obtain
the blur kernel of the MSI. Second, an edge-detection-based pixel-to-pixel image registration method
is designed to recover the local misalignments between MSI and PAN. Third, the original data is
downscaled by the estimated PSF and the pansharpening network is trained in the down-sampled
domain. The high-resolution result can be finally predicted by the trained DSL network using the
original MSI and PAN. Extensive experiments on three images collected by different satellites prove
the superiority of our DSL technique, compared with some state-of-the-art approaches.

Keywords: pansharpening; deep learning; PSF estimation; image registration; convolutional
neural network

1. Introduction

The past few years have witnessed the dramatic leap in the remotely sensed imaging. Nonetheless,
it is sometimes difficult to obtain the high-resolution satellite images due to the hardware limitations [1].
Pansharpening is a technique of merging the high-resolution panchromatic (PAN) and low-resolution
multispectral images (MSI) to synthesize a new high-resolution multispectral (HRMSI) image. With
desirable resolution, the created image can yield better interpretation capabilities in applications
such as land-use classification [2,3], target recognition [4], detailed land monitoring [5], and change
detection [6].

A number of pansharpening methods have been proposed and can be generally divided into
four classes: Component substitution (CS), multiresolution analysis (MRA), hybrid algorithms,
and learning-based methods. The CS method contains Principle component analysis (PCA) [7],
Intensity-hue-saturation transform (IHS) [8], Gram–Schmidt transform (GS) [9], Brovey transform [10],
etc. Those algorithms are efficient in terms of the execution time and are able to render the spatial
details of PAN with high fidelity. However, this class may lead to the serious spectral distortion.
The MRA approach includes Decimated wavelet transform (DWT) [11], “à-trous” wavelet transform
(ATWT) [12], Laplacian pyramid [13], Contourlets [14], etc. This category is good at preserving the
spectral information, while the fusion result suffers from the spatial misalignments. The hybrid method
combines the advantages of the above two classes and, therefore, the fusion results can balance the
trade-off between the spatial and spectral information. This class contains the methods such as Guided
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filter in PCA domain (GF-PCA) [15] and Non-separable wavelet frame transform (NWFT) [16]. The
learning-based model aims at searching for the relationships between MSI, PAN, and the corresponding
HRMSI. Since pansharpening is an ill-posed problem, the selection of prior constraints is critical
to make the reliable solution [17,18]. As such, the pansharpening can be intrinsically viewed as an
optimization problem. The representative methods of this category include the Matrix factorization [19],
the Dictionary learning [20], the Bayesian model [21], etc. However, the performances of those methods
depend heavily on the prior assumptions and the learning abilities, which can be the difficulties in
application. Recently, deep learning (DL) has shown much potential in various image-processing
applications such as scene classification [22], super-resolution[23,24], and face recognition [25], and
has become a thriving area in the image pansharpening in the last four years.

The basic idea of DL-based methods is to find the image priors via an end-to-end mapping from
the training samples of MSI, PAN, and HRMSI, by means of several convolutional and activation
layers [26]. The earliest work of the DL-based pansharpening can be traced back to the Sparse
auto-encoder (SAE) method by [27]. In [28,29], to resolve the super-resolution (SR) problem, the authors
propose the SRCNN model and open the door for the convolutional neural networks (CNN)-based
image restoration. After that, CNN has been extensively adopted for the image fusion tasks. For
instance, [30] uses the SRCNN to process the nonlinear pansharpening, demonstrating the superiority
of CNN method as comparing with the traditional algorithms. The variant structures such as residual
network [31,32], very deep CNN [33], and generative adversarial model [34] are also designed to
solve the pansharpening problem. To simultaneously obtain the spatial enhancement and the spectral
preservation, [35] proposes a 3D-CNN framework for image fusion and [36] designs a two-branches
pansharpening network, where the spatial and spectral information is separately processed. Apart
from the developments on the network architecture, some methods take advantage of the other
characteristics of the image to improve the fusion performance. In [30], some radiometric indices
from MSI are extracted as the input. In [37], the authors train the model with high-pass elements
of PAN to reduce the training burden and mitigate the quantitative deviation between the different
satellites. In [38], image patches are clustered according to the geometric attributes and processed
via multiple fusion networks, which significantly improves the pansharpening accuracy. Combining
the DL methods with traditional pansharpening algorithms is also a research topic. For instance, [39]
combines the CNN with MRA framework and, in [40], DL with GS approach are adopted. To sum
up, DL is a powerful tool for image pansharpening and achieves the state-of-the-art [41]. The main
advantages of DL model mainly manifest in three aspects. First, it can adaptively extract the effective
features to obtain the best performance, instead of using the handcrafted design. Second, it can
automatically model the nonlinear relationship from the training set, rather than relying on the
complex prior assumptions. Third, it focuses on the local similarities between the input and the target,
thus, the reconstruction result is able to preserve the spatial details.

However, regardless of the superiority of the DL-based pansharpening, some problems, which
are not discussed in the abovementioned DL methods, can still be the obstacles in reality. First,
due to the unavailability of external high-resolution examples, DL methods tend to construct the
sufficient training samples by downscaling the MSI and PAN themselves. However, most of the
existing data-generated methods simply adopt the default blur (i.e., fixed Gaussian kernel) rather
than obeying the true point spread function (PSF) in the MSI. Training on the samples derived from
the wrong blur kernel will lead to the serious deterioration for the pansharpening results [42]. Some
methods adopt the PSF directly from the parameters of the satellites, which is not feasible for different
or even unknown sources [43]. Second, DL-based image pansharpening is sensitive to local shifts, and
the inaccurate overlap between the original MSI and PAN may exert the devastating effects on the
fusion results. Nevertheless, traditional coregistration methods rely on the orthorectification provided
by the digital surface model and accurate ground control-point selection [44], which requires the
expensive manual work.
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In order to solve the abovementioned problems and improve the adaptability of the DL methods,
in this paper, we have proposed a deep self-learning (DSL) model for pansharpening. The DSL
algorithm can be divided into three steps. First, to adaptively estimate the PSF of the MSI, which
is used to degrade its higher-resolution counterpart, we propose a learning-based PSF estimation
technique to predict the true blur kernel in MSI. We design a deep neural network named CNN-1 to
obtain the relationship between the MSI and its PSF. Second, we develop an image alignment method
to obtain the correct overlap pixel-to-pixel, where the spatial attributes for the registration metrics are
extracted by the edge detection. It is an unsupervised technique which does not require any manual
labor. Finally, we construct a simple and flexible network named CNN-2 to learn the prior relationship
between the training samples, and establish the training set by downscaling the original MSI and
PAN with the estimated PSF and train the CNN-2 in the down-sampled domain. Based on the trained
CNN-2, we can obtain the pansharpening result using MSI and PAN. Compared with the existing
literature, the contributions of this paper are threefold:

1. We propose a CNN-1 for the PSF calculation, which can directly estimate the blur kernel of the
MSI without its higher-resolution counterpart.

2. We develop an edge-detection-based algorithm for unsupervised image registration with the
pixel shifts. The method ensures the same overlaps between the MSI and PAN at the pixel level.

3. We construct the training set using the estimated PSF and present a CNN-2 to learn the end-to-end
pansharpening. This enables the model to adaptively learn the mapping for any dataset.

The remainder of this paper is organized as follows. Section 2 introduces the proposed DSL
framework, where the PSF estimation, the image registration, and the image fusion are described in
detail. Section 3 reports the experimental results and the corresponding analyses on the three remote
sensing images. Section 4 gives some discussions about the essential parameters and the conclusion is
drawn in Section 5.

2. Proposed Method

2.1. General Architecture

In this section, we introduce the DSL framework in detail. The block diagram of our method is
displayed in Figure 1, which consists of three parts. First, we design a CNN-1 to learn the relationship
between the blurred image and its corresponding kernel, where the training samples are generated from
PAN. After the training stage, the PSF of MSI can be directly estimated using the trained CNN-1 and
we adopt the majority voting to combine the prediction results. Due to the lack of clearer counterpart
of MSI, the estimation can be viewed as an unsupervised manner. The output of this block is the
predicted PSF of MSI. Second, we develop an unsupervised registration method to recover the local
misalignments between MSI and PAN. The PAN is shifted with several pixels and, to obtain the
same spatial size as MSI, it is downscaled with the estimated PSF. Then, the edges of MSI and PAN
are detected and we compute the L1 distance between the edge maps. The shift that minimizes the
distance is adopted to register the images and we output the registered MSI and PAN in this block.
Third, we establish a CNN-2 to implement the nonlinear mapping for the image pansharpening. The
training samples are generated by downscaling the registered MSI and PAN with the estimated PSF.
The HRMSI can be finally predicted from the trained CNN-2, using the registered MSI and PAN.
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Figure 1. Flowchart of the proposed deep self-learning (DSL) architecture.

2.2. PSF Estimation

The PSF denotes the response of the sensor to a point source, and it is also noticed as the blur
kernel. Here, we propose a new estimation method to predict the PSF of MSI via the CNN-1 model,
where the architecture of the CNN-1 is displayed in Figure 2. It consists of five convolutional layers [45],
and for each layer it has 64 kernels of size 3× 3. After each convolutional layer, we set the Rectified
linear unit (ReLU) activation [46]. At the end of the last convolutional layer, the activation is set as
the Softmax [47], which can output the posterior probability distributions for each of the results. The
max-pooling layer [45], dropout layer [46], and the dense layer are designed to reduce the parameters
and boost the training.
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Figure 2. Structure of the proposed CNN-1 for point spread function (PSF) estimation.

When it is possible to use the CNN-1 to predict the internal PSF for the MSI data, a fundamental
assumption is that there exists a one-to-one relationship between the down-sampled image and its
corresponding blur kernel. In order to explore this relationship, we should analyze the formation of
the PSF and the degrade function. It is known that for the satellite images, the main type of the PSF is
the Gaussian blur [48], which can be formulated as

G(u, v, σ) =
1√
2πσ

e−(u
2+v2)/2σ2

, {u, v} ∈ R, (1)

where (u, v) denotes the size of the blur regions along the spatial domain and σ denotes the standard
deviation of the Gaussian distribution to be estimated. Usually, (u, v) is set according to σ and therefore,
G can be regarded as relying on the only parameter σ.

For convenience, we denote the PAN as P, and its down-sampled version can be denoted as Pd,
which can be defined using the following equation:

Pd = ϕD(P⊗ k), (2)



Remote Sens. 2019, 11, 2395 5 of 22

where k and ϕD denote the blur kernel and the down-sampling operation, respectively. In our analysis,
the addictive noise is not considered and we assume a noise-free condition. Since the down-sampler
ϕD is fixed with the regular sampling, the degrade function can be only defined by k. According to the
above analysis, k is decided by its σ. Therefore, for the certain P, Pd can be formulated as follows:

Pd = ψP(σ). (3)

From the above equation, it is possible to construct the dependent relationships between the
down-sampled result and its corresponding blur kernel. This phenomenon can be visually observed
in Figure 3 that, when P is fixed, the blurred result changes according to the adopted σ. We use the
designed CNN-1 to learn this relationship, where the CNN-1 is trained with the P and the predefined σ.

(a)σ1 = 2 (b)σ2 = 4 (c)σ3 = 6

(d)GF-2 (σ1 = 2) (e)GF-2 (σ2 = 4) (f)GF-2 (σ3 = 6)

Figure 3. Blur kernel with different σ, and the blurred results using the GF-2 satellite image and the
corresponding blur kernels. The blur region is fixed as 21 × 21.

First, we use the predefined vector σ ∈ {σ1, σ2, ..., σn} to downscale the P and generate a different
degraded version Pd ∈ {Pd1 , Pd2 , ..., Pdn}. Then, we construct the pair of samples {Pd, σ} to train the
CNN-1. The input of the network is the downscaled Pd, while the target of the output is σ. After the
training, the end-to-end relationship between the down-sampled images and their corresponding blur
kernels is learned. Sequentially, for a new MSI example (we denote it as X), it is intuitively able to
predict its internal blur kernel through the trained CNN-1. Specifically, we extract each band of MSI to
the trained network, then we summarize the results of each band to make the final prediction.

In order to construct the training and testing samples for the CNN-1, the P and X are sliced to the
patches with 33×33 pixels. To train the CNN-1 model, we adopt the cross-entropy as the cost function.

After the training, we estimate the kernel for each of the testing patches and use the majority
voting to combine the results. The σ̂, which emerges most frequently, is determined to be the final
prediction, thus the estimation of PSF in X is implemented. The output using the majority voting can
be written as

Output(σ̂) = arg max
σj

|count(σj)|, j ∈ {1, 2, ...}, (4)

where j denotes the number of image patches and |count(·)| stands for counting the frequencies of the
output σ̂. The CNN-1-based kernel estimation is summarized in Algorithm 1.
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Algorithm 1 The CNN-1-based blur estimation procedure of the proposed method.

Require:
- P: PAN;
- X: MSI;
- σ ∈ {σ1, σ2, ..., σn}: A vector of predefined parameters of the blur kernel;
- The designed CNN-1.
Blur Estimation:
- Slice P to the patches of the size 33× 33: P′.
- Use σ ∈ {σ1, σ2, ...σn} to generate the various down-sampled version of P′d ∈ {P

′
d1

, P′d2
..., P′dn

}.
- Train the CNN-1 via P′d and σ.
- Slice each of the band of X to the patches X′ of the size 33× 33.
- Use the trained CNN-1 to predict the σ′ for X′.
- Use the majority voting to combine the results of σ′ and output the final prediction σ̂.

Ensure:
- σ̂: The estimated blur kernel in X.

2.3. Edge-Detection-Based Image Registration

For convenience, the MSI and PAN are denoted as X and P, respectively. Assume that the X is of
the size m× n and, in an ideal condition, the P is of the size t ·m× t · n, where t denotes the spatial
scale between the P and X. However, the size of P can always be (t ·m + ε1)× (t · n + ε2) in reality,
where ε1 and ε2 denote the pixel redundances. Therefore, there exists the local misalignments. To
recover those misalignments and ensure the same overlap between the P and X at the pixel level, we
propose an edge-based image registration algorithm. The downscaled Pσ̂

d of P using the estimated blur
kernel σ̂ can be written as

Pσ̂
d = ψσ̂(P). (5)

When X and P are correctly registered, the pixel alignment of the land-covers of the Pσ̂
d is supposed

to be the same as X. Thus, it is a feasible way to explore the local rectification using the pixel-to-pixel
matching. However, the deviation of the sources makes it difficult to directly compare the reflectance
over the two data. To solve this problem, the edge is exploited to calculate the spatial characteristics for
the X and Pσ̂

d . It is a flexible tool to estimate the high-pass elements of each land-cover. For convenience,
we use the Canny algorithm [49] to detect the edge, which can be directly obtained by edge function
from Matlab.

The procedure of the edge-detection-based image registration method can be specifically described
as following steps. First, we use the original coarse centroid of the X and P to initialize the registration.
The coarse centroid for P is set as ( 1

2 · t ·m + 1)× ( 1
2 · t · n + 1) and, for X, it is ( 1

2 ·m + 1)× ( 1
2 · n + 1).

The two centroids may not represent the exact same location, and the images should be rectified via
pixel shifts. Thus, we shift the P with q ∈ {1, 2..., q} pixels horizontally, vertically, and the combination
of them, respectively, before the downscaling. It is noteworthy that the shift can not be processed in
the down-sampled domain, because the local misregistration will be diminished with the decimation.
We denote the shifted image as Pq. Second, we downscale the Pq to the Pσ̂

qd
and calculate the edges of it,

as well as the edges of each band of X. The edges of Pσ̂
qd

and X can be noticed as E(Pσ̂
qd
) and E(X). We

calculate the edges in the down-sampled domain instead of enlarging the X to the size of P, because
it is difficult to detect the edges of the low-resolution interpolated X. Finally, we can compute the L1

distance between the E(Pσ̂
qd
) and E(X) as follows:

Dq = ||E(Xα), E(Pσ̂
qd
)||1. (6)

We pick out the q̃ and the corresponding directions which minimize the D. Then, the local
registration between X and P is implemented with q̃ pixel shifts. The proposed image registration is
summarized in Algorithm 2.
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Algorithm 2 The edge-detection-based image registration procedure of the proposed method.

Require:
-X: MSI;
-P: PAN;
-σ̂: Estimated PSF of MSI.
Edge-Detection-based Registration:
- Shift the P toward horizontal and vertical directions and the combination of them with q ∈
{1, 2..., q} pixels to Pq, respectively.
- Downscale the Pq to Pσ̂

qd
using σ̂.

- Calculate the edges E(Pσ̂
qd
) and E(X) of the Pσ̂

qd
and each band of X using Canny algorithm.

- Calculate the L1 distance Dq between E(Pσ̂
qd
) and E(X) pixel-to-pixel.

- Select the directions and the corresponding q̃ which minimizes D.
- Apply the q̃ and its directions on P and output the registered images.

Ensure:
- The registered P and X.

2.4. Adaptive Pansharpening

In this section, we introduce an adaptive pansharpening model to implement the MSI and PAN
image fusion using the estimated PSF. Several schemes have been proposed to make use of the PSF to
achieve the high-quality image restoration result. In [50], the authors exploit the hybrid color mapping
(HCM) algorithm for the hyperspectral and color image fusion, where the hyperspectral images are
deblurred and super-resolved with the Plug-and-play ADMM method [51]. Also, ref. [52] introduces a
hyper-Laplacian prior-based image deblurring and super-resolution method using PSF. In this paper,
we directly adopt a deep learning model to learn the relationships between the degraded MSI and
PAN and the high-resolution MSI with the estimated PSF.

To learn the nonlinear mapping for the MSI and PAN pansharpening, we propose a CNN-2 with
the structure in Figure 4. It is a simple and flexible network, which consists of the input layer, the
nonlinear mapping layer, and the reconstruction layer, and they can be defined as

finput(X, P) = ς(w1 ⊗ (X, P) + b1)

fmapping(X, P) = ς(w2 ⊗ finput(X, P) + b2)

freconstruction(X, P) = ς(w3 ⊗ fmapping(X, P) + b3) ,

(7)

where f denotes the extracted features by the convolutional kernels of the corresponding layer, {ω, b}
means the weights and bias, and ς is the ReLU activation for the filter responses of each layer. ⊗
denotes the convolutional operation. To propagate the input information and alleviate the gradient
vanishment problem, we adopt two skip connections. In addition, after each convolutional operation,
we adopt the zero padding to get the same size with the inputs.
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To establish an adaptive pansharpening model for any given data, we train the CNN-2 using
the downscaled samples on the lower-resolution domain and apply the model on the MSI and PAN
themselves. This operation requires the base assumption: With the same degradation, the mapping
relationship between the low- and high-resolution version of the image is scale-invariant. Therefore, it
is feasible to use the low-resolution trained model for the high-resolution pansharpening. First, we
down-sample the registered X and P from Section 2.3 to the Xσ̂

d and Pσ̂
d , respectively, via the PSF, which

is estimated from Section 2.2:
Xσ̂

d = ϕD(X⊗ k(σ̂)),

Pσ̂
d = ϕD(P⊗ k(σ̂)).

(8)

It is noteworthy that by synthetically down-sampling the X and P using the above equation,
unlimited training samples can be virtually generated. Then, we adopt the Xσ̂

d as well as Pσ̂
d to train the

pansharpening CNN-2, with the target to obtain the high-resolution image that is as similar to the X as
possible. However, the image size of Xσ̂

d and Pσ̂
d is different to input and, to solve this problem, we

can up-sample the Xσ̂
d to the spatial size of Pσ̂

d with bicubic interpolation. Then, we concatenate the
interpolated Xσ̂

d and Pσ̂
d as the input of the pansharpening network. The pansharpening with CNN-2

can be formulated as follows:
X = Ψθ(Xσ̂

d , Pσ̂
d ), (9)

where θ denotes the network parameters of the CNN-2. The purpose of the training stage is to obtain
the θ which can correctly represent the relationship among the training samples. In order to train this
model, the Mean-square-error (MSE) is adopted as the loss function:

LossMSE(X̂, X) =
1
u

u

∑
i=1

(X̂i − Xi)
2, (10)

where u denotes the number of input patches. From the equation, the MSE minimizes the average
pixelwise error between the generated and the reference samples.

With the training on the samples whose degradation is consistent with the real MSI, the proposed
CNN-2 can adaptively learn the mapping according to the given data. When we implemented the
end-to-end learning, we input the registered X and P to the trained CNN-2 and obtain the estimated
HRMSI X̂h:

X̂h = Ψθ(X, P). (11)

The predicted X̂h is the corresponding high-resolution pansharpening result for the MSI and
PAN, and it is the final output of our DSL model. The proposed adaptive image pansharpening is
summarized in Algorithm 3.

Algorithm 3 The adaptive image pansharpening procedure of the proposed method.

Require:
- X: Registered MSI;
- P: Registered PAN;
- σ̂: Estimated PSF of MSI;
- The designed CNN-2.
Adaptive Pansharpening:
- Downscale the P, X to the Pσ̂

d and Xσ̂
d , respectively, using σ̂.

- Train the pansharpening CNN-2 via Pσ̂
d and the bicubic-interpolated Xσ̂

d with the objective X,
using the MSE loss function.
- Input P and the interpolated X into the trained CNN-2, and obtain the final prediction X̂h.

Ensure:
- X̂h: The predicted HRMSI.
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3. Experiments

3.1. Data Description

Three remotely sensed datasets are used in our experiments, including the GF-2, the GF-1, and
the JL-1A satellite images. The details of the three images are described as follows.

• GF-2 is a high-resolution optical earth observation satellite which is independently developed by
China. It has two PAN/MSI cameras, where the spatial resolution is 1 m and 4 m, respectively.
The MSI has four spectral channels including the blue, green, red, and near-infrared (NIR) bands.
The data we used in this paper reveal the urban area of Guangzhou city, China and were collected
on 4 November 2016. Figure 5a,d depict the PAN and MSI of this data, respectively.

• GF-1 is configured with two PAN and MSI with the spatial resolution 2 m and 8 m, respectively,
and another four MSI cameras with 16 m resolution. The 8 m MSI includes four spectral bands
including the blue, green, red, and the NIR. In this paper, we adopt the 2 m PAN and the 8 m
MSI as the experimental data and the research region is the Guangzhou city, China. The data
were acquired on 24 October 2015. The PAN and MSI of this data are displayed in Figure 5b,e,
respectively.

• JL-1A is independently developed by China and was launched in 2015. The satellite provides a
PAN at 0.72 m and a MSI at 2.88 m, respectively. The MSI has three optical bands including blue,
green, and red. The data in this paper cover the region of Qi’ao island in Zhuhai City, China and
were collected on 3 January 2017. Figure 5c,f show the PAN and MSI of the data, respectively.

(a) GF-2 (PAN) (b) GF-1 (PAN) (c) JL-1A (PAN)

(d) GF-2 (MSI) (e) GF-1 (MSI) (f) JL-1A (MSI)

Figure 5. Three remotely sensed images used in the experiments. (a–c) depict panchromatic images
(PAN) images. Multispectral images (MSI) images with the red, green, and blue channels are displayed
in (d–f), respectively.

3.2. Experimental Setup

In order to validate the performance of the proposed DSL framework, 10 state-of-the-art methods
have been used for comparison. The descriptions of the comparison algorithms are displayed in Table 1.
Matlab codes are directly downloaded from the website (https://github.com/sjtrny/FuseBox) (http:
//openremotesensing.net/). The DL based models are reproduced according to the corresponding
literatures using Python language.

https://github.com/sjtrny/FuseBox
http://openremotesensing.net/
http://openremotesensing.net/
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Table 1. Comparison methods considered in the experiments.

Abbreviation Description Reference

PCA Principle component analysis [17]

GS Gram–Schmidt algorithm [9]

MTF-GLP Generalized Laplacian pyramid algorithm [53]

Wavelet Wavelet transform [54]

CNMF Coupled non-negative matrix factorization [55]

PNN Pansharpening by convolutional neural networks [30]

DRPNN Deep residual learning for pansharpening [56]

PANNET Pansharpening by deep network [37]

DSL The proposed deep self-learning for pansharpening -

Two different hardware environments, including CPU and GPU, have been used to conduct the
experiments. The CPU environment is composed of an Intel Core i7-6700 @ 3.40 GHz, with 24 GB of
DDR4 RAM. The software environment in CPU is Matlab 2017a on a Windows 10 operation system.
The GPU environment is composed of the NVIDIA Tesla K80, with 12 GB of RAM. The software
environment in GPU is the Python 3.6. The comparison methods, which do not belong to the DL family,
are implemented in CPU; and the DL methods are set in the GPU in the Keras (https://keras.io/)
framework with Tensorflow (https://www.tensorflow.org/) backend.

For the three satellite data in the experiments, the size of the MSI and PAN are set as 256× 256 and
1024× 1024, respectively. However, we can not evaluate the pansharpening results of them since the
high-resolution ground-truth is not available in practice. Therefore, we adopt the original multispectral
satellite images as the ground-truth and downscale the original multispectral and panchromatic images
to the lower-resolution with the predefined “true” σ to synthesize the MSI and PAN. To simulate
different degradations, the “true” σ is predefined as 1.5, 2, and 4.5, respectively, for the three datasets.
For convenience, the blur region is fixed as 21, because it is enough to contain most of the energy for
the three kernels.

For the CNN-1-based PSF estimation, a series of blur kernels σ ∈ {σ1, σ2, ...σn} are predefined
to generate the training set. For GF-2 and GF-1, n is set as 8 and σ is set as {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}.
For JL-1A, n is set as 6 and σ is set as {1.5, 3, 4.5, 6, 7.5, 9}, because this dataset is visually more blurry
than the other two images and it is intuitively insensitive to the slight kernel variance. To train the
CNN-1, images are sliced to the patches of 33× 33 pixels and 7688 training samples are generated.
20% of the samples are used to validate the network. We use the Stochastic Gradient Descend (SGD)
optimizer with the learning rate of 0.01 and the momentum of 0.9. The number of epochs of training is
set as 1000.

For the CNN-2 model, the training images are not sliced to the small patches because the size
of the images is not large. Therefore, the number of the training sample is only one and the model
converges quickly. We use the Adam optimizer with the initial learning rate of 5 × 10−4, which can
be reduced by a factor of 2 if the loss does not decrease within 25 epochs. The epoch number of the
training is set as 1000.

To evaluate the properties of the obtained result, six quantitative indexes are used in this paper:
Root-mean-square error (RMSE), peak signal noise ratio (PSNR), structure similarity (SSIM), spectral
angle mapper (SAM), cross correlation (CC), and erreur relative globale adimensionnelle de synthèse
(ERGAS) [17]. Additionally, we display the execution time for each method. For the DL-based methods,
it denotes the training time. RMSE and PSNR denote the quantitative similarity between the generated
and the reference images, while SSIM reveals the structure similarity, CC indicates the correlation, and
SAM and ERGAS mean the spectral preservation between two signals. For PSNR, SSIM, and CC, larger
value indicates better performance; for RMSE, SAM, and ERGAS, smaller denotes better. The Matlab

https://keras.io/
https://www.tensorflow.org/
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codes of those metrics are publicly available (http://openremotesensing.net/). All pansharpening
results are normalized before quantitative evaluation.

3.3. Experimental Results

3.3.1. Comparison with Pansharpening Methods

A group of the state-of-the-art methods are compared with the proposed method. For fair
comparison, the images for those methods are all locally registered. For the DL-based methods, the
training samples are generated using the degradation with the default σ of 2.5. The quantitative results
of different methods for the three datasets are displayed in Tables 2–4. Figures 6–8 show the visual
results of them. Additionally, we display a zoom-in subregion on the top-left corner for better legibility.

From Figures 6–8, we can observe that the image quality of all results is significantly higher than
the bicubic interpolation, illustrating the effectiveness of the pansharpening procedure. However,
among them, the lack of spatial and spectral fidelities can still be observed. First, the methods that
do not belong to DL, PCA, GS, and CNMF are caught in serious spectral distortion, while Wavelet is
inferior in the spatial domain. For instance, in Figure 6, the color of PCA and CNMF is much darker
than the reference. The CNMF tends to be blurry, while Wavelet can lead to some artifacts. Second,
for the DL-based methods, PNN, DRPNN, and DSL obtain the reasonable visual results in terms of
the spectral preservation. However, the comparison methods get deteriorated results for the spatial
reconstruction. For example, unrealistic details can be observed from the PANNET in Figure 6, where
the black patches broadly distribute on the architectures. In Figures 6 and 7, PNN and DRPNN also
result in many artifacts, while in Figure 8, their results are more blurry as compared with the reference.
It is because for those competitors, the blur kernels used for constructing the training samples deviate
from the true one, and the wrong kernels significantly damage the fusion performances. If the kernels
are larger than the reality (i.e., GF-2 and GF-1), the trained networks incline to get the overclear results
and generate the artifacts, while the results of smaller kernels (i.e., JL-1A) can be blurry. On the
contrary, the proposed DSL exhibits good performance for the three datasets in terms of both spectral
restoration and spatial resolution. The reason for this is that DSL can be adaptively trained with the
true blur kernel from the given data using the proposed PSF estimation technique.

Table 2. Quantitative results of the comparison pansharpening methods for the GF-2 dataset. Bold
values indicate the best result for a column.

Methods RMSE PSNR SSIM SAM CC ERGAS Execution Time

PCA 0.042 27.55 0.94 3.04 0.92 3.32 1.31 s (CPU)

GS 0.039 28.22 0.95 2.88 0.94 3.08 0.86 s (CPU)

MTF-GLP 0.030 30.43 0.96 2.06 0.97 2.37 0.95 s (CPU)

Wavelet 0.048 26.44 0.92 3.03 0.89 3.84 1.22 s (CPU)

CNMF 0.032 29.80 0.96 2.86 0.95 2.51 11.47 s (CPU)

PNN 0.043 27.20 0.92 2.53 0.93 3.50 1277.50 s (GPU)

DRPNN 0.051 25.93 0.90 3.41 0.92 4.10 2082.92 s (GPU)

PANNET 0.044 27.11 0.94 2.89 0.91 3.55 1614.02 s (GPU)

DSL 0.029 30.88 0.96 2.07 0.97 2.31 1506.83 s (GPU)

http://openremotesensing.net/
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(a) PAN (b) Bicubic (c) Ground truth

(d) PCA (e) GS (f) MTF-GLP

(g) Wavelet (h) CNMF (i) PNN

(j) DRPNN (k) PANNET (l) DSL

Figure 6. Pansharpening results for GF-2 dataset. Results best viewed electronically with zoom.
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(a) PAN (b) Bicubic (c) Ground truth

(d) PCA (e) GS (f) MTF-GLP

(g) Wavelet (h) CNMF (i) PNN

(j) DRPNN (k) PANNET (l) DSL

Figure 7. Pansharpening results for GF-1 dataset. Results best viewed electronically with zoom.
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(a) PAN (b) Bicubic (c) Ground truth

(d) PCA (e) GS (f) MTF-GLP

(g) Wavelet (h) CNMF (i) PNN

(j) DRPNN (k) PANNET (l) DSL

Figure 8. Pansharpening results for JL-1A dataset. Results best viewed electronically with zoom.
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Table 3. Quantitative results of the comparison pansharpening methods for the GF-1 dataset. Bold
values indicate the best result for a column.

Methods RMSE PSNR SSIM SAM CC ERGAS Execution Time

PCA 0.030 30.51 0.91 4.00 0.87 2.84 3.67 s (CPU)

GS 0.025 32.11 0.95 3.09 0.88 2.68 1.22 s (CPU)

MTF-GLP 0.018 35.06 0.96 1.92 0.94 1.90 1.05 s (CPU)

Wavelet 0.027 31.45 0.91 3.53 0.85 2.80 1.73 s (CPU)

CNMF 0.019 34.65 0.96 2.66 0.92 2.00 11.34 s (CPU)

PNN 0.017 35.25 0.96 2.21 0.95 1.80 860.30 s (GPU)

DRPNN 0.020 34.10 0.95 2.51 0.94 2.10 996.49 s (GPU)

PANNET 0.022 33.35 0.95 2.91 0.94 2.28 1829.33 s (GPU)

DSL 0.016 35.99 0.97 1.93 0.95 1.67 946.95 s (GPU)

Table 4. Quantitative results of the comparison pansharpening methods for the JL-1A dataset. Bold
values indicate the best result for a column.

Methods RMSE PSNR SSIM SAM CC ERGAS Execution Time

PCA 0.039 28.22 0.93 3.04 0.62 3.71 0.47 s (CPU)

GS 0.038 28.33 0.93 2.99 0.63 3.66 0.59 s (CPU)

MTF-GLP 0.014 36.81 0.97 1.06 0.95 1.37 1.46 s (CPU)

Wavelet 0.018 34.46 0.96 1.08 0.98 1.80 0.94 s (CPU)

CNMF 0.028 30.96 0.96 1.95 0.77 2.63 8.23 s (CPU)

PNN 0.016 35.65 0.97 1.17 0.94 1.56 790.09 s (GPU)

DRPNN 0.016 36.02 0.97 1.08 0.94 1.50 1452.06 s (GPU)

PANNET 0.016 35.95 0.97 0.99 0.94 1.52 1516.01 s (GPU)

DSL 0.014 37.11 0.97 1.07 0.95 1.31 976.61 s (GPU)

Tables 2–4 display the quantitative results of the comparison methods, the best performances are
shown in bold. From the results, two observations can be drawn. First, the proposed DSL method
obtains the best evaluation results in most of the indexes. For instance, for the three different datasets,
the PSNRs of the DSL are 0.45, 0.93, and 0.30 higher than the second-best approach, respectively,
demonstrating the great quantitative similarity of the proposed method. In addition, the SSIM of the
proposed DSL are significantly higher than the competitors, illustrating the superior spatial consistency
of the DSL. Moreover, although the SAM of the DSL scheme is slightly higher than PANNET for the
JL-1A dataset, the ERGAS of DSL is lower than the competitors over all three images, demonstrating
the effectiveness in the spectral preservation. Furthermore, the spectral curves of four pixels for the
GF-1 results are displayed in Figure 9. They are located in (512, 768), (727, 752), (127, 49), and (391,
496) for (x, y) coordinates, and they denote vegetable, water, bare soil, and concrete, respectively.
From the spectral signatures, we can find that the proposed DSL obtains the most similar spectral
curves to the ground-truth, whatever the object characteristic is. Moreover, it can be observed that the
spectral similarities of water and bare soil are higher than the vegetable and the concrete. The above
analyses indicate the effectiveness of our DSL no matter in the spatial or spectral domain. Second, it
can be observed that DL-based methods obtain deteriorated performance when they are trained on
the default wrong kernels. From Table 2, their results are even worse than many of the traditional
CS approaches (i.e., PCA and GS), demonstrating the significance of using the right PSF for the DL
methods. In addition, the execution time of the DL algorithms is much more than others, even in the
GPU environments. The DSL costs less training time than DRPNN and PANNET. This is because the
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proposed DSL adopts a simpler network structure to learn the nonlinear mapping, rather than the
burdensome architecture.
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Figure 9. Spectral signatures of four pixels for the GF-1 dataset.

3.3.2. Effectiveness of PSF Estimation Method

From the abovementioned analysis, the PSF exerts significant influence on the performance
of the fusion model. If the estimated kernel deviates from the true one, the fusion result can be
devastatingly deteriorated. Thus, before comparing the results of the pansharpening, we should assess
the effectiveness of the kernel prediction. However, it is difficult to directly compare the proposed
algorithm with other PSF estimation methods. On the one hand, the proposed method can be regarded
as an unsupervised technique without using the clearer MSI counterpart but, in the literature, the
number of unsupervised kernel estimation methods is limited. On the other hand, the codes of most of
the unsupervised methods such as [57,58] are unfortunately not publicly available.

Therefore, the effectiveness of our proposed PSF method is evaluated from two aspects. First,
we display the overall accuracy of the kernel prediction results for the three datasets. In order to
achieve this, we slice the MSI to the small patches and use the trained CNN-1 to predict each of them.
Then, we use the overall accuracy (OA) metrics to validate the result. Notice that with the majority
voting strategy, the true PSF can be obtained as long as more than 50% of the patches can be correctly
estimated. The OAs of the prediction results for the three datasets are displayed in Table 5. From the
results, we can observe that the method achieves 92.86%, 90.84%, and 56.17% of the OA for the GF-2,
GF-1, and JL-1A dataset, respectively, demonstrating that the proposed algorithm can obtain the true
kernels over all three datasets. This result indicates the effectiveness of the CNN-1 in kernel estimation.
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Table 5. Overall accuracies (OA) of the blur kernel estimation method for the three datasets.

Data GF-2 GF-1 JL-1A

OA 92.86% 90.84% 56.17%

Second, the effectiveness of the PSF estimation is also demonstrated by comparing the DSL results
using the default kernel. The experiment setting is set the same as our DSL model, except the adopted
blur kernel. The results are displayed in Table 6. It can be observed that the performance of our PSF
estimation significantly surpasses the competitors. For instance, the PSNR of three datasets using
our algorithm is 4.00, 1.85, and 1.19 higher than the method using the default kernel, respectively.
Therefore, we can draw the conclusion that our PSF estimation method plays an essential role in the
image pansharpening.

Table 6. The comparison results of the DSL with PSF estimation and with the default kernel.

Data
PSF Estimation Default Kernel

PSNR SSIM SAM CC ERGAS PSNR SSIM SAM CC ERGAS

GF-2 30.88 0.96 2.07 0.97 2.31 26.88 0.92 2.80 0.93 3.66

GF-1 35.99 0.97 1.93 0.95 1.67 34.14 0.95 2.45 0.94 2.07

JL-1A 37.11 0.97 1.07 0.95 1.31 35.92 0.97 1.01 0.94 1.51

3.3.3. Comparison with Image Registration Methods

In order to investigate the effectiveness of our edge-based image registration method, we compare
our method with other local registration algorithms. Since it is difficult to directly compare the
performances of the image registration, we use the pansharpening results of DSL model to illustrate
the efficacy of different methods. The comparison method we use is from [44] (we denote it as Aiazzi’s).
It is beneficial to recover the local misalignments for the CS- and MTF-based algorithms, however, it has
not been used in DL domain. Furthermore, we also set the experiments without the local registration
(using the original coarse centroid). Tables 7–9 show the results of different local registration methods
for the three datasets. It can be observed that the proposed edge-based method obtains the best
performance, which illustrates the effectiveness of our registration algorithm. Furthermore, for GF-2
and GF-1 datasets, our method achieves slightly better results than the Aiazzi’s. However, for JL-1A
dataset, Aiazzi’s method is seriously deteriorated. The reason is that the method is not suitable for
the seriously blurry images. On the contrary, our method can provide the satisfactory results in any
condition.

Table 7. The comparison results of the DSL with different local registration methods for GF-2 dataset.

Methods PSNR SSIM SAM CC ERGAS

Proposed 30.88 0.96 2.07 0.97 2.31

Aiazzi’s 30.04 0.96 2.27 0.96 2.58

Without registration 26.00 0.91 2.61 0.89 4.03

Table 8. The comparison results of the DSL with different local registration methods for GF-1 dataset.

Methods PSNR SSIM SAM CC ERGAS

Proposed 35.99 0.97 1.93 0.95 1.67

Aiazzi’s 33.89 0.95 2.62 0.94 1.99

Without registration 32.49 0.93 2.55 0.96 2.35
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Table 9. The comparison results of the DSL with different local registration methods for JL-1A dataset.

Methods PSNR SSIM SAM CC ERGAS

Proposed 37.11 0.97 1.07 0.95 1.31

Aiazzi’s 22.67 0.78 4.97 0.61 6.97

Without registration 36.42 0.97 1.00 0.95 1.43

4. Discussion

4.1. Impacts of Image Patch Size

Image patch size is an important parameter for the pansharpening result, due to the learning
efficiency and the feature learning that it brings. In this paper, we investigate the impact of the patch
size to the experimental result for the three datasets. The patch sizes of the comparison methods are
set as 16× 16, 32× 32, 64× 64, 128× 128 and 256× 256, respectively. For the patch generation, the
overlapped number of pixels of each two adjacent patches is set as 8, and the number of the generated
samples is then be 961, 861, 625, 289 and 1. For the comparison methods, the batch size is set as 64 and
other parameters are set as Section 3.2 in the training stage. The PSNR, SAM and the training time are
displayed in Figure 10. It can be observed that the experiment with the size 256× 256 can get the best
results and it spends the least training time. It is because that although the patch size is the largest, the
extremely small number of training sample accelerates the training procedure. Based on the above
analysis, the patch size of the original 256× 256 pixels with no slices is adopted in our experiment.
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Figure 10. PSNR, SAM, and execution time for different patch sizes for the three datasets.
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4.2. Impacts of Training Epochs

To investigate the speed of the training procedure of the CNN-2 pansharpening model, we display
the training curves over time for the three datasets in Figure 11. From the learning curves, the loss
declines drastically and fusion model converges rapidly to the fine performance during 100 epochs
for the three datasets. After 300 epochs, the loss decreases more slowly but the model is still being
fine-tuned. Therefore, to achieve the best performance for the DSL pansharpening model, the epoch
number is set to be 1000 in our experiments.
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Figure 11. Training loss and PSNR evolution for the three datasets.

5. Conclusions

In this paper, we have proposed a deep self-learning method (i.e., DSL) for image pansharpening.
The main advantage of DSL is that it can explore the PSF from the MSI and PAN and construct
the training samples according to the learned degradation. As such, the pansharpening model can
adaptively learn the true degradation for any given data. In addition, this model takes the local
misalignments between the MSI and PAN into consideration, and they are recovered by the proposed
edge-based image registration method. Extensive experiments conducted on three images from
different satellites indicate that the proposed DSL obtains good results in the spatial fidelity and
the spectral preservation. In the future, we will investigate the nonparametric method for the PSF
estimation, which can be more flexible for the pansharpening in practice. Additionally, we will develop
the combination of image fusion and image super-resolution to yield better reconstruction results,
where the PSF can be used to improve the image quality for MSI.
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