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Abstract: Lampposts, traffic lights, traffic signs, utility poles and so forth are important road furniture
in urban areas. The fast and accurate localization and extraction of this type of furniture is urgent for
the construction and updating of infrastructure databases in cities. This paper proposes a pipeline for
mobile laser scanning data processing to locate and extract road poles. The proposed method is based
on the vertical continuity with isolation feature of the pole part and the overall roughness feature of the
attachment part of road poles. The isolation feature of the pole part is analysed by constructing two
concentric cylinders from bottom to top and there should be no or a limited number of, points between
these two cylinders. After splitting up the pole part and the attachment part of a road pole, the roughness
of the candidate attachment points is computed and the attachment is obtained by performing region
growing method based on roughness values. By applying the proposed pipeline to different situations
in two datasets, the proposed method proves to be efficient not only in simple scenes but also in
cluttered scenes.

Keywords: point cloud; mobile LiDAR; mobile laser scanning; road poles; pole-like object; road
furniture; segmentation; clustering; object extraction

1. Introduction

Urban scene interpretation plays an important role in many research areas, such as urban planning [1],
road safety management [2], road inventory construction [3], automatic driving and navigation for
pedestrians and cars [4,5]. However, traditional methods of urban scene interpretation have always been
a problem in the development of geographic information science. Currently, there are two broadly used
methods of geographic data acquisition: the manual method and the method that utilizes remote sensing
imagery. Both of these methods have limitations. The first method is time-consuming, which leads to
the slow updating of geographic information. The second method uses high-resolution satellite imagery,
which performs well in the detection and classification of roads, vegetation and buildings of urban scenes
but it is rather difficult to use when recognizing relatively small street furniture, such as road poles and the
vertical information of buildings is often difficult to acquire.
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In the past few years, there has been rapid growth in the use of mobile mapping systems for urban
scene interpretation [1,2,6–13]. Most mobile mapping system configurations integrate digital cameras,
laser scanners, GPS receivers and antennas, an inertial navigation system (INS) for acceleration and
orientation measurements of moving platforms and a wheel-mounted distance measuring indicator
(DMI), which provides accurate vehicle velocity updates. The data acquired by laser scanners in mobile
mapping systems, usually called mobile laser scanning data, contain detailed information of urban
scenes and can be used for the automatic detection of road poles [14–19].

Road poles can be defined as street furniture objects along the street in urban scenes that are
entirely shaped like poles or those that contain a pole part. For example, lampposts, utility poles and
traffic lights are pole-like objects and traffic signs and trees are objects that contain a pole. They are
crucial street objects in urban environments because they are very common and distinguishing in
urban environments [4]. They can pose a great impact on city planning and management and they are
often one of the major subjects in road safety studies [2]. Moreover, the extraction of road poles can be
useful in driver assistance systems by providing urban maps [4,5].

The objective of this paper is to present a novel location-based algorithm to automatically
recognize road poles in mobile laser scanning data. Section 2 provides an overview of the related work
of the proposed method. Section 3 describes the three-stage automatic detection algorithm in sequence.
Parameter settings and experimental results are analysed in Section 4. In Section 5, we conclude the
proposed method and future work of this research is discussed.

2. Related Works

2.1. Studies on the Recognition of Pole Structures in Point Clouds

Some researchers detect road poles from point cloud data by analysing local geometry features
of points in point clouds. Yokoyama et al. assumed that the ground points were removed from the
mobile point clouds [14]. The algorithm first segments the point clouds into groups using a k-nearest
neighbour graph. To effectively calculate the dimensionality of each point and distinguish the linear
points, the second step performs the endpoint preserving Laplacian smoothing. Points are then
classified as linear, planar and rough based on neighbouring points using PCA with a fixed radius.
A likelihood function was used to determine the degree of the likelihood of a segment being a road
pole. Road poles were considered to contain a large portion of linear points in the segments and
have many points with principle directions that were vertical to the horizontal plane. In this method,
by using smoothing and PCA, robust detection of the road pole with various radii and tilt angles could
be obtained. However, the removal of ground points is not trivial and the segmentation results of this
method were unsatisfactory. Yang et al. introduced an algorithm to segment 3D street objects from
MLS data and performed some experiments with automatic detection of road poles [15]. This method
used a new approach to optimistically select the radius of the neighbourhood and used a supervised
method to classify the points into linear, planar and spherical points based on a series of local geometry
features. These points were segmented into different groups based on the dimensionality of each
point and segments were subsequently refined and merged. The segments were recognized as road
poles when they had a linear patch that at least touched the ground surface; this linear feature may
be attached to planar or spherical patches of certain sizes. Yang et al. further improved their method
based on supervoxel analysis, which also incorporated geometric features including normal, principal
direction and dimensionality [16]. Both approaches could detect road poles that were far away from
the trajectory and that were standing close to each other. However, additional features, such as colours
and contextual features, were still needed to improve the detection accuracy of the segmentation and
detection of road poles. Li et al. proposed an interesting framework to decompose road furniture
into different components based on their spatial relations [20–22]. The poles are categorized to three
classes and each class of pole is extracted using three different methods. In their research, only
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geometric features were used to extract road furniture and extracted items have been decomposed into
components which will contribute to further classification.

Another effective and popular approach to detect road poles is the model-driven method. The first
kind of model-driven method is called the two-cylinder model, which assumes that the pole part of the
road poles is upright and there is a kernel region where laser scan points are present and an outside region
where no points are present. Berner et al. first introduced this two double cylinder method to detect poles
and used the position of the road poles for positioning future driving assistance systems [4]. C. Cabo et al.
also applied a similar method to their algorithm. Instead of performing two cylinder analyses directly on
the point cloud segment, this method performed a two-circle analysis on the horizontal slices of the point
cloud data after voxelization [23]. Shi Pu et al. developed a rectangle model to fit the horizontal slices
of points [2]. The segmented candidates were first divided into height percentiles. A certain percentile
was chosen and the percentile was further divided into horizontal subparts. By iterating all slices in the
percentile, the deviations between neighbouring slices according to the position of the centre point and the
length of the diagonal are checked to recognize road poles. Because this method could choose the higher
percentile to perform recognition, even road poles standing in bushes could be detected. However, this
method utilized connected component analysis to segment the point cloud, which implied that they could
not separate road poles that were standing close together. El-Halawanya et al. developed another line
model-based method to detect road poles [24]. The advantage of this approach is that no assumptions about
the position of the poles are made and poles attached to other objects, such as traffic signs, can be detected
as separated objects. The major problem with this method was that the 2-dimensional density-based
ground removal method was sensitive to point densities; therefore, road poles that were far away from the
trajectory were removed in this stage.

Some other algorithms detect road poles using machine learning and training data. Golovinskiy et
al. developed a system to classify different objects, including road poles, in urban scenes from
integrated point clouds from the ALS system and MLS system [25]. The whole pipeline consisted of
four major parts, localization, segmentation, feature extraction and classification. Several methods
were tested in each step and the system was able to recognize approximately 65% of the small objects
in the urban environment in the experiments. They used part of the experimental dataset as training
data, which were labelled as different classes manually. Lai, K et al. and Ishikawa et al. also developed
algorithms to classify urban scenes (including road poles) using machine learning [26,27] The problem
with this kind of method is that the manual work of labelling points is laborious and the training data
from one dataset may not fit the model of other datasets.

2.2. Studies on Segmentation of Urban Point Cloud into Objects

In simple situations where there is separable space between different objects, the connected component
analysis method or the Euclidean distance-based clustering method, which only need a fixed radius
configuration, are capable of segmenting point clouds to distinct 3D patches. The literature [2] utilized
this method to recognize basic structures from mobile laser scanning data for road inventory studies.
After removing the off-ground and ground points, the remaining on-ground points were segmented
and assigned with unique IDs by performing connected component analysis using the Euclidian cue.
Lehtomäki et al. also applied the connected component analysis algorithm to obtain street object segments
after ground and building facades removal [6]. Wang et al. introduced a 3D significant eigenvector based
shape descriptor using voxels (SigVox), for the first time, to detect street objects [28]. They also applied
connected component analysis based on voxel connectivity to segment individual street furniture for
further recognition. Similarly, in Reference [29], the method also configured a fixed radius parameter
to distinguish objects with the connected components analysis method. However, this method could
recognize more objects in complicated scenes because it introduced a new technique to resegment mixed
trees. Because the space between different street objects could vary greatly for objects of different sizes,
the method [30] added an extra connected component analysis step after the original connected component
analysis algorithm. In the extra step, a large radius was configured for those large segments to overcome



Remote Sens. 2019, 11, 401 4 of 23

oversegmentation and a small radius for those small segments to reduce undersegmentation. The results of
their experiments showed that their improved method was better than the connected component analysis
method with a fixed radius configuration.

In other situations where objects may connect to each other, the Euclidian distance-based
clustering method is not sufficient to segment them out. Due to the presence of noisy data
and the variety of object sizes and shapes, a segmentation method using one single cue is not
sufficient. To segment out connecting objects more accurately, other cues are needed besides Euclidian
distance. The most frequently used cues for discriminating connecting street objects are local
neighbourhood-based geometric features, including normal vector, smoothness, roughness, major
direction and dimensionality. The methods [16,31] utilized the supervoxel method to highlight the
object borders or the object. The supervoxel method only turns neighbouring points with similar colour
and intensity values into patches. These oversegmented patches are then merged into objects based on
other cues and methods. The graph-cut method [15,16,31–33] is a widely used method for segmenting
overlapping objects because it can measure the connecting strength between points. The method [15,16]
incorporated the geometric features of points, including normal and main directions, to the energy
measurement of the normalized cut and used them as a measure between different patches to merge
them. In addition, other methods [34] utilized a density-based clustering algorithm to consider the
shape distribution of connecting trees and poles to segment them out.

All in all, current methods for street furniture segmentation perform well in many situations.
However, these methods need further improvement in complex scenes in two ways which are also
the innovations of this paper. First, a new algorithm for street objects localization is needed for point
clouds with large density variations. Therefore, we introduced a new 3D density-based street object
localization algorithm to detect object locations in such point clouds. Second, we need to find a new
method to segment road poles from trees in clutter scenes where trees and road poles are connected or
tangled with each other. Thus, a roughness-based analysis for point cloud clusters of tangled street
objects was proposed to detect such road poles.

3. Methods

The proposed method aims to segment MLS data of urban scenes into discernible and meaningful
segments that represent road poles. The method consists of three main phases (Figure 1):

(1) Pre-processing: Original unorganized MLS data are sectioned and reorganized based on voxels;
then, the whole scene is classified as ground and non-ground voxels.

(2) Localization: A voxel-based method utilizing isolation analysis to detect the position of poles,
including trees.

(3) Segmentation: Differentiate poles from trees using roughness analysis from isolated segments
and segment poles from connected furniture segments by detecting man-made structures.
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3.1. Pre-Processing of Original MLS Data

This phase aims to provide clean and organized data for the following localization and
segmentation algorithm, including sectioning of the original point cloud, the voxelization of points
into voxels and the detection of ground voxels. Due to the complexity of the scanning environment in
urban scenes, noise points that are isolated from the rest of the point cloud are brought into the original
MLS data. These noise points have a negative effect on the following algorithm; thus, they need to be
detected and removed from the original MLS data. Isolated points are detected and removed using
the connected component analysis method; small clusters are considered as noisy points and filtered
out from the original MLS data. We perform a two-round connected component analysis algorithm
to filter out noisy points. In the first round, we connected point within 30 centimetres and filter out
clusters with less than 20 points while in the second round we connected points within 50 centimetres
and filtered out the clusters with less than 50 points.

3.1.1. Sectioning of Original Data

As the original point cloud datasets are usually extremely large, it is wise to first partition the
whole data into multiple parts and then to extract the information of interest locally [2]. Huge data
volumes and the complexity of urban street scenes make it difficult to create a unified ground model.
Therefore, we use the vehicle trajectory data (L) to section the point clouds into a set of blocks at
an interval (d), as shown in Figure 2. To ensure that the road in each block is as flat and straight as
possible, the value of d should be set smaller in undulating and winding road conditions. The width of
our blocks are 100 m and 120 m for the two corresponding test areas. The overlapping zone is 5m in
case that road pole candidates are segmented to two parts.
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3.1.2. Voxelization

Direct operations on the point cloud will be time- and memory-consuming as original point
clouds are both large in volume and unorganized in structure. Thus, after filtering out isolated noise
points and sectioning of the original point cloud, we implement a voxelization method similar to (Cabo
et al., 2014), which regularly re-organizes and condenses the original data into a new 3D space. In this
paper, a voxel is defined as a cube that records three classes of information: voxel location, voxel index
and the number of points in the voxel. A voxel location is represented by three numbers (nr, nc, nh),
which represents the location of the voxel relative to the minimum x, y and z position of the original
point cloud. The location of the voxel can be computed using the following equation:

nr = integer
(

x − xmin
VS

)
(1)

where xmin represents the minimum x of all points in the point cloud and VS is the voxel size. nc and
nh are calculated in a similar way.
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After the processing step of voxelization, all needed information for the steps before the merging
processing step is stored in the voxels and the correspondence between voxels and points is constructed.

3.1.3. Ground Detection

The point cloud data in urban scene can be roughly classified as off-ground points, on-ground
points and ground points [2]. The segmentation targets in this paper are the road poles that stand on or
close to the ground. The ground voxels can be first detected to obtain the target objects. Many previous
researchers have attempted to detect or even reconstruct roads in point cloud data [3,35–42]. Roads can
sometimes act as the ground to gain the relative position of street furniture to the ground in situations
where the ground is mainly vertically even along the trajectory. Nevertheless, in this context, complex
situations of wide and uneven streets are taken into consideration. Therefore, we introduced a new
ground detection method that operates on a voxel set generated in the previous step.

The ground is assumed to be relatively low in a local area and erected low compared to
on-ground objects in the vertical direction. Therefore, the ground can be detected from the whole
scene by analysing the relative height (Hrelative) and the vertically continuous height (Hvertical) of
each horizontally lowest voxel (HLV) in the whole voxel set. The relative height (Hrelative) parameter
describes the relative height between an HLV and the lowest voxel in a neighbourhood. The height
of the HLV is represented by nHLV while nargmin(N(HLV)) depicts the height of the lowest voxel in a
neighbourhood of the HLV.

Hrelative = nHLV − nargmin(N(HLV)) (2)

Voxels that satisfy the conditions in Equation (3) are recognized as ground voxels:

Hvertical < integer
(

1
VS

)
&& Hrelative < integer

(
0.5
VS

)
(3)

Hvertical is the vertically continuous height of an HLV, which depicts the vertical height of an
HLV. The algorithm for calculating Hv is depicted in detail in a previous research [3]. Utilizing the
proposed algorithm, curbs and low-elevation bushes are also classified as ground and are thus filtered
out before segmentation.

3.2. Localization of Poles and Trees

Localization is first carried out to differentiate trees and poles from other objects, including
buildings, vehicles, fences and so forth. The localization algorithm consists of two consecutive steps:
(1) coarse localization of street objects and (2) selection of trees and poles.

3.2.1. Localization of Street Objects

A typical method for locating street objects is by projecting all 3D points into the horizontal plane
and performing 2D density analysis [31,43]. The pixels with large density values in the projected 2D
image are assumed to indicate the presence of a street object. However, in our scenes, large density
variations exist for different objects and a single density threshold value cannot locate all of the road
poles. Therefore, we apply a similar localization method of previous work [34], which implements a
3D density analysis algorithm to locate street objects. The density parameter together with minimum
distance parameter are computed to locate the clustering centre for a clustering algorithm in [34], while
in the proposed method the density parameter is used only to detect high density voxel. The formula
was simplified from the one in Reference [34] for computing efficiency.

Based on the analysis of hundreds of street objects in different scenes, we can reasonably assume
that the street objects we are interested in are those that are sufficiently high in the vertical direction.
In this 3D density-based street object localization algorithm, we assume that a position with a large
density value is the position of a street object. To accurately represent the vertical height of an object,
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we introduce a new approach to calculate the 3D density values ρi. For every voxel vi, the density
parameter ρi can be formulated as:

ρi =

{
Hi

v, di
ground < Dt

Hi
v/di

ground, di
ground ≥ Dt

(4)

where di
ground depicts voxel vi’s vertical distance to the ground. Dt is a ground distance threshold

value based on the overall height of lowest tree leaves to eliminate most tree leaves from location
candidates [34]. In our experiment, this value was set to 1.2 m as almost all tree leaves are higher than
1.2 m in our datasets. The voxel vi is classified as an object location if its 3D density value ρi is over a
specific threshold value µ (Equation (5)).{

ρi < µ, vi is not object location
ρi ≥ µ, vi is object location

(5)

An example for computing the density values for each voxel with the proposed method is depicted
in Figure 3. The histogram in each figure depicts the density distributions of all the voxels in the
corresponding figure. In the figure, the pole part of a tree and the two poles show high density values
and thus can be selected as object locations.
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After the coarse classification is implemented, the overall voxels are categorized as object locations
and others. As these object location voxels are selected, a connected component analysis process is
applied to group these voxels. We allocate the voxel with the largest value and at the bottom of a
horizontal location as the location voxel of an object.

3.2.2. Selecting Candidate Locations of Road Poles and Trees

There are two assumptions about the pole part of trees and poles: (1) the diameter of the pole
part is at a specified range and (2) there are long enough parts of the pole that are isolated from other
objects. Based on these assumptions, we can implement a new isolation analysis algorithm with a
double-cylinder model similar to [5,23]. Our algorithm incorporates methods in Reference [5] and [23],
the 2-dimensional isolation analysis method for voxels in Reference [23] is improved to 3-dimensional
similar to the isolation analysis method for points in Reference [5]. The position of a pole or tree is
configured as the centre of the cylinder. The detailed algorithm is depicted as Algorithm 1.



Remote Sens. 2019, 11, 401 8 of 23

Algorithm 1 Isolation analysis for voxels

Input:
v: one candidate object position
S: a cluster v in
Parameters:
L: height of the cylinder
N: allowed number of noise points in the ring between cylinders
n: layer counter
Ir: radius of the inner cylinder
Or: radius of the outer cylinder
Start:
repeat
(1) Select voxels V from layer n to layer n + L − 1 from S
(2) Build a concentric cylinder with Ir as the inner cylinder radius and Or as the outer cylinder radius,
selecting v as the centre, cylinder height starts from n and end at n + L − 1
(3) Count number of points np and number of voxels nv between two cylinders np
(4) if np < NP && nv < NV
(5) v is recognized as pole or tree position
(6) break
(7) else
(8) n = n + 1
until all layers of S are reached

In Figure 4, we present an example of selecting candidate poles and trees with the proposed
isolation analysis for voxels algorithm. For the middle lamppost, we perform isolation analysis from
the bottom to top. The cylinder parameters are configured based on the radius and height of poles
in real situations. Assuming that the cylinder height L is 6, the first two cylinders start from Layer
0 and end in Layer 5 in first round isolation analysis. With one small object standing next to the pole,
several points are located between the two cylinders. Thus, the isolation analysis moves upwardly to
round 2 and continues from Layer 1 to Layer 6, where there are also points between the two cylinders.
The isolation analysis will need to move upwardly again. This cycle ends at round 14 when the bottom
of the cylinders reaches Layer 13, where there is no points in between the two cylinders from layer
13 to 18. To this end, this location is selected as a target candidate.

After performing isolation analysis, trees and poles are localized with a localization voxel.
Some poles and trees are isolated and a connected component analysis procedure is sufficient to
segment them from the environment, while others need further segmentation. The distance of the
connected component analysis should be larger than the voxel size. There are three types of clusters
after connected component analysis: (1) clusters with no candidate pole position, (2) clusters with one
candidate pole position and (3) clusters with more than one candidate pole position. The first kind of
cluster is discarded in this step, the second kind of cluster is classified as isolated poles or trees that
require further classification and the third kind of cluster is regarded as clusters with multiple trees or
poles that require further segmentation.
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3.3. Extraction of Road Poles

3.3.1. Detection of Isolated Poles

Trees have crowns with irregular structures, while poles often have regular shapes. Thus, these
poles and trees can be classified based on the roughness of their upper part. The roughness of a voxel is
determined by the average roughness values of the points inside the voxel. Roughness is a parameter that
indicates the random distribution of points. The roughness of a point can be calculated by Equation (6).

r =
e3

e1
(6)

where e3 is the smallest eigenvalue and e1 is the largest eigenvalue calculated using principal
component analysis. Here, eigenvalues [e1, e2, e3] are estimated by constructing a covariance matrix M
(Equation (7)) that is generated from a set of neighbouring points Ni in a sphere within radius ri of pi.

M =
1
n ∑n

i=1(pi − p)·(pi − p)T (7)

where n is the number of points within radius ri of pi and p is the geometric centroid of the points of
Ni. To overcome the density variation problem, we utilize an optimal radius algorithm to calculate the
rhi parameter [44].

The shape of the upper part of the cluster is classified by averaging the roughness value (calculated
using Equation (6)) of the upper part points (Equation (8)).

rh =
1
n ∑n

i=1 ri (8)
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where n is the number of points in the upper part of a cluster. Some road poles such as some street
lamps, also have irregular structures along their top or middle sections, which may lead to high
average roughness values. These clusters can be misclassified as tree clusters if the whole upper part
of cluster is analysed. Considering both efficiency and accuracy, we found that dividing each cluster
into six sections and analysing the roughness of the upper three sections can distinguish tree clusters
from road pole clusters. Therefore, the whole cluster is sectioned evenly into six sections in the vertical
direction. The average roughness values of the upper three sections are calculated. The cluster is
classified as trees only when all three roughness values are over a threshold value rh0.

Figure 5 shows two typical types of street furniture in urban street scenes. The first column
of pictures shows the roughness value of each point based on Equation (6). It can be concluded
that points from the tree crowns and the junction part between the manmade part and the pole
part of the lamppost has high roughness values while the rest parts have relatively low roughness
values. The second column shows that the selected clusters are sectioned to two parts along the Z
axis. Only the upper parts of the clusters are reserved for further processing. Then we calculated the
average roughness values of all the points in each section and compared it to the threshold value rh0

(0.07 in our experiments). In Figure 5c, the average roughness values (rh) of all three sections are far
larger than rh0, thus the corresponding cluster was recognized as a tree. In Figure 5f, although the
average roughness value (rh) of the middle section is larger than rh0, the rest two sections have smaller
rh values than rh0. Therefore, based on our assumption, this cluster is recognized as a road pole.
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of the lamppost points. (e) Sectioning the lamppost to upper part and lower part. (f) Three sections from
the upper part of the lamppost and the average roughness value (rh) of each section.
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3.3.2. Detection of Poles in Clutters

Extracting Pole Part of a Pole in Clutters

For the third kind of cluster, one cluster may contain one or more tree or one or more pole.
A resegmentation processing step is introduced in this method to handle the undersegmentation
problem. To improve the accuracy, the voxels are first back-projected to points. The following
processing steps, including the recognition of the manmade structure and the refinement step, are both
performed on the point cloud instead of the voxel set. As is presented in the voxelization step,
a one-to-one correspondence is built between each point and each voxel; hence, we can obtain a point
cloud with corresponding labels through the voxel index stored at each point and each voxel.

For those clusters containing trees and poles, poles that are much higher than the trees can also
be detected based on the abovementioned roughness feature. However, for those poles that have a
similar height in the upper part, it is difficult to determine which is a tree or a pole because the upper
part of the pole is also surrounded by a tree crown with high roughness values. Thus, we need a more
delicate algorithm to detect the manmade pole structure in such situations. By analysing different
situations in real scenes and the pattern of people’s recognition of poles in such scenes, we designed a
method to detect manmade structures in cluttered scenes.

The first step is to extract the pole part of the pole. There are several features of the poles that need
consideration to detect the pole part: (1) the diameter of a pole changes gradually at different heights,
(2) the pole part of a pole is nearly vertical to the horizontal ground and (3) the section diameter of a
pole is limited to a specific range.

Locating seed of a pole: To accurately extract the pole part of a pole, we need to precisely predict
the diameter of the pole. A larger prediction would add the attachment of a pole into the pole part,
while a smaller prediction of the diameter could lead to the incomplete extraction of the pole part.
The lower part of a pole cannot accurately indicate the diameter of the pole part because there are
other objects, such as bikes or bushes, connected to them and the top part of the pole cannot indicate
the diameter because the top part of the pole often contains an attachment. Therefore, we utilize
the result of the localization algorithm. The isolation analysis results are chosen to select the seed.
First, the layers that satisfy the conditions of the isolation analysis are extracted. Then, the minimum
bounding circle of each layer is calculated. Finally, the layer with the minimum bounding circle (MBC
(centre: C, radius: r)) is chosen as the seed layer and the geometric centre of this layer is chosen as the
seed point for the growing pole part of a pole.

Vertical grow from the seed of a pole: After locating the seed of a pole, the pole part of a pole
can be extracted by growing bidirectionally from the seed point (Algorithm 2). As the seed is located
at the middle layer of the pole, the vertical growth should grow both upward and downward. As the
upward growth and downward growth are similar, only the upward growth is stated in the following
algorithm. In real scenarios, when poles are intersected in trees, many points of the poles at these
intersections are occluded. The growth process ends early if a small searching radius is configured
while too large searching radius may lead to high computation cost. Thus, in the grow process,
to guarantee the continuity of the vertical direction, a larger radius (3 times the radius of the MBC)
is chosen to find the up-neighbouring points of the current seed. In addition, considering that the
circular shape of the pole part may increase gradually, a larger radius of 1.2r is configured to select the
upper pole part points by experimenting several times. The pole part detection results of two cluttered
scenes are depicted in Figure 6b,f. The detailed algorithm is presented as Algorithm 2:
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Figure 6. Road pole detection in two typical cluttered scenes: (a) The cluster of a cluttered scene
with point coloured by height. (b) Detected pole part by vertical growing algorithm from (a). (c) One
detected manmade structure by region growing based on roughness from (a). (d) United detection
result of pole part and manmade structure from (a). (e) Another cluster of a cluttered scene with point
coloured by height. (f) Detected pole parts by vertical growing algorithm from (e). (g) Two detected
manmade structures by region growing based on roughness from (e). (h) United detection result of the
pole part and manmade structure from (e).

Algorithm 2 Vertical growing algorithm

Input:
s0: one original seed on pole part of a pole
S: point cloud cluster s locates on
Parameters:
r: radius of current MBC
s: current seed
Start:
Initialize s = s0

repeat
(1) Find neighbouring points of s from S within radius 3r: N
(2) Select points U from N: higher than the seed s & horizontal distance to s is less than 1.2r
(3) Project U to the horizontal plane Uh
(4) Calculate the MBR of Uh
(5) Calculate the radius of MBC r, set the centre of the MBC as s
until no points exist in the upper area U
Output:
P: pole part points

Segmenting Poles in Clusters

This step aims to obtain the manmade attachment of street poles. Other than bare poles, it is
observed that a pole contains at least one manmade attachment. By allocating these attachments to
corresponding pole trunks, we can differentiate poles from trees in cluttered scenes. The pole trunk
is also one kind of manmade structure; thus, in this step, pole trunks are first detected and removed
before extracting the manmade structure. We found that manmade structures can be distinguished
from crowns of trees. As presented before, they can be categorized by calculating the roughness values
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of each point. Therefore, in this step, we first classify all points in one cluster into two categories
with one threshold value (0.07 in our experiments). Those points that have higher values than the
threshold value are classified as tree crown points and the rest are initially classified as points from a
manmade structure.

The initial classification only makes a rough classification of all the points in the cluster; we also
need to concatenate these points to make a solid structure. We adopted and adapted the popular region
growing algorithm method to achieve this purpose (Algorithm 3). With the proposed region grow
method based on roughness, we can detect manmade structure in clutter scenes. Two examples of
manmade structure detection results can be found in Figure 6c,g. In Figure 6c one manmade structure
was detected while in Figure 6g two manmade structures were found.

Algorithm 3 Region growing based on roughness

Input:
P: point cloud cluster
Parameters:
rhth: roughness threshold
δth: roughness difference threshold
rh: roughness values
pmin: point with minimum roughness value in S
Start:
Initialize with
R = ∅
P = {pmin}
A = P
Repeat

(1) Current region Rc=∅, current seeds Sc=∅
(2) Select point pmin with minimum roughness value from A
(3) Rc={pmin}, Sc ={pmin}
(4) Delete pmin from A
(5) Repeat
(6) Select one point si in Sc

(7) Find neighbours of si: Ni
(8) Repeat
(9) Select one point in Ni: Pj:
(10) If A contains Nj and |rhi − rhj| < δth
(11) Add Pj to Rc

(12) Delete Pj in A
(13) If rhj < rhth:
(14) Add Pj to Sc

(15) Until all points in Ni are traversed
(16) Until all points in Sc are traversed
(17) Add current region Rc to R

Until no points exist C
Output:
R: manmade structure cluster

After the manmade structure has been identified, these clusters should be allocated to
corresponding poles. The minimum distance between the manmade structure and the pole trunks
detected in the previous step is calculated and the manmade structure is allocated to the pole that is
closest. The merging processing step traverses all the clusters generated in the previous pole detection
step and generates new segments that correspond to the poles by applying region growing algorithm.
In this step, a new allocating algorithm is incorporated to merge the neighbouring pole trunks and
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manmade clusters. The merging criteria are the connectivity of two clusters at their common borders.
The connectivity of two clusters CLi and CLj is measured by the distance between them, which is the
distance of closest points in two clusters defined by the following formula:

DCij = min
(

d
(

pi
m, pj

n

))
(9)

where pi
m and pj

n represent the points in cluster CLi and CLj correspondingly and d
(

pi
m, pj

n

)
means

the Euclidean distance between the two points. CLi and CLj are recognized as neighbouring clusters
only when DCij is smaller than the threshold value of 0.5 m.

4. Experiments

4.1. Test Sites

We used two MLS point clouds to evaluate the performance of the method to extract road poles.
The survey area is located in the suburb region in Guanggu, a business district of Wuhan, which is a
big city in central China. The point clouds used in the experiment were captured by a Lynx Mobile
Mapping System, which consists of two laser scanners, one GPS receiver and an inertial measurement
unit. Test site S1 has a 1400 m long street with 23.6 billion points. The average width of the dataset is
60 m and the average point density is about 445 points per square meter. Test site S2 is a street scene
which is 1200 m long and the average width of the test site is about 50 m. It contains 20.7 million points
in all and the average point density is about 345 points per square meter. The width of streets from the
two test sites is 26 m to 30 m which are both composed of several two-way lanes. The datasets were
collected only in one way which led to the uneven scenarios on different sites of the streets.

The overall view of the tested area is listed in Figure 7, where the points are coloured by height.
Detailed information about the two test sites can be found in Table 1.

Remote Sens. 2018, 10, x FOR PEER REVIEW  14 of 23 

 

We used two MLS point clouds to evaluate the performance of the method to extract road poles. 
The survey area is located in the suburb region in Guanggu, a business district of Wuhan, which is a 
big city in central China. The point clouds used in the experiment were captured by a Lynx Mobile 
Mapping System, which consists of two laser scanners, one GPS receiver and an inertial measurement 
unit. Test site S1 has a 1400 m long street with 23.6 billion points. The average width of the dataset is 
60 m and the average point density is about 445 points per square meter. Test site S2 is a street scene 
which is 1200 m long and the average width of the test site is about 50 m. It contains 20.7 million 
points in all and the average point density is about 345 points per square meter. The width of streets 
from the two test sites is 26 m to 30 m which are both composed of several two-way lanes. The 
datasets were collected only in one way which led to the uneven scenarios on different sites of the 
streets. 

The overall view of the tested area is listed in Figure 7, where the points are coloured by height. 
Detailed information about the two test sites can be found in Table 1. 

 
(a) Test Site S1 

 
(b) Test Site S2 

Figure 7. Overall view of the two test sites. 

Table 1. Description of the test sites. 

Test Sites Length (m) Width (m) Points (million) Average Density (points/m2) 
S1 1400 60 23.6 445 
S2 1200 50 20.7 345 

4.2. Parameter Settings 

Table 2 depicted the parameter configuration of the proposed algorithm for the two test sites. 
vs. is the voxel size for the voxelization processing step which should be configured based on the 
average space between points [23]. For the scenes with large density variations, the voxel size should 
be configured based on the target road poles with low densities. The voxel size is configured as 0.3 
m as the distance between points on the pole trunk of some road poles behind the first row of trees 
is nearly 0.3 m. As there may exist noisy points in the data, some points in the ring of the accumulative 
cylinders are also tolerable but the conditions should be strictly configured to select the correct target. 
The number of points in the ring area between two accumulative cylinders is configured as 4. The 
following five parameters in all depict the target objects that we are interested in. The target road 
pole radius should be less than 0.45 m; the target road pole should have a pole part with a height of 
at least 1.2 m and less than 4 points at its surrounding areas. Other researchers are recommended to 
first define their poles of interest and configure these corresponding parameters to obtain their 
targets. The threshold value 𝑟ℎ  is found by analyzing hundreds of tree and pole clusters from real 
scenes. Detailed discussion about the threshold value selection can be found in our previous work 
[45]. Different parameter settings will affect the results in different ways. For example, the inner 
radius, outer radius and the cylinder height will affect the detection of road poles of different types. 
If we configure a bigger inner radius, the isolation analysis algorithm will detect poles with bigger 
radius. However, the space between poles are more restricted. In Figure 8, we present an example 

Figure 7. Overall view of the two test sites.

Table 1. Description of the test sites.

Test Sites Length (m) Width (m) Points (million) Average Density (points/m2)

S1 1400 60 23.6 445

S2 1200 50 20.7 345

4.2. Parameter Settings

Table 2 depicted the parameter configuration of the proposed algorithm for the two test sites. vs.
is the voxel size for the voxelization processing step which should be configured based on the average
space between points [23]. For the scenes with large density variations, the voxel size should be configured
based on the target road poles with low densities. The voxel size is configured as 0.3 m as the distance
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between points on the pole trunk of some road poles behind the first row of trees is nearly 0.3 m. As there
may exist noisy points in the data, some points in the ring of the accumulative cylinders are also tolerable
but the conditions should be strictly configured to select the correct target. The number of points in the
ring area between two accumulative cylinders is configured as 4. The following five parameters in all
depict the target objects that we are interested in. The target road pole radius should be less than 0.45 m;
the target road pole should have a pole part with a height of at least 1.2 m and less than 4 points at its
surrounding areas. Other researchers are recommended to first define their poles of interest and configure
these corresponding parameters to obtain their targets. The threshold value rh0 is found by analyzing
hundreds of tree and pole clusters from real scenes. Detailed discussion about the threshold value selection
can be found in our previous work [45]. Different parameter settings will affect the results in different
ways. For example, the inner radius, outer radius and the cylinder height will affect the detection of road
poles of different types. If we configure a bigger inner radius, the isolation analysis algorithm will detect
poles with bigger radius. However, the space between poles are more restricted. In Figure 8, we present
an example which depict the influence of different inner radius configurations on pole position detection
results. When Ir is configured as 0.6m, the algorithm could detect poles with radius up to 0.6 m. But it
could not detect poles that are within the distance of 0.6 m.

Table 2. Parameter settings applied to our two test sites.

Name Values Description

VS 0.3 m Voxel size

Ir 1.5 (0.45 m) Inner radius

Or 3 (0.9 m) Outer radius

NP 4 Number of points allowed in the ring of the concentric cylinder

NV 1 Number of voxels allowed in the ring of the concentric cylinder

L 4 (1.2 m) The height of the cylinder

rh0 0.07 The threshold value of roughness that separate tree crowns from poles

Remote Sens. 2018, 10, x FOR PEER REVIEW  15 of 23 

 

which depict the influence of different inner radius configurations on pole position detection results. 
When Ir is configured as 0.6m, the algorithm could detect poles with radius up to 0.6m. But it could 
not detect poles that are within the distance of 0.6m.  

Table 2. Parameter settings applied to our two test sites. 

Name Values Description 
VS 0.3 m Voxel size 
Ir 1.5 (0.45 m) Inner radius 
Or 3 (0.9 m) Outer radius 
NP 4 Number of points allowed in the ring of the concentric cylinder 
NV 1 Number of voxels allowed in the ring of the concentric cylinder 
L 4 (1.2 m) The height of the cylinder 𝒓𝒉𝟎 0.07 

The threshold value of roughness that separate tree crowns from 
poles 

   
(a) (b) (c) 

Figure 8. Parameter setting example. (a) Original cluster with two street object whose horizontal 
distance between them is 0.55 m. (b) Pole candidate position detection result with two positions 
detected when Ir is configured as 0.45 m. (c) Pole candidate position detect result with no position 
detected when Ir is configured as 0.6m. 

4.3. Results 

4.3.1. Pre-Processing Results 

The original point cloud dataset should be sectioned and voxelized first. The section length will 
affect the computational cost of the proposed method in a specific section. To section the experimental 
data into a number of blocks, we chose d = 100 m in dataset S1. In the other dataset, we chose d = 120 
m because the dataset is flatter. Detailed discussion of section length configuration can be found in 
our previous work [46]. The following operations are all implemented on each block. Voxel size is a 
critical parameter in the following voxelization and localization step, which is mainly determined by 
point density. The density of the mobile laser scanning data in each test site varies greatly both 
between the test sites and within each test site. The average point span for distant objects in the test 
sites is approximately 0.15 m to guarantee that distant objects have vertically continuous voxels and 
the voxel size was configured as two times the average point span, namely, 0.3 m. The number of 
voxels after voxelization of S1 and S2 are 1,054,602 and 1,214,369, respectively, with a compression 

Figure 8. Parameter setting example. (a) Original cluster with two street object whose horizontal distance
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Ir is configured as 0.45 m. (c) Pole candidate position detect result with no position detected when Ir is
configured as 0.6m.
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4.3. Results

4.3.1. Pre-Processing Results

The original point cloud dataset should be sectioned and voxelized first. The section length will
affect the computational cost of the proposed method in a specific section. To section the experimental
data into a number of blocks, we chose d = 100 m in dataset S1. In the other dataset, we chose
d = 120 m because the dataset is flatter. Detailed discussion of section length configuration can
be found in our previous work [46]. The following operations are all implemented on each block.
Voxel size is a critical parameter in the following voxelization and localization step, which is mainly
determined by point density. The density of the mobile laser scanning data in each test site varies
greatly both between the test sites and within each test site. The average point span for distant
objects in the test sites is approximately 0.15 m to guarantee that distant objects have vertically
continuous voxels and the voxel size was configured as two times the average point span, namely,
0.3 m. The number of voxels after voxelization of S1 and S2 are 1,054,602 and 1,214,369, respectively,
with a compression rate (1 − number of voxels containing data/number of original points) of 95.6%
and 94.2%. After voxelization, the ground can be detected. The results for two selected blocks in each
test site after back-projection from voxel to points are presented in Figure 9, where the green coloured
points are detected ground points with the proposed method.
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4.3.2. Results of Poles and Trees Localization

After filtering out the ground voxels, the localization step is then performed on the remaining
voxel set, which produces trees and road pole centres. The key parameter configurations for selecting
road poles and tree locations can be found in is configured as 0.6 m.

Two selected examples for locating trees and road poles are depicted in Figure 10, where the
enlarged black points depicts the positions of the targets. It can be concluded from the figure that
almost all target trees and road poles are accurately located.
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4.3.3. Pole Detection Results

Two measures, completeness CP and correctness CR, are defined as follows:

CP = TP/AP (10)

CR = TP/VP (11)

where TP, AP and VP are the number of road poles belonging to (1) the correctly detected road poles
using the proposed method, (2) the road poles collected by artificial visual interpretation and (3) the
detected road poles using the proposed method, respectively. Table 3 depicts the results of two different
test sites for different kinds of road poles, including lampposts, traffic signs, traffic lights and other
poles, including utility poles and surveillance cameras. For the single class columns, the first number
means the detected poles using the proposed method and the second number means the pole detected by
visual inspection. The completeness and correctness of the whole class of road poles are computed using
Equations (9) and (10). The last row in the table depict the average completeness (95.5%) and correctness
(83.6%) of the two test sites, which is also calculated based on Equations (9) and (10). Two selected examples
of the same area in Figure 10 are listed in Figure 11, in which the white coloured clusters are the extracted
targets. The whole result for the two test sites is listed in Figure 12.
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Table 3. Detection results in the test sites.

Test Sites Lamp Posts Traffic Signs Traffic Lights Other Poles Completeness Correctness

S1 45/47 15/15 12/13 12/13 82/86 (95.3%) 82/91 (90.1%)

S2 36/37 6/6 1/1 2/3 45/47 (95.7%) 45/61 (73.8%)

Average 95.5% 83.6%

4.4. Performance Analysis of the Algorithm

It can be concluded that the proposed method achieved high completeness values in both test
areas but with low correctness values in test site S2. After deep inspection into the test sites, we found
that the tree poles became bare poles because the leaves of the tree are occluded by the front trees,
while the poles are reachable by the laser beams. The second line of Table 3 shows the quantitative
results of test site S1. The actual number of lampposts, traffic signs, traffic lights and other poles were
manually counted by visual inspection. In S1, 82 out of 86 poles were detected and 9 non-target objects
were recognized as poles. In S2, 45 out of 47 poles were detected correctly and 16 non-pole furniture
were incorrectly recognized as poles. All traffic signs were detected while other kinds of poles had
some detection errors. Three lampposts were not detected because they were occluded and the vertical
continuity was damaged by trees (Figure 13a). One traffic light and two other poles were not detected
because they stand too far away from the laser scanners and the overall density is too small to be
detected (Figure 13b). Most incorrectly detected non-targets with the proposed method came from
those trees that stand behind the front row of trees, leaves were not scanned by the laser beams because
of the occlusion while the poles were scanned (Figure 13c). These trees are presented in the dataset
as bare poles or poles with branches and they almost fit our definition of poles. These errors can be
eliminated by locating rows of trees, which will be one of our next research topics. The proposed
method outperforms other pole extraction methods because it is robust when trees and poles are
tangled together. Some examples of these situations are listed in the following figure. Figure 13d,e,f
are the scenes in the original dataset and Figure 13g,h,i are the corresponding pole detection results
with the proposed method. It can be seen that our method is able to detect and extract poles in these
cluttered scenes where trees and poles are tangled or twisted with each other.
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scene; (g) Detection result of (d); (h) Detection result of (e); (i) Detection result of (f).

4.5. Comparison with Previous Methods

The comparison of different methods for detecting road poles is difficult to implement for several
reasons: First of all, the target of each method may vary a lot as each method concentrate on specific
class of road poles for their applications. For example, some researchers regard trees also as road
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poles [3,25] while others exclude trees in their detection of road poles [23,31]; Besides, no public dataset
are found to utilize in related work to detect road poles; Thirdly, the proposed method concentrate on
the cluttered scenes in urban scenes, which are not common scenes in other datasets but are common
in our datasets. Therefore, theses cluttered scenes is not intensively studied in other researches and
also make it difficult to compare the proposed method to state of art methods.

The recognition rate of the method by Golovinskiy et al. using segmentation based classification are
79% for short posts, 70% for lamp posts while only 58% for traffic signs and 52% for traffic lights [25].
Pu et al. experimented on the detection of road poles and achieved 86.9% detection rate for road poles.
However this method were not applicable for connected road poles as they utilize connected component
analysis algorithm to segment road poles. The algorithm from Cabo et al. also utilized the voxel based
algorithm, the completeness and correctness values are 92.3% and 83.8 respectively [23]. The completeness
and correctness values of the pole-like road furniture detection were higher than 90% in both the Enschede
dataset and the Paris dataset in the method from Li et al. A recent research from Fan et al. on localization
and detection of lamp posts achieve high detection rate with average value over 96% [31].

Although the direct comparison of different methods with different datasets is complicated,
the detection rate of the proposed methods outperforms most the state of art methods (Table 3). The method
from Wu et al reported higher detection rate of lamp posts than the proposed methods [31]. However, they
did not concentrate on the detection of road poles in uneven mobile laser scanning data. Besides, they did
some analysis on cluttered situations and showed the robustness of their method in situations where lamp
post erect through trees (Figure 13d). However, for other more complex situations similar to Figure 13d,e,
their method reported difficult to segment these poles out from these cluttered scenes.

Besides, the proposed method is more robust to point cloud dataset with density variations as we
detect object locations in a three-dimensional way. The voxel size is configured as 0.3 m in our method to
detect poles with point distances up to 0.3 m while the high density areas have points with distances less
than 2 centimetres. Cabo et al.’s method perform isolation analysis in a two dimensional way which may
not be robust when poles are far away from the laser scanners and have low point densities [23].

5. Conclusions

This paper proposes a three-phase approach to locate and extract road poles from MLS data.
The original point cloud dataset is first sectioned and voxelized to compress and reorganize the original
data and the ground voxels are detected based on the general assumptions of the flatness of the ground
area. In the second stage, the locations of the poles and trees are located. The object centres are found as
object locations based on the vertical continuity of the highest part of the objects. In the final stage, we focus
on the poles in the cluttered segments. Poles in clutters are extracted by recognizing manmade structures.

There are plenty of streets in China with these tree-pole cluttered scenarios. Two datasets with such
cluttered scenes were utilized in the experiments to test the validity of the proposed method. The proposed
method proves to be robust in detecting kinds of road poles in most these scenarios and achieved over
95% accuracy for both datasets. The clustering method with the proposed definition of roughness makes it
possible to segment out pole attachments in mobile laser scanning data when the attachments are even
covered in tree leaves. Moreover, the proposed method only requires the coordinates of the point clouds to
attain the anticipated results, which makes it applicable for more datasets. However, as stated in Section 4.4,
many trees that were occluded by front trees were wrongly detected as poles, which led to less than 75%
correctness value in the second dataset. This requires further study in our future research.
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