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Abstract: Post-disaster damage mapping is an essential task following tragic events such as
hurricanes, earthquakes, and tsunamis. It is also a time-consuming and risky task that still often
requires the sending of experts on the ground to meticulously map and assess the damages. Presently,
the increasing number of remote-sensing satellites taking pictures of Earth on a regular basis with
programs such as Sentinel, ASTER, or Landsat makes it easy to acquire almost in real time images
from areas struck by a disaster before and after it hits. While the manual study of such images
is also a tedious task, progress in artificial intelligence and in particular deep-learning techniques
makes it possible to analyze such images to quickly detect areas that have been flooded or destroyed.
From there, it is possible to evaluate both the extent and the severity of the damages. In this
paper, we present a state-of-the-art deep-learning approach for change detection applied to satellite
images taken before and after the Tohoku tsunami of 2011. We compare our approach with other
machine-learning methods and show that our approach is superior to existing techniques due to its
unsupervised nature, good performance, and relative speed of analysis.
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1. Introduction

Geohazards such as earthquakes, volcanoes, and tsunamis have always been present throughout
mankind’s history and are the sources of many tragedies going back as far as the 79AD eruption of
mount Vesuvius, to closer disasters with the 1883 eruption of mount Krakatoa, and modern disasters
such as the 2004 Bali tsunami and the 2011 Tohoku tsunami. While these natural phenomena cannot
be avoided, and losses are difficult to prevent in modern-day densely populated areas, one thing that
has not changed is the importance of rapid analysis of the post-disaster situation to reduce the human
life cost and assess the damages. All too often, this process of damage mapping still heavily relies
on ground observations and low-altitude pictures that are dangerous, time-consuming, and not very
effective, which results in increased casualties and money losses [1].

With the increasing availability of remote-sensing satellites taking pictures from anywhere on
Earth at any time, and the use of powerful artificial intelligence (AI) algorithms, it is this paper’s goal
to show how this process can be greatly automated and accelerated to acquire an overview of the
damages in a matter of minutes instead of days after a geohazard hits, thus making it possible to
deploy a quick response to the sites where it is most needed.
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In this paper, we propose a deep-learning method that we have developed to detect changes
between two remote-sensing images of the same areas. We apply our approach to the case study of
images taken before and after the 2011 Tohoku earthquake and tsunami. Our proposed method is
fully unsupervised and can detect the difference between trivial and non-trivial changes. On the one
hand, trivial changes such as changes in vegetation or crops due to seasonal patterns, or changes in
luminosity between the images are not interesting. On the other hand, changes such as flooded areas,
and damaged buildings or roads, are elements that one will want to detect during the mapping of
post-disaster damages. We are confident that the efficiency and unsupervised nature of our proposed
method could be a great addition to the tools used by experts to assess post-disaster damages, especially
if we consider that presently high-resolution images are even more ubiquitous than it was at the time
of our case study from 2011.

The two main contributions of this paper are:

• The proposition of a new and fully unsupervised deep-learning method for the detection of
non-trivial changes between 2 remote-sensing images of the same place.

• A demonstration of the proposed architecture for the concrete application of damage surveys after
a tsunami. This application contains a clustering step sorting the detected non-trivial changes
between flooded areas and damaged buildings.

The remainder of this paper is organized as follows: in Section 2 we remind some of the basics of AI
and machine learning applied to satellite images and we explain the difficulties of such tasks especially
when dealing with unsupervised learning. Section 3 will highlight some related works, both in terms
of AI applied to geohazards and in terms of other artificial intelligence methods commonly used to
detect changes that could also be applied to our study case of the Tohoku tsunami. Section 4 is a
technical section that presents the architecture and details of our proposed unsupervised deep-learning
method to detect changes and assess damages. Section 5 details the data that we used and presents
our experimental results compared with other methods from the state of the art. Finally, Section 6 ends
this paper with a conclusion and some future perspectives.

2. Applications of Artificial Intelligence to Satellite Images and Change Detection Problems

Within the field of AI, satellite images are considered to be difficult data. They are very large and
contain several objects present at different scales [2] which makes the analysis more complex than
regular images that contain a relatively low number of objects of interest.

Furthermore, this analysis can be made even more difficult because of various distortions, shift and
occlusion issues [3]. Some distortions are caused by the sensors themselves (calibration or the electronic
components), but they may also be due to atmospheric conditions. These distortions issues may in
turn cause alignments problems and difficulties to map the acquired image with GPS coordinates.
In addition, finally for optical images, sometimes atmospheric conditions are simply too bad for a
clean acquisition, with elements such as clouds making it impossible to take a proper picture of what
is on the ground (e.g., Figure 1).

The analysis of a satellite image can usually be decomposed into 2 or 3 steps as shown in Figure 2:
(1) The pre-processing step during which the image is prepared from raw sources (merging pictures,
orthorectification, etc.) to solve the fore-mentioned problems; (2) an optional segmentation step
that consists of grouping together adjacent pixels which are similar given a certain homogeneity
criterion. These groups, called segments, should ideally be a good estimation of the objects presents
in the image [4,5]; (3) Either the raw image or the segments created during step 2 can then be fed
to a supervised or unsupervised machine-learning algorithm in order to recognize and classify the
elements of the image.
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Figure 1. Two ASTER images taken on (a) July 2010 and (b) November 2010. Image (a) was taken
in sunny conditions that caused much higher pixel values for urban area pixels (zoomed) than for
image (b). For example, the value of the same pixel of this area is equal (83, 185, 126) for (a) and (37, 63,
81) for (b). Moreover, a great part of image (b) is covered by clouds and their shadow.

Figure 2. The 3 steps of satellite image processing.

One major issue with the analysis of satellite images is the lack of labeled data to train
machine-learning algorithms, which for most of them are supervised methods that require many
labeled examples to be effective. In particular, in the case of images from disasters, we have very little
data that have been annotated by experts. With tsunamis, the only data we have are from the 2004
Bali tsunami and the 2011 Tohoku-Oki tsunami. Back in 2004 the resolution of satellite images was
very low and the time lapse between two pictures much longer, and therefore these images cannot
be reused. In addition to that, even if we had more labeled images, the variety of landscapes makes
it difficult to reuse images from one disaster to another. This scarcity of labeled data is problematic
in the way that many of the best machine-learning algorithms are supervised learning methods that
need a lot of these labeled data to work properly. For instance, modern deep-learning architectures
that are known to outperform all other machine-learning methods are supervised methods that need
a very large number of the labeled data to achieve good results. It is, therefore, obvious that these
architectures will not be useful when applied to satellite images of geohazards or other situations for
which only few labeled data exist.
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For these reasons, as many scientists working in the field of remote sensing have done [6–8], in this
paper we will focus mostly on unsupervised learning algorithms, and more specifically unsupervised
neural networks. While they still need a lot of data to be trained, they do not require these data to be
labeled. These unsupervised learning methods are exploratory algorithms that try to find interesting
patterns inside the data fed to them by the user. The main obvious advantage is that they avoid the
cost and time to label data. However, it comes with the costs that unsupervised methods are known
to give results that are usually less good than supervised ones. Indeed, the patterns and elements
deemed interesting by these algorithms and found during the data exploration task are -due to the
lack of supervision- not always the ones that their users expected.

In the case of this paper, the application of unsupervised AI techniques to the survey and
mapping of damages caused tsunamis presents the extra difficulty that it would not be applied to
one remote-sensing image, but rather 2 images (before and after the disaster) to assess the difference
between them and deduce the extent of the damages. While clustering techniques as simple as
the K-Means algorithm are relatively successful with remote-sensing images [2,7,8], analyzing the
differences between two remote-sensing images before and after a geohazard with unsupervised
techniques presents some extra difficulties [9]:

• To assess the difference, the two images pixels grids must be aligned, and the images must be
perfectly orthorectified (superposition of the image and the ground). This is difficult to achieve
both due to distortion issues mentioned earlier, but also because in the case of tsunamis and other
geohazards, the ground or the shoreline might have changed after the disaster.

• The luminosity may be very different between the two images and thus the different bands may
produce different responses leading to false positive changes.

• Depending on the time lapse between the image before and after the disaster, there may be
seasonal phenomena such as changes in the vegetation or the crops that may also be mistaken for
changes or damages by an unsupervised algorithm.

Within this context, one can easily see that the detection of non-trivial changes due to the tsunami
itself using unsupervised learning techniques is a difficult task that requires state-of-the-art techniques
in order to reach an efficiency superior to that of people sent on the ground and to map the damages
within a reasonable time and with a high enough accuracy.

3. Related Works on Damage Mapping and Change Detection

Damage mapping using remote-sensing images using machine-learning algorithm is a relatively
common task. It can be achieved either by directly studying post-disaster images, or by coupling
change detection algorithms with images from before and after the disaster. The former only tells
what is on the image while the latter tells both what changes between the two images and what
categories of changes are present. The latter also reduces the amount of work since it narrows the
areas to be analyzed to changed areas only. There is therefore a strong link between damage mapping
for geohazards and change detection. Depending on the target application and constraints both
mapping, change detection tasks, and clustering/classification tasks, may be achieved with supervised
or unsupervised machine-learning algorithms. In this section, we present some related works both
supervised and unsupervised, some of which were intended for geohazard damage analysis.

3.1. Supervised Methods for Change Detection and Damage Mapping

Supervised learning methods differ from unsupervised ones due to the need for annotated
(manually labeled) data to train them. While they usually give better results and are more common in
the literature, this need for labeled data can be a problem with automated applications for which no
such data or too little data is available.

In [10], the authors propose a supervised change detection architecture based on based on
U-Nets [11]. Similarly, in [12], the authors propose another and better supervised architectures based
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on convolutional neural networks (CNN) and that shows very good performance to separate trivial
changes from non-trivial ones. This issue of detecting non-trivial changes is also a problem that we
tackle in our proposed method, but in addition to these two algorithms from the state of the art,
we do it using unsupervised learning thus alleviating the cost of manually labeling data. In addition,
furthermore, we provide a clustering of the detected changes.

In [13], the authors proposed a weighted overlay method to detect liquefaction related damages
based on the combination of data from several radar images using supervised learning methods.
The supervised aspect of this work makes it quite different in spirit to what we propose in this paper
due to the need for labeled data. Furthermore, as the title of the paper states this method is limited to
the detection of liquefaction damages.

Closer to the application we tackle in this paper, in [14] the authors are proposing a survey of
existing supervised neural networks to the same case study of the Tohoku 2011 tsunami. While this
paper is close to our work both due to its application and the tools used, there are some major
differences: First they propose a survey paper that use already existing neural networks (U-Nets [11]
with MS Computational Network Toolkit [15]) for image segmentation, while we propose a new
architecture for change detection and damage mapping. Second, they use supervised techniques and
explained very well in their paper that they achieve only mild performances due to the lack of training
data. Finally, they use slightly higher resolution images of a different area. However, they propose a
better classification of damaged buildings with 3 classes (washed away, collapsed, intact) while we
propose only the cluster associated with damaged constructions.

3.2. Unsupervised Methods for Change Detection and Damage Mapping

In this section, we will mention some of the main unsupervised methods from the state of the
art and we will highlight their strength and weaknesses compared with our proposed approach.
Most neural-based methods used for image analysis and change detection rely on autoencoders,
an unsupervised type of neural network in which the input and the output are the same. In fact,
the autoencoder will learn to reconstruct an output as close as possible to the original input after the
information has crossed through one or several layers that extracts meaningful information from the
data and/or compresses it, see Figure 3. Besides this difference that they learn to reconstruct their
output instead of target labeled, autoencoders and stacked autoencoders [16] are not different from
other neural networks and can be used in combination with the same convolutional layers [17] and
pooling layers [18] as other neural networks. They can also be used with Fully convolutional networks
(FCN) that are less costly than CNN in term of memory and are also widely used [19,20].

In [21], a regularized iteratively reweighted multivariate alteration detection (MAD) method for
the detection of non-trivial changes was proposed. This method was based on linear transformations
between different bands of hyperspectral satellite images and canonical correlation analysis.
However, the spectral transformation between multi-temporal bands was too complex. For these
reasons, deep-learning algorithms which are known to be able to model non-linear transformations,
have proved their efficiency to solve this problem and have been proposed as an improvement of this
architecture in [22]. In this work, the authors use an RBM-based (Restricted-Boltzmann Machines)
model to learn the transformation model for a couple of VHR co-registered images. RBM is a type
of stochastic artificial network that learns the distribution of the binary input data. It is considered
to be simpler than convolutional and autoencoder-based neural networks, and works very well with
Rectified Linear Units activation functions [23].
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Figure 3. Basic architecture of a single layer autoencoder made of an encoder going from the input
layer to the bottleneck and the decoder from the bottleneck to the output layers.

More recently, deep learning and neural-based methods have been proposed because they are
more robust to images that are not perfectly aligned and rely on patch-wise analysis instead of
pixel-based analysis. In [24], a deep architecture based on CNN and autoencoders (AE) is proposed
for change detection in image time series. It relies on the encoding of two subsequent images and
the subtraction of the encoded images to detect the changes. However, this approach proved to be
very sensitive to changes in luminosity and seasonal changes, thus making it poorly adapted for our
case study.

Alternatively, in [25], the authors propose a non-neural network-based, but still unsupervised,
approach which relies on following segmented objects through time. This approach is very interesting
but remains difficult to apply for cases where the changes are too big from one image to another,
which is our case with radical changes caused by natural disasters such as tsunamis.

In addition to neural network-based methods, the fusion of results from several algorithms is a
commonly used technique that relies on several unsupervised algorithms to increase the reliability of
the analysis [26]. At the same time, automatic methods for selection of changed and unchanged pixels
have also been used to obtain training samples for a multiple classifier system [27].

In [28], the authors propose another unsupervised method based on feature selection and the
orientation of buildings to decide which ones are damaged or not after a disaster. Then, they compare
their unsupervised method with a supervised learning method (Support Vector Machines). This study
is interesting because it is limited only to buildings and it exploits geometric features with only very
basic AI. Furthermore, it uses radar images and not optical ones, making it different from our study.

Our approach is described in the Section 4 and combines the advantages of the autoencoders
proposed in [24] with the ability of the improved architecture from [22]. In short, we propose a
change detection method which is both resistant to the noise caused by trivial changes and shift issues,
gives good results by taking advantages of the strength of modern deep-learning architectures based
on CNN, and provides a clustering of the detected changes.

4. Presentation of the Proposed Architecture

In this paper, we present an unsupervised approach for the estimation of damages after disasters
using two images -Imb and Ima- from before and after the catastrophe respectively (a is for after, b is for
before and images denoted with a tilde such as Im′a are for images reconstructed by an autoencoder).

The main difficulty when trying to identify changes or survey damages using unsupervised
algorithms is that most methods in the literature tend to find trivial clusters caused by changes in
luminosity, weather effects, changes in crops or vegetations and clusters of areas where there is no
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apparent changes [24,29]. Indeed, when applying clustering algorithms -deep or not- to subtractions
or concatenations of two images (before and after), interesting changes such as flooding, building
constructions, or destruction are a minority among all other clusters and are rarely detected. To solve
this issue, in this paper we propose a two-stage architecture:

• First, we apply a joint autoencoder to detect where the non-trivial changes are. The main idea is
that trivial changes from Imb to Ima and vice versa will be easily encoded, while the non-trivial
ones will not be properly learned and will generate a high reconstruction error, thus making
it possible to detect them. This idea and the architecture for this autoencoder are the main
contribution of this paper.

• Second, we use the previously detected non-trivial changes as a mask and we apply a clustering
algorithm only to these areas, thus avoiding potentially noisy clusters from areas without
meaningful changes.

4.1. Joint Autoencoder Architecture for the Detection of Non-Trivial Changes

Let us begin by describing the joint autoencoder that we use to detect non-trivial changes:
As stated earlier, this algorithm is based on the creation of a model that transforms Imb into Ima and
vice versa. As it is based on unsupervised autoencoders, the model will easily learn the transformation
of unchanged areas from one image to the other: seasonal changes that follow common tendency,
changes in image luminosity as well as minor shift within the limit of 1–2 pixels between two images.
At the same time, because the changes caused by the disaster are unique, they will be considered
to be outliers by the model, and thus will have a high reconstruction error (RE). After applying a
thresholding algorithm on the reconstruction values, we produce a binary change map (CM) that
contains only non-trivial changes.

The algorithm steps are the following:

• The pre-processing step consists of a relative radiometrical normalization [30] if a couple of
images is aligned and has enough invariant targets such as city areas that were not displaced or
destructed by the disaster. It reduces the number of potential false positives and missed change
alarms related to the changing in luminosity of objects.

• The first step towards the detection of changes caused by disasters such as tsunamis consists of
the pre-training of the transformation model (see Figure 4 and the next paragraph for the details).

• During the second step, we fine-tune the model and then calculate the RE of Im′a from Imb and
Im′b from Ima respectively for every patch of the images. In other words, the RE of every patch is
associated with the position of its central pixel on the image.

• In the third step, we identify areas of high RE using Otsu’s thresholding method [31] to create a
binary change map CMb,a with non-trivial change areas.

• We perform a clustering of obtained change areas to associate the detected changes to different
types of damage (flooded areas, damaged buildings, destroyed elements, etc.).

• Finally, the found clusters are manually mapped to classes of interest. This process is relatively
easy due to the small number of clusters and their nature which is easy to spot.

In our method, we use deep AEs to reconstruct Ima from Imb. During the model pre-training,
the feature learning is performed patch-wise for a sample extracted from the images. In our method,
we sample half of the patches from every image to prevent the model from overfitting (1.300.000× 3
patches minus the cloud mask). The patches for the border pixels are generated by mirroring the
existing ones in the neighborhood. To learn the transformation model, we use fully convolutional AE.
During the encoding pass of AE, the model extracts feature maps of i, j, m-patch of chosen samples
with convolutional layers (Figure 5), and then during the decoding pass, it reconstructs them back to
the initial i, j, m-patch (i ∈ [1, H], j ∈ [1, W], m ∈ [Ima, Imb], where H is the images height, W is the
images width).
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Figure 4. Algorithm flowchart.

Figure 5. Fully convolutional AE model.

The fine-tuning part consists of learning two joint reconstruction models AE1 and AE2 (see
Figure 4) for every i, j-couple of patches when trying to rebuild Imb from Ima and Ima from Imb.
The patches are extracted, for every pixel of the images (H ×W × 2 patches in total) as the local
neighborhood wherein the processed pixel is the central one (i.e., the image i, j-pixel corresponds to
i, j-patch central pixel).

The joint fully convolutional AEs model is presented in Figure 4. AE1 and AE2 have the same
configuration of layers as the pre-trained model, and are initialized with the weights it learned. In the
joint model, AE1 aims to reconstruct patches of Im′a from patches of Imb and AE2 reconstructs Im′b
from Ima. The whole model is trained to minimize the difference between:

1. the decoded output of AE1 and Imn+1,
2. the decoded output of AE2 and Imn,
3. the encoded outputs of AE1 and AE2.

This joint configuration where the learning is done in both temporal direction, using joint
backpropagation, has empirically proven to be a lot more robust than using a regular
one-way autoencoder.

To optimize the parameters of the model, we use the mean squared error (MSE) of
patch reconstruction:

`(x, y) = mean({l1, . . . , lN}>), ln = (xn − yn)
2 , (1)

where x is the output patch of the model and y is the target patch.
Once the model is trained and stabilized, we perform the image reconstruction of Im′b and

Im′a for every patch. For every patch, we calculate its RE using Equation (1). This gives us two
images representing REs for Im′b and Im′a. Finally, we apply Otsu’s thresholding [31] that requires no
parameters to the average RE of these images to produce a binary CM. However, before applying the
Otsu’s thresholding we remove the 0.5% of highest values considering that they are extreme outliers
more likely due to image anomalies and not changes.
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4.2. Clustering of Non-Trivial Changes Areas

Once the non-trivial CM is obtained, it is used as a mask, and any clustering algorithm may be
used to detect different clusters of changes on concatenated images Imb and Ima.

In this paper, we will compare the deep embedding clustering algorithm (DEC) [29] with more
conventional clustering methods such as the K-Means algorithm [32]. These clustering algorithms are
more effective when performed on concatenated versions of images Im′b and Im′a.

The main steps of the DEC algorithm are the following:

1. Pre-train an AE model to extract meaningful features from the patches of concatenated images in
an embedding space.

2. Initialize the centers of clusters by applying classical K-Means algorithm on extracted features.
3. Continue training the AE model by optimizing the AE model and the position of the centers of

clusters, so the last ones are better separated. Perform label update every q iterations.
4. Stop when the convergence threshold t between labels update is reached (usually t = 0.5%).

One of advantages of this algorithms is that if the wrong number of clusters was initialized, some
clusters can be merged during the model optimization.

5. Experimental Results on the Tohoku Area Images

5.1. Presentation of the Data and Preliminary Analysis

The Tohoku tsunami was the result of a magnitude 9.1 undersea megathrust earthquake that
occurred on Friday March 11th of 2011 at 2:46 p.m. local time (JST). It triggered powerful tsunami
waves that may have reached heights of up to 40 m and laid waste to coastal towns of the Tohoku’s
Iwate Prefecture, traveling up to 5 km inland in the Sendai area [1].

To analyze the aftermath of this disaster using the previously presented deep-learning algorithm,
we use images from the ASTER program. We kept the Near-Infrared, Red and Green bands with a
resolution of 15 m.

The optical images we use are from 19 March 2011, 29 November 2010 and 7 July 2010 (Figure 6),
see Table 1 for their detailed characteristics. We use two images before disaster because the closest
image taken on November 2010 has high percent of cloud coverage above the potentially damaged
area, though it has a lower variance of seasonal changes compared with the image taken on July 2010.
For this reason, we use both “before” images for change detection and we combine the two results by
replacing the masked area of the November 2010 image results by the results obtained with the image
taken on July 2010.

Please note that back in 2011 satellite images were taken less frequently than today, hence the gaps
in time. It is also worth mentioning that open source radar images of the same area were available,
but were mostly off center and with a lower resolution. For these reasons, we chose to use the optical
ASTER images, rather than the radar ones, since it seems to us that they offered more possibilities.
Furthermore, we insist that once again, our proposed method is generic and can work with either
optical or radar images, or even a combination of both. If the same algorithm was to be applied to
geohazard images today, both optical and radar images would be easily available from the day before
and after the disaster, with far better resolutions.

Table 1. Images characteristics.

Date Clouds Program Resolution H × W , pixels

Imb1 24/07/2010 <1%, far from the coast
Imb2 29/11/2010 ≈15%, over the coast ASTER 15 m 2600× 1000
Ima 19/03/2011 none
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Figure 6. Images taken over the damaged area, (a) 7 July 2010, (b) 29 November 2010, (c) 19 March 2011.

The correction level of the images is 1C—reflectance of the top of atmosphere (TOA). It means
that reflectance values are not corrected for the atmospheric effects. As the images are not perfectly
aligned and most invariant targets are located close to the coast so could be destroyed, the relative
image normalization is not recommended.

For the ground truth, as in [14] we use a combination of field reports and manual annotations
made by our team on the post-disaster image of March 19th. Manual annotation of the data was
necessary because field reports cover only a very small portion of the full image. Furthermore, flooded
areas are very dependent on the date of observation and are almost fully extracted from manual
annotations in our ground truth.

5.2. Algorithms Parameters

The fully convolutional AE model for change detection is presented in Table 2, where B is the
number of spectral bands and p is the patch size. To detect the changes on 15 m resolution ASTER
images we use patch size p = 7 pixels that was chosen empirically. In the case if images were perfectly
aligned, p = 5 would be enough, but since we have a relatively important shift in these data, we add
margins by using larger patches.

As we have two before images, we pre-train the model on the patches extracted from 3 images
with the cloud mask applied (the cloud mask is extracted automatically with the K-Means algorithm
using 2 clusters on the encoded images). Once the model is stabilized, we fine-tune it for 2 couples of
images Imb1/Ima and Imb2/Ima and we calculate the RE for both couples in order to produce change
maps CMb1,a and CMb2,a. We replace the masked part of CMb2,a by CMb1,a to obtain the final change
map CMb,a. We combined the results of two couples of images as the results produced by Imb2/Ima are
a priory more correct as the acquisition dates of the images are closer than for Imb1/Ima. It is explained
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by the fact that the seasonal changes and other changes irrelevant to the disaster are less numerous.
We compare the change detection results of our algorithm to RBM-based [22] change detection method
because it is –to the best of our knowledge– the only unsupervised algorithm for change detection that
is not sensitive to seasonal changes.

During the last step we perform the clustering of obtained change areas to associate the detected
changes to different types of damage (flooded areas, damaged constructions, etc.). For this purpose,
we compared 3 clustering methods:

• The K-Means algorithm applied to the subtraction of the change areas. The number of clusters
was set to 3 as in final results of DEC (mentioned later).

• The K-Means algorithm applied to the encoded concatenated images of change areas (or in other
words, the initialization of clusters for DEC algorithm on the pre-trained model, see step 2 of DEC
algorithm in Section 4.2). The initial number of clusters was set to 4, p = 5.

• The DEC algorithm. The AE model for this algorithm is presented in Table 2. The 4 initial clusters
were later reduced by algorithm to 3.

In this work, we are interested in two clusters associated with damaged constructions and
flooded areas.

Table 2. Models architecture.

Convolutional AE Convolutional AE
Change Detection DEC

encoder

Convolutional(B,32)+ReLU
Convolutional(B,32)+ReLU Convolutional(32,32)+ReLU
Convolutional(32,32)+ReLU Convolutional(32,64)+ReLU
Convolutional(32,64)+ReLU Convolutional(64,64)+ReLU
Convolutional(64,64)+ReLU MaxPooling(p)

Linear(64,32)+ReLU
Linear(32,4)+`2

decoder

Linear(4,32)+ReLU
Linear(32,64)+ReLU

Convolutional(64,64)+ReLU UnPooling(p)
Convolutional(64,32)+ReLU Convolutional(64,64)+ReLU
Convolutional(32,32)+ReLU Convolutional(64,32)+ReLU

Convolutional(32,B)+Sigmoid Convolutional(32,32)+ReLU
Convolutional(32,B)+ReLU

5.3. Experimental Results for the Detection of Non-Trivial Changes

As a first step of our experiments, we applied the joint autoencoder architecture described in
the previous section to the full images to sort out the areas of non-trivial changes that may indicate
modified shore line, destroyed constructions, or flooded areas. At this point, we do not attempt to sort
out different types of changes, but just to have the algorithm detect areas that features changes caused
by the tsunami.

In Figures 7 and 8, we highlight our results in two different zones taken in the north and south
area of the image respectively: a flooded area (north area) and a destroyed city (south area). The two
figures show the images from before and after the disaster, the ground truth, the result of our proposed
method including the average RE image and a CM and a comparison with the results of the RBM-based
approach for change detection from [22].
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Figure 7. Change detection results. (a) image taken on 29 November 2010, (b) image taken on 19
March 2011, (c) ground truth, (d) average RE image of the proposed method, (e) proposed method CM,
(f) RBM.

Figure 8. Change detection results. (a) image taken on 7 July 2010, (b) image taken on 19 March 2011,
(c) ground truth, (d) average RE image of the proposed method, (e) proposed method CM, (f) RBM.
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As one can see from the images, our proposed method is a lot less sensitive to noise than the
RBM algorithm. We produce change results that are overall quite close to the ground truth. It is also
worth mentioning that in Figure 8, the ground truth does not consider the shoreline modification
which is clearly visible between subfigure (a) and (b) and is fully detected by our proposed algorithm,
and partially detected by the RBM algorithm too.

In Table 3, we show the performance of our proposed method and the RBM method on the north
and south area of the image. We compute the precision (Equation (2)), recall (Equation (3)), accuracy
(Equation (4)) and Cohen’s Kappa score [33] for both methods depending on whether or not they
correctly identified change area based on the ground truth. Once again, the ground truth did not
include shoreline damages which may result in slightly deteriorated indexes for both algorithms.

Precision =
TruePositives

TruePositives + FalsePositives
(2)

Recall =
TruePositives

TruePositives + FalseNegatives
(3)

Accuracy =
TruePositives + TrueNegatives

TruePositives + TrueNegatives + FalsePositives + FalseNegatives
(4)

Table 3. Performance of non-trivial change detection algorithms on ASTER images. The best results in
each column are in bold.

Methods
Classification Performance

Precision Recall Accuracy Kappa

North RBM 0.63 0.98 0.84 0.65
Proposed 0.66 0.98 0.86 0.69

South RBM 0.47 0.62 0.76 0.38
Proposed 0.60 0.64 0.82 0.51

As one can see, our proposed architecture performs significantly better than the RBM one,
achieving +3% precision, +2% accuracy and +3% Kappa in the northern area, and +13% precision,
+2% recall, +6% accuracy and +13% Kappa in the southern area.

5.4. Experimental Results for the Clustering Step

In this subsection, we present the clustering results of the areas detected as changes in the previous
step of our proposed method. As a reminder to our readers, for this step we do not propose any
new clustering method and just compare existing clustering algorithms and their performance when
applied after our non-trivial change detection neural network.

For an application such as damage survey after the Tohoku tsunami, we are mostly interested in
detecting two types of areas: flooded areas and destroyed constructions.

In Figure 9 we show an example of extracted clusters results for flooded areas. Images (a), (b) and
(c) are the image before, after, and the ground truth, respectively. Images (d) and (e) show the results of
the K-Means algorithm on subtracted and encoded concatenated images, respectively. Image (f) shows
the result of the Deep Embedded Clustering algorithm. As one can see, the K-Means algorithm seems
to be visually slightly better than the two other algorithms due to the homogeneity of the water cluster.
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Figure 9. Clustering results, flooded area. (a) image taken on 7 July 2010, (b) image taken on 19 March
2011, (c) ground truth, (d) K-Means on subtracted image, (e) K-Means on concatenated encoded images,
(f) DEC on concatenated encoded images.

In Figure 10 we do the same for areas with destroyed buildings. Images (a), (b) and (c) are the
image before, after, and the ground truth, respectively. Images (d) and (e) show the results of the
K-Means algorithm on subtracted and encoded concatenated images, respectively. Image (f) shows
the result of the Deep Embedded Clustering algorithm. First, we can clearly see that this damaged
constructions cluster is visually a lot less accurate than the one for flooded areas. Regardless, we see
that the DEC algorithm has a higher recall and Kappa score than the 2 K-Means. The low precision
can be explained by the false detection of shoreline elements as damaged constructions. However,
since the recall remains high at least for the DEC algorithm, we can conclude that most truly damaged
constructions are properly detected but that the cluster is not pure and contains other elements.

Figure 10. Clustering results, destroyed constructions. (a) image taken on 7 July 2010, (b) image taken
on 19 March 2011, (c) ground truth, (d) K-Means on subtracted image, (e) K-Means on concatenated
encoded images, (f) DEC on concatenated encoded images.

Finally, in Table 4, we sum up the precision, recall, accuracy, and Kappa of the 3 studied
clustering methods for the flooded area and damaged constructions clusters. We can see that for
the water area that is relatively easy to detect, all the algorithms show similar performance. However,
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for destroyed buildings areas, the DEC algorithm shows the best performance on the Kappa index
which characterizes the overall quality of the clustering algorithm.

We can see however that the accuracy and recall of the DEC algorithm are relatively low compared
with the K-Means algorithm. This can be explained by the similar architectures (see Table 2) between
our proposed method to detect non-trivial changes and the DEC algorithm. The fact that our
method detects non-trivial changes based on areas that are misinterpreted may explain why a similar
architecture performs only mildly on these areas. Nonetheless, the DEC algorithm still gives good
results both visually and in term of Kappa index.

Table 4. Performance of clustering algorithms on ASTER images. The best results in each column are
in bold.

Methods
Classification Performance

Precision Recall Accuracy Kappa

Flood areas
K-means on subtracted images 0.90 0.88 0.91 0.81

K-means on encoded concatenated images 0.96 0.66 0.86 0.68
DEC 0.93 0.82 0.90 0.80

Damaged Buildings
K-means on subtracted images 0.57 0.56 0.86 0.47

K-means on encoded concatenated images 0.66 0.38 0.87 0.42
DEC 0.42 0.82 0.83 0.52

In Figure 11, we show the color clustering results with 4 clusters of the DEC algorithm on the
same area than Figure 10. As one can see, we have relatively accurate results, with the main issues
being once again the shoreline because of the waves, plus a bit of noise with a fourth cluster (purple
color) of unknown nature being detected.

Figure 11. (a) Extract of the original post-disaster image (b) Clustering results with 4 clusters from the
DEC algorithm. On the left is the post-disaster image, on the right the clustering applied within a 5 km
distance from the shore. We have the following clusters: (1) In white, no change. (2) In blue, flooded
areas. (3) In red, damaged constructions. (4) In purple, other changes.

In Figure 12, we show on the left the post-disaster image and on the right the clustering of the
full image after we applied the change mask and the DEC algorithm. We have the same 4 clusters: no
change, flooded areas, damaged constructions, and other miscellanea changes. We can see that the
issues are mostly the same as in the other Figures with a large part of the shoreline being confused
with destroyed constructions which partly explains the relatively low results of precision and accuracy
in Table 4 when it comes to detecting damaged constructions. It also explains the high recall since the
majority of destroyed constructions are properly detected. We also see that the damages are detected
mostly in valley areas and scarcer in high ground areas, which is consistent with the aftermath of
the disaster.
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Finally, when we compare Figure 12b with Figure 6a,b from before the disaster, we can see that
the cloudy areas of Figure 6b that had clouds and were replaced with cloudless areas from the older
Figure 6a image led to a slightly lower quality result after the clustering.

Figure 12. (a) Extract of the original post-disaster image (b) Clustering results with 4 clusters from the
DEC algorithm. On the left is the post-disaster image, on the right the clustering with the following
clusters: (1) In white, no change. (2) In blue, flooded areas. (3) In red, damaged constructions.
(4) In purple, other changes.

5.5. Conclusions on the Experiments

These experiments have highlighted some of the strengths and weaknesses of our
proposed methods.

First, we saw that despite being unsupervised, our algorithm is very strong to detect non-trivial
changes even with relatively low-resolution images that are far apart in time, as well as cloud
coverage issues and changes in luminosity. We achieve an accuracy around 85% which is
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comparable with supervised methods from the state of the art. This is a very strong point with
an unsupervised algorithm.

Then, we also saw that the clustering phase had more mixed results, which was to be expected
from an unsupervised approach. This is due to several phenomena:

• The small errors from the change detection step were propagated to the clustering step.
• It is very difficult for an unsupervised method to find clusters that perfectly match expected

expert classes. Our proposed method was good enough to detect flooded areas, even when
using relatively primitive machine-learning methods such as the K-Means algorithms; however
damaged constructions were a lot more difficult to detect and resulted in the creation of a cluster
that mixed the modified shoreline and damaged constructions. This is very obvious in Figures 11
and 12 when looking at the red cluster.

• As mentioned during the presentation of the data, the ground truth is built from investigation
report and manual labeling of the focus areas which means that our ground truth is far from
perfect outside of these focus areas.

However, despite these difficulties, our proposed pipeline relying on joint autoencoder for change
detection and the DEC algorithm for the clustering part achieve very good results for water detection,
and fair results for damaged constructions detection with high recall results -thus making our point
that most damaged constructions are detected but that the cluster is not pure and contain many
false positive from the shoreline- and a Kappa index higher than the one achieved with the K-Means
algorithm. It is worth mentioning that while they properly detected the obvious cluster of flooded areas,
K-means-based approaches had even worst results at damaged constructions detection, with even the
recall being of poor quality.

Finally, while the application area and the data quality are different, it is worth putting our
results into perspective while comparing them with the ones from [14] where the authors proposed
a state-of-the-art method for the same application of the Tohoku tsunami. The main differences are
that (1) they use a supervised neural network and thus require labeled data, which we do not, and
(2) they have higher quality satellite images of a different area that are not publicly available. Still,
if we compare the results from their papers and ours, we can see that the various versions of U-Net
they implemented achieve performances between 54.8% and 70.9% accuracy, which is not really better
than the 66% of our method shown in Table 4 for damaged constructions. It proves that despite its
mild performances our unsupervised algorithm is nearly as good as the state-of-the-art supervised
learning method applied to better quality images. These results are in our opinion very encouraging.

As a conclusion, we can safely say that while our algorithm has room for improvement, the images
from the Tohoku area in 2011 were difficult to process due to the many aforementioned issues, and we
are confident that our algorithm can probably achieve better results with higher quality images.

5.6. Hardware and Software

All the experiments presented in this paper were run on a computer equipped with a NVDIA
Xp Titan, an Intel Core i7 6850K, and 32 Go of DDR4 RAM. For the software part, all algorithms were
implemented using Python for regular clustering methods and PyTorch for deep-learning algorithms.
All visualizations were realized using QGIS.

In Table 5, we show the training and fine-tuning times for the different algorithms used in
this paper.

Table 5. Training times for the different algorithms.

Methods
Training Times

PRE-Training Fine-Tuning

RBM 8 min 2 min
Our FC AE 18 min 16 min
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6. Conclusions and Perspectives

In this paper, we have demonstrated how modern AI techniques can be used for automated
surveys of damages after natural disasters. Using the study case of the Tohoku tsunami, we have
successfully proposed and applied an unsupervised deep neural network that detect non-trivial
changes in images from before and after the disaster, and then makes them very easy to process even by
basic clustering algorithms to detect areas of interest such as flooded zones and damaged constructions.
Our approach has shown too give fast and relatively good results while being fully unsupervised.

However, our proposed method has also shown its limits with an accuracy going no higher
than 86% for change detection and around the same values for the subsequent clustering algorithms.
These values, while still relatively high, are below what a good supervised algorithm could achieve,
and highlight that not requiring labeled data comes at a cost.

Another weakness of our study was the absence of high-resolution radar images at the time of
the Tohoku tsunami in 2011, thus forcing us to use optical images that are hindered by atmospheric
distortions and occlusions. This later issue in no way changes the validity of our work in the sense
that our proposed approach can be used with both optical or radar images using the same theoretical
foundations. We may explore these leads in our future works, as well as more in depths clustering
methods to better separate the different areas of identified non-trivial changes.
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