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Abstract: Recently, deep learning has been highly successful in image classification. Labeling the
PolSAR data, however, is time-consuming and laborious and in response semi-supervised deep
learning has been increasingly investigated in PolSAR image classification. Semi-supervised deep
learning methods for PolSAR image classification can be broadly divided into two categories, namely
pixels-based methods and superpixels-based methods. Pixels-based semi-supervised methods
are liable to be affected by speckle noises and have a relatively high computational complexity.
Superpixels-based methods focus on the superpixels and ignore tiny detail-preserving represented
by pixels. In this paper, a Fuzzy superpixels based Semi-supervised Similarity-constrained CNN
(FS-SCNN) is proposed. To reduce the effect of speckle noises and preserve the details, FS-SCNN uses
a fuzzy superpixels algorithm to segment an image into two parts, superpixels and undetermined
pixels. Moreover, the fuzzy superpixels algorithm can also reduce the number of mixed superpixels
and improve classification performance. To exploit unlabeled data effectively, we also propose a
Similarity-constrained Convolutional Neural Network (SCNN) model to assign pseudo labels to
unlabeled data. The final training set consists of the initial labeled data and these pseudo labeled
data. Three PolSAR images are used to demonstrate the excellent classification performance of the
FS-SCNN method with data of limited labels.

Keywords: semi-supervised learning; fuzzy superpixels; CNN; PolSAR image classification

1. Introduction

The polarimetric synthetic aperture radar (PolSAR) is capable of all-day and all-weather imaging
with the penetrability of microwaves. Compared with using a single polarization channel, PolSAR
is able to provide richer information as it sends and receives electromagnetic signals with various
polarimetric states [1]. Due to these characteristics, PolSAR is widely used in various remote sensing
tasks, such as disaster monitoring [2], crop estimation [3] and resource exploration [4], etc. PolSAR
image classification is an important research area for understanding and interpretation of remote
sensing images or a pre-processing for further applications.

Deep learning has attracted great attention and has achieved excellent performance in most
computer vision scenarios in recent years [5,6]. Inspired by the successful applications in optical
image classification, deep learning has been recognized as an efficient feature extraction algorithm

Remote Sens. 2020, 12, 1694; doi:10.3390/rs12101694 www.mdpi.com/journal/remotesensing

http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0001-8318-7509
https://orcid.org/0000-0003-0379-2042
http://dx.doi.org/10.3390/rs12101694
http://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/2072-4292/12/10/1694?type=check_update&version=2


Remote Sens. 2020, 12, 1694 2 of 18

for PolSAR image classification [7,8]. The success of deep learning-based PolSAR image classification
methods depends on adequate labeled datasets [9,10]. With the development of imaging technology,
it becomes easier to obtain large numbers of unlabeled PolSAR images. However, the annotation of
PolSAR images is much more costly than that of the optical images [11], leading to recent research
attention to semi-supervised deep learning based PolSAR image classification. In the emerging
preliminary research, relevant algorithms can be grouped into pixels-based semi-supervised methods
and superpixels-based semi-supervised methods.

Pixels-based semi-supervised deep learning methods [9,11–13] use individual pixels as the input.
In [9], a graph-based model is proposed for semi-supervised deep learning. Each PolSAR image
is regarded as an undirected graph. Pixels in the PolSAR image are defined as nodes, and the
relationships between pixels are represented by weighted edges. Xie et al. [11] present a deep network
combining semi-supervised learning with complex-valued CNN to deal with the issue of limited
training pixels. A complex-valued GAN is proposed in [12] to deal with the problem of only a few
labeled data are available. In [13], a semi-supervised classification method considers the semantic
priors of labeled data. Besides, the algorithm considers both consistent regions and aligned boundaries.
Although pixels-based semi-supervised methods perform generally well, the impact of speckle noises
on classification results is ignored in these methods. Besides, pixels-based methods have a relatively
high computational complexity considering a large number of individual pixels.

Superpixels-based semi-supervised deep learning methods [10,14] take superpixels as the basic
unit of input to improve the computation efficiency and reduce the effect of speckle noises using
the spatial structure between pixels. Li et al. [10] propose a stacked sparse auto-encoder and
superpixels based semi-supervised algorithm. The spatial relation provided by superpixels is employed
to select and assign labels to unlabeled samples. The stacked sparse auto-encoder then uses the
expanded training data to obtain the classification results. In [14], a superpixel restrained DNN is
presented to learn superpixel correlative features. Then, multiple decisions are used to select credible
unlabeled samples. Traditional superpixels-based methods degrade the influence of speckle noises
effectively and improve the computation efficiency. However, the key issue in traditional superpixels
is that mixed superpixels consist of the pixels belonging to different classes. Mixed superpixels can
cause misclassification regardless of which classification algorithm is used [15]. Besides, traditional
superpixels-based methods may ignore the tiny detail represented by pixels considering that all pixels
in any one superpixel are forced to have the same label [9].

In both pixels-based and superpixels-based semi-supervised methods, the key issue lies on
how to handle unlabeled data effectively. Semi-supervised methods adopt different strategies to
extract features from unlabeled examples, alleviating the need for labels [16]. The selection of suitable
unlabeled data to label is usually guided by the similarity between features learned from labeled data
and unlabeled data. A general assumption is that good features have a high similarity when they are
learned from the same class [17,18]. However, as we know, different classes of data may also have a
similar feature representation.

To address the problems mentioned above, a novel Fuzzy superpixels based Semi-supervised
Similarity-constrained CNN (FS-SCNN) is proposed in this paper. First, the fuzzy superpixels
algorithm [15] is applied to generate superpixels and undetermined pixels. Second, labeled and
unlabeled sample sets are constructed based on superpixels and undetermined pixels. Third, we
propose a Similarity-constrained Convolutional Neural Network (SCNN) model for assigning pseudo
labels to unlabeled data. At last, both labeled data and pseudo labeled data are used in classification.
The contributions and advantages of FS-SCNN are as follows:

• In FS-SCNN, the fuzzy superpixels method is used to suppress the generation of mixed
superpixels, considering that mixed superpixels can cause misclassification.

• Superpixels considers the spatial information of images, which reduces the impact of speckle
noises on algorithm performance. Undetermined pixels helps to keep the tiny detail represented
by pixels.
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• The SCNN model uses a loss function with a similarity-constrained term to strengthen that the
distance of the features of data in the same class are closer, and those in different classes are far
from each other. The SCNN model thus provides a more accurate label propagation.

The remainder of this paper is organized as follows. The whole framework of the FS-SCNN
method is proposed in Section 2. FS-SCNN is compared with CNN-based PolSAR classification
methods on three data sets in Section 3. Section 4 presents the discussions. The conclusions are
reported in Section 5.

2. The FS-SCNN Method

In this section, the Fs algorithm developed in [15] is introduced firstly to generate fuzzy
superpixels. Then, a fuzzy superpixels-based samples selection strategy is illustrated as a preprocessing
step of network input, followed by the proposed SCNN network. Finally, pseudo labels are assigned
to unlabeled samples by measuring the similarity between the features extracted by the SCNN model.

2.1. Superpixels Segmentation

Superpixels method is first proposed in [19] as an image segmentation technique. It segments the
image into some homogeneous pixel areas depending on pixels’ distance in space and feature domain.
In recent years, superpixels methods are widely used in PolSAR image classification [20]. Pixels in any
one superpixel belong to the same class, which can provide a spatial relationship between adjacent
pixels and simplify subsequent classification tasks. It is believed that almost all of the images have both
mixed and pure superpixels [15]. Mixed superpixels affect the classification accuracy of subsequent
algorithms. It is thus expected to produce as few mixed superpixels as possible for image classification.

In this paper, the algorithm Fs developed in [15] is adopted to produce fuzzy superpixels for
PolSAR data. Fuzzy superpixels consist of two parts, superpixels and undetermined pixels. The Fs
algorithm is used to assign pixels with high membership degree to a certain superpixel. The rest of
pixels, i.e., pixels with low membership degree, are regarded as undetermined pixels. The Fs algorithm
consists of four steps:

(1) The cluster centers are selected randomly. The expected number of superpixels is set
in advance.

(2) Calculate overlapping and non-overlapping search regions based on cluster centres and the
number of superpixels.

(3) If a pixel belongs to a non-overlapping search region, the pixel is assigned to the corresponding
superpixel. If a pixel belongs to an overlapping search region, the membership degree of the pixel is
calculated using a clustering algoirthm. According to the membership degree, pixels are assigned to a
superpixel or seen as undetermined pixels.

(4) Small superpixels are merged in the post-processing step.

2.2. Fuzzy Superpixels-Based Samples Selection

This paper focuses on semi-supervised deep learning with only a few labeled data available. Deep
learning model may be overfitting if the number of labeled data is too small, especially during the
initial iteration of the model. To address this issue, we extend the number of initially labeled pixels
using fuzzy superpixels. Then, based on the extended labeled pixels, we select labeled and unlabeled
samples for the proposed SCNN network. To this purpose, labeled pixels should be selected from
superpixels, considering all pixels in any one superpixel are forced to have the same label. Fuzzy
superpixels-based samples selection consists of three steps:

Step (1) Superpixels which contain labeled pixels are regarded as labeled superpixels. Other
superpixels are regarded as unlabeled superpixels. The resulting image contains labeled superpixels,
unlabeled superpixels and undetermined pixels.
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Step (2) A w× w sliding window is used to create samples in the image. If the proportion of
undetermined pixels in the sliding window is less than S, S in (0, 1), then all pixels in the sliding
window are defined as a sample p.

Step (3) For each p, if all superpixels in p have the same label, then p is referred as a labeled
sample. The labeled sample set L consists of different labeled samples. If superpixels in p belong
to unlabeled superpixels, then p is regarded as an unlabeled sample and is added to the unlabeled
sample set U.

Figure 1 presents an example of sample sets selection. The segments of superpixels by using
the Fs algorithm for an image of size 4× 8 are shown in Figure 1a. The red, blue, and green parts
represent three different superpixels, and white represents undetermined pixels. In step (1), as shown
in Figure 1b, two pixels are selected randomly as labeled pixels, marked with M. The red and green
superpixels are therefore regarded as labeled superpixels, and the blue superpixel is regarded as
unlabeled superpixel. Assume S is 0.5 and the sampling window size is 2× 2 with a step of 2. In step
(2), three samples are generated consisting of pixels in sliding windows 3, 5 and 6, respectively, shown
in Figure 1c. In step (3), samples 3 and 5 are added to set L, and sample 6 belong to set U.

M M M M

1 2 3 4

5 6 7 8
(a) (b) (c)

Figure 1. An example of fuzzy superpixel-based sample selection. (a) Superpixels segmented by using
the Fs algorithm. (b) Labeled superpixels and unlabeled superpixels. (c) Sample sets.

2.3. Similarity-Constrained Convolutional Neural Network

2.3.1. Feature Representation of PolSAR images

In this subsection, we present the features of pixels of PolSAR images used in the proposed
SCNN network.

The scattering matrix as shown in Equation (1) can describe the scattering information of a PolSAR
image, presenting sufficient polarimetric properties as follows:

S =

[
SHH SHV
SVH SVV

]
(1)

where the complex scattering coefficient Sij,ij ∈ {HH, HV, VH, VV}. i represents the incident field
vector, and j reflects the scattered field vector. H is the horizontal direction, and V represents the
vertical direction.

The coherency matrix T containing fully polarimetric information can be generated from S, as
defined in Equation (2). It is usually used to describe pixels in a PolSAR image [21].

T =

t11 t12 t13

t21 t22 t23

t31 t32 t33

 (2)

The complex numbers in the upper triangular part of T are used in the proposed algorithm.
To simplify complex number calculations, the real part and imaginary part in these elements are
separated. Thus, each pixel can be defined as a vector as shown in Equation (3) :

pixel = (t11, t22, t33, real (t12) , imag (t12) , real (t13) , imag (t13) , real (t23) , imag (t23)) (3)
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2.3.2. Network Architecture

Neural networks have achieved great success in computer vision applications. Compared
with manual feature extraction, DNN can learn the hidden information of the data actively.
AlexNet [22] has demonstrated to have excellent performance compared to traditional models in image
classification. After that, more powerful DNN algorithms have been proposed, such as VGG [23],
ResNet [24], GoogLeNet [25] and DenseNet [26], etc., achieving a superior performance in almost all
vision applications.

The SCNN model is based on a basic deep CNN [27], which is used to extract features in
classification. This model is easy to train and performs well on PolSAR image classification. As shown
in Figure 2, the architecture of the SCNN model consists of three convolution layers, two fully connected
layers, and a softmax classifier. Each convolution layer is followed by a max-pooling layer ignoring
small variation in the training data [28], with a pooling size 2× 2 and a stride of 2. We use switchable
normalization (SN) [29] as the normalization method which combines and assigns weights to batch
normalization, layer normalization, and instance normalization.

Class 1

Class 2

Class 3

Class c

Class 1

Class 2

Class 3

Class c

Fully Connect  
128

Conv2  64
@3×3×32

Conv3  128
@3×3×64

 Conv1 32  
@3×3×9

Input Layer
w×w×9

Fully Connect
With Softmax

Figure 2. Network architecture of the SCNN model.

The loss function of the proposed SCNN model consists of two terms as shown in Equation (4),
with the classification loss Lclassi f ication and the similarity loss Lsimilarity.

L = Lclassi f ication + Lsimilarity (4)

where cross entropy is used to calculate Lclassi f ication as shown in Equation (5).

Lclassi f ication = −
c

∑
k=1

yk log ŷk (5)

where c is the number of classes, yk and ŷk are the actual and predicted probability of the sample in the
k-th class, respectively.

A similarity loss is introduced in the SCNN model to strengthen extracted features from those
pixels in the same class with a higher similarity. In the subsequent label propagation, we can assign
pseudo labels to unlabeled data according to the similarity between features. The similarity loss
Lsimilarity in Equation (4) is defined by the cosine distance, shown in Equation (6):
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Lsimilarity =
1
n2

n

∑
i=1

n

∑
j=1

cosine( f eati, f eatj) · Fij (6)

Fij =

{
−1, class( f eati) = class( f eatj)

1, else
(7)

where, n represents the number of labeled samples, f eati represents the feature of the i-th sample
extracted by the SCNN model. If f eati and f eatj belong to the same category, Fij is -1, otherwise Fij is 1.

Like in [14], the cosine distance is defined in Equation (8). Larger value means the two samples
are more similar.

cosine
(

f eati, f eatj
)
=

f eati · f eatj

‖ f eati‖
∥∥ f eatj

∥∥ (8)

2.4. Label Propagation

Label propagation is defined as propagating the labels from labeled samples to unlabeled samples,
i.e., assign pseudo labels to unlabeled samples. In FS-SCNN, features are extracted from labeled
and unlabeled samples using SCNN. The features from the fully connected layer of SCNN are used.
By measuring the similarity between the features, we assign pseudo labels to unlabeled samples in
U. The accuracy of the label propagation is improved using the following two steps to give labels
to unlabeled samples. In step 1, the similarity between unlabeled samples and labeled samples is
measured using cosine distance. Only if certain conditions are met, we go to step 2 to confirm whether
to assign pseudo labels to unlabeled samples. In step 2, the similarity between labeled and unlabeled
superpixels is used to help label propagation, considering each labeled (unlabeled) sample is selected
from its corresponding superpixels. If two superpixels are similar, then the samples extracted from the
two superpixels are regarded as similar.

Step 1: Assign pseudo labels based on the maximum similarity
For any unlabeled sample uk in U, the average cosine distance between uk and pixels in labeled

samples L = [L1, L2, · · · , Lt, . . . , Lc] is calculated using Equation (8), i.e., [Sk1, Sk2, . . . , Skt, . . . , Skc].
Then the maximum similarity Skt and the labeled sample set Lt are obtained. Next, compute the
average similarity S̄t between features extracted from the labeled sample set Lt. If Skt > S̄t, then go to
step 2. Otherwise, no pseudo label is assigned to the unlabeled sample uk .

Step 2: Confirm the pseudo label based on the superpixels
The Wishart distance is widely used for measuring the distance between pixels based on the

complex Wishart distribution of PolSAR images. In this paper, we adopt a revised Wishart distance
named SRW [30] to calculate the similarity between superpixels, defined as in Equation (9):

DSRW (i, j) =
1
2

(
tr
(

T̄−1
i T̄j

)
+ tr

(
T̄−1

j T̄i

))
− 3 (9)

where, T̄i and T̄j represents the covariance matrix of cluster centers of the i-th and j-th superpixels,
respectively. The smaller the DSRW , the more similar the two superpixels are.

With Equation (9), the average SRW distance DSRWul between unlabeled superpixels supu and
labeled superpixels Suplt = {sup1, sup2, · · · , supz} is calculated. The superpixels in the set Suplt have
the same label t. Then the average Wishart distance S̄SRWt between the labeled superpixels in set Suplt
is calculated. If DSRWul < S̄SRWt , then assign label t to the unlabeled sample uk and add uk to the
labeled sample set L. Otherwise uk is still unlabeled.

2.5. Procedure of the FS-SCNN Algorithm

The FS-SCNN algorithm is presented in Algorithm 1.
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Algorithm 1 FS-SCNN
Input: PolSAR image, the initialization iteration t = 0, the number of iterations tmax

Output: Trained classification model

1. Use the Fs algorithm to produce superpixels and undetermined pixels. (Section 2.1)

2. Construct labeled and unlabeled sample set (L and U) using superpixels and undetermined

pixels. (Section 2.2)

3. While t < tmax or unlabeled samples set U is not empty:

Train the SCNN model using labeled samples L. (Section 2.3)

Use the trained SCNN model to learn the features from samples in L and U. (Section 2.3)

Assign pseudo labels to unlabeled samples using a two-step strategy. Add samples with

pseudo labels to L and remove them from U. (Section 2.4)

4. End while

3. Experiments

3.1. Data Sets and Experiments Setting

The effectiveness of FS-SCNN is demonstrated on three widely tested PolSAR dataset. The first
data set is San Francisco (San) of size 1300× 1300 pixels, which is the four-look L-band PolSAR image.
The Pauli RGB image is shown in Figure 3a, and the ground truth (GT) map is shown in Figure 3b.
It contains five categories, which are LD urban, water, veg, HD urban and Developed. The color code
of each category is shown in Figure 3c.

LD Urban Water Veg

HD Urban Developed Void

(C)

(a) (b)

Figure 3. San. (a) Pauli RGB image. (b) GT. (c) Color code.

The second PolSAR image, Flevoland (Fle) acquired by the AIRSAR airborne platform in 1989, is
shown in Figure 4. Fle is a four-look L-band image of size 300× 270 pixels with the ground truth map
in Figure 4b and color code in Figure 4c. Pixels in the image are classified into six categories: bare soil,
potatoes, beet, forest, wheat, and peas.
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(a) (b)

Bare soil Forest Beet Potatoes

Wheat Peas void

(C)

Figure 4. Fle. (a) Pauli RGB image. (b) GT. (c) Color code.

The third PolSAR data named Flevoland1991 (Fle1991) is the L-band image of size 430× 280
pixels. There are seven categories in Flevoland1991: barley, wheat, rape seed, grass, beet, potatoes and
flax, respectively. The Pauli RGB image, the GT map and the color code are shown in Figure 5.

(a) (b)

Barley Wheat Potatoes Rape Seed

Grass void

(C)

FlaxBeet

Figure 5. Fle1991. (a) Pauli RGB image. (b) GT. (c) Color code.

To demonstrate the performance of the FS-SCNN method, we compare FS-SCNN with four
state-of-the-art PolSAR classification methods, RV-CNN [27], CV-CNN [21], LS-QCNN [31] and
STS [10]. In the process of fuzzy superpixels-based sample sets selection, the sliding window and the
step are set to 8 × 8 and 1, respectively. We use adaptive moment estimation (Adam) [32] to optimize
the proposed SCNN model. The learning rate is 0.001 and the number of epochs is 100.

The classification accuracy of each category and overall accuracy (OA) are adopted to verify the
performance of the methods. OA is the percentage of correctly classified pixels among all the pixels,
which is not related to the category of pixels.

3.2. Experiments on San Francisco Data

Fifty pixels are selected randomly from each category as initially labeled pixels. The proposed
algorithm first extends the number of labeled pixels based on fuzzy superpixels and selects labeled
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and unlabeled samples based on the extended labeled pixels for the proposed SCNN network (see
Section 2.2). Then the trained SCNN (see Section 2.3) is used to propagate labels, i.e., assign pseudo
labels to unlabeled samples (see Section 2.4).

Table 1 shows the numbers of increased labeled pixels for San Francisco. The best result for OA
is in bold. From Table 1 we can see that both the extension of initially labeled pixels based on fuzzy
superpixels and label propagation based on SCNN increase the number of labeled pixels. A large
number of pseudo labeled pixels can be obtained by label propagation. As the number of iterations of
SCNN increases, more pseudo labeled pixels are obtained. However, it is not that the more pseudo
labeled pixels, the higher the accuracy, due to some false labels in the pseudo labeled pixels. For San
Francisco, the classification accuracy reaches the maximum value when the number of iteration of
SCNN is 1.

Table 1. The numbers of increased labeled pixels on San Francisco data.

Num. of the Num. of the Num. of Labeled Num. of Labeled Num. of Labeled
Initially Extended Pixels by Label Pixels by Label Pixels by Label

Labeled Pixels Labeled Pixels Propagation Propagation Propagation
Pixels (Iteration 1) (Iteration 2) (Iteration 3)

Water 50 6414 12,079 648 1375
Veg 50 6909 14,348 12,157 1175

LD Urban 50 4294 15,223 5857 5220
HD Urban 50 4970 14,557 20,047 12,232
Developed 50 4294 12,786 5007 2430

All 250 26,881 68,993 43,716 22,432

OA 0.8483 0.8813 0.9607 0.9382 0.9267

We select the number of superpixels according to that in [15] where better performance is obtained
when the number of superpixels is 3000 for San Francisco. In our algorithm, the number of superpixels
is doubled to reduce the generation of mixed superpixels. The experiments shown in Figure 6
demonstrate the performance of label propagation explained in Section 2.4, with two steps to assign
pseudo labels to unlabeled samples. “Only using cosine distance” means only use step 1 to propagate
labels, and “using both cosine distance and Wishart distance” represents using two steps (step 1 and
step 2) to propagate labels. Figure 6a shows the accuracy of pseudo labels in label propagation only
using cosine distance and using both cosine distance and Wishart distance. Figure 6b shows the
accuracy of the classification using pseudo labels. From the figures, we can see that:

(1) In the case where both Wishart distance and cosine distance are used (Figure 6a), the accuracy
of pseudo labels is the highest at the first iteration in Algorithm 1, which is about 97%. Then the
accuracy of pseudo labels slowly decreases with the number of iterations, and finally stabilizes at
around 94% on the fifth iteration. When only cosine distance is used, the accuracy of pseudo labels
is about 95% in the first three iterations, and dropped and stabilized at around 92% after the fourth
iteration. The accuracy of pseudo labels is higher when using both cosine distance and Wishart
distance.

(2) The accuracy of classification starts from 88% using only the original labeled samples (i.e, the
accuracy without label propagation), and reaches the maximum 96% at the first iteration. Then the
classification accuracy of pseudo labels gradually decreases, finally stabilizes at around 92%. Therefore,
for the San Francisco data, we set tmax to 1. In Figure 6b, the results using only the cosine distance
indicate that the accuracy of classification on San Francisco is increased from 88% to 94% in the first
three iterations and then slowly decreased. Comparing the two curves in Figure 6b, the classification
results are more accurate with fewer iterations when using both cosine distance and Wishart distance.
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Accuracy

0.90

0.92

0.94

0.96

0.98

1.00

1 2 3 4 5
0.88

Accuracy

0.90

0.92

0.94

0.96

0.98

1.00

1 2 3 4 5
0.88

(a) (b)
The number of iteration The number of iteration

 Using wishart distance and cosine distance 

Only using cosine distance

 Using wishart distance and cosine distance 

Only using cosine distance

00

Figure 6. (a) Accuracy of label propagation during the iteration. (b) Accuracy of classification during
the iteration.

To demonstrate the effectiveness of the similarity loss term in the loss function, as shown in
Equation (6), we compare the proposed SCNN with a standard CNN. The loss function of SCNN
consists of the classification loss and the similarity loss, shown in Equation (4). The loss function
of CNN only uses the classification loss in Equation (4). Firstly, SCNN and CNN are used to learn
features from samples, respectively. Then, the average similarity is calculated between the features
belonging to the same category. The similarity between samples belonging to the same category is
calculated using Equation (6), as shown in Figure 7, showing that the features extracted from samples
belonging to the same category by SCNN are significantly more similar than those by CNN.

1 2 3 4 5
0

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.82

0.56

0.73

0.81

0.91

0.05
0.07 0.07

0.11
0.09

S
im

il
ar

it
y

category

SCNN

CNN

Figure 7. Mean similarity between features of the same category.

The classification accuracy of FS-SCNN and other compared methods are shown in Table 2. Values
in bold indicate the best result of each category and OA. FS-SCNN achieves the highest accuracies on
three categories, with an accuracy exceeding 90% in all categories. Besides, FS-SCNN outperforms
the other methods in terms of OA, i.e 96.07%, which is 5.23%, 2.57%, 2.09%, and 4.67% higher than
RV-CNN, CV-CNN, LS-QCNN and STS, respectively.
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Table 2. Classification accuracy comparisons on San Francisco.

RV-CNN CV-CNN LS-QCNN STS FS-SCNN

Water 0.9791 0.9978 0.9994 0.9984 0.9962
Veg 0.8830 0.9304 0.9647 0.8955 0.9287

LD Urban 0.6447 0.9042 0.7261 0.6300 0.9074
HD Urban 0.8624 0.8507 0.8395 0.8803 0.9275
Developed 0.8835 0.6946 0.8540 0.7745 0.9377

OA 0.9084 0.9350 0.9398 0.9140 0.9607

Figure 8 shows the visual displays of the classification results from where a selected enlarged
region is shown in Figure 9. The grey pixels in the two figures are misclassified pixels.
From Figures 8 and 9, we can see that the classification accuracies of RV-CNN on the low-density area
(red area) are very poor. Almost half of the pixels are misclassified. There are also many misclassified
pixels in developed (yellow area) and high-density urban (purple area). CV-CNN has many errors in
developed. The LS-QCNN method performs well on water and vegetation, and poorly on low-density
urban. The STS method has a higher performance only on water. The FS-SCNN proposed in this paper
performs well in all categories.

(a) (b) (c)

(d) (e) (f)

Figure 8. Visual display of classification on San Francisco. (a) GT. (b) RV-CNN. (c) CV-CNN.
(d) LS-QCNN. (e) STS. (f) FS-SCNN.

(a) (b) (c)

(d) (e) (f)

Figure 9. The enlarged images of the selected region in Figure 8. (a) GT. (b) RV-CNN. (c) CV-CNN.
(d) LS-QCNN. (e) STS. (f) FS-SCNN.
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3.3. Experiments on Flevoland Data

In the Flevoland data, the number of generated superpixel is 1000. Ten pixels in each category are
selected randomly as the labeled pixels.

Figure 10a,b shows the accuracy of the pseudo labels during the label propagation and the
classification performance after each iteration in Algorithm 1. The accuracy of the label propagation
is stable between 92% and 94%. The classification accuracy starts from 91% using only the original
labeled samples, and reaches 94% after two iterations, then begins to decrease slowly. So for Flevoland
Data, we set tmax to 2.

Accuracy

0.91

0.92

0.93

0.94

0.95

0.96

1 2 3 4 5
0.90

0.91

0.92

0.93

0.94

0.95

0.96

1 2 3 4 5
0.90

Accuracy

(a)
(b)

The number of iteration
The number of iteration

00

Figure 10. (a) Accuracy of label propagation during the iteration. (b) Accuracy of classification during
the iteration.

Figure 11 shows the OA of each method showing FS-SCNN still performs better on Flevoland
data. Compared with CV-CNN, RV-CNN, LS-QCNN and STS algorithms, the OA of FS-SCNN on the
Flevoland data are improved by 4.80%, 3.13%, 1.61% and 0.58%, respectively.

OA

0.89

0.90

0.91

0.92

0.93

0.94

RV-CNN CV-CNN LS-QCNN STS FS-SCNN

0.95

0.8964

0.9131

0.9283

0.9386

0.9444

Figure 11. OA comparisons on Flevoland.

Figure 12a shows the GT for Flevoland. Figure 12b–f shows classification maps obtained by
different methods which performs poorly on some of the categories or have many misclassified pixels.
FS-SCNN performs well in all categories.
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(a) (b) (c)

(d) (e) (f)

Figure 12. Visual display of classification on Flevoland. (a) GT. (b) RV-CNN. (c) CV-CNN. (d) LS-QCNN.
(e) STS. (f) FS-SCNN.

3.4. Experiments on Flevoland1991 Data

The expected number of superpixels is set to 1000 for Flevoland1991 data. Five labeled pixels are
selected randomly from each category.

Figure 13 shows the accuracy of the pseudo label and the accuracy of classification after each
iteration. For the same reasons as above, we set tmax to 2.

Accuracy

0.90

0.91

0.92

0.93

0.94

0.95

1 2 3 4 5

Accuracy

0.90

0.91

0.92

0.93

0.94

0.95

1 2 3 4 5

(a) (b)
The number of iteration The number of iteration

0.96 0.96

0 0

Figure 13. (a) Accuracy of label propagation during the iteration. (b) Accuracy of classification during
the iteration.

To demonstrate the superiority of the Fs algorithm, we compared Fs with two other superpixel
algorithms on the Flevoland1991 dataset. These two algorithms are SLIC [33] and LSC [34]. The
classification accuracy using different superpixel algorithms is shown in Figure 14. The accuracy of
Fs algorithm exceeds both the other two superpixels algorithms at the first iteration and continues to
reach the highest after the second iteration. Therefore, using Fs algorithm is better than the other two
algorithms across all the iterations of label propagation in Algorithm 1.



Remote Sens. 2020, 12, 1694 14 of 18

Accuracy

0.90
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0.98

1.00
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Fs
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The number of iterations

Figure 14. Performance of three superpixel algorithms.

The classification accuracy of each category and OA are shown in Table 3. The best result for each
category and OA is in bold. It can be seen that FS-SCNN performs well in most categories and achieves
the highest accuracy in six out of seven categories. OA of FS-SCNN reaches 96.72%. Compared with
CV-CNN, RV-CNN, LS-QCNN and STS, it is improved by 4.95%, 4.65%, 3.76% and 3.26%, respectively.

Table 3. Classification accuracy comparisons on Flevoland1991.

RV-CNN CV-CNN LS-QCNN STS FS-SCNN

Flax 0.9460 0.9479 0.9268 0.9665 0.9740
Rape Seed 0.9886 0.9466 0.9167 0.8157 0.9893

Barely 0.9545 0.9424 0.9489 0.9633 0.9691
Grass 0.8702 0.9376 0.9276 0.8385 0.9398
Wheat 0.8361 0.8429 0.8450 0.8702 0.9737

Potatoes 0.9668 0.9542 0.9473 0.9753 0.9563
Beet 0.8474 0.8745 0.9447 0.9283 0.9758

OA 0.9177 0.9207 0.9296 0.9346 0.9672

The visual display of classification is shown in Figure 15. The enlarged regions are shown in
Figure 16. We can see that the performance of the two algorithms RV-CNN and CV-CNN is poor on
beet and wheat, and LS-QCNN has many misclassified pixels on wheat. The classification performance
of STS performs poorly on grass and rape seed. FS-SCNN has few misclassified pixels in potatoes and
performs well on other categories.
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(a) (b) (c)

(d) (e) (f)

Figure 15. Results of different methods on Flevoland1991. (a) GT. (b) RV-CNN. (c) CV-CNN.
(d) LS-QCNN. (e) STS. (f) FS-SCNN.

(a) (b) (c)

(d) (e) (f)

Figure 16. Visual display of methods on Flevoland1991.The enlarged images of the selected region.
(a) GT. (b) RV-CNN. (c) CV-CNN. (d) LS-QCNN. (e) STS. (f) FS-SCNN.

4. Discussions

The FS-SCNN method presents excellent advantages in PolSAR image classification with limited
labeled data according to the experimental results. The reasons include the following: First, the concept
of fuzzy superpixels is adopted to suppress the impact of mixed superpixels on classification accuracy.
Second, the similarity-constrained term is considered by SCNN, which strengthens the similarity
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between features extracted from the same category. Third, two steps are adopted to assign labels to
unlabeled samples using different distance evaluation criteria to measure the similarity.

The following points are worth discussing.

• The superiority of fuzzy superpixels. Superpixels generation techniques can be used to extend the
labeled sample. That is, given the label of any pixel in a superpixel, all pixels in the superpixel will
be labeled. However, there are mixed superpixels in practical applications. Figure 14 indicates
that Fs is better than other superpixels algorithms. In the preprocessing step, the extended labeled
samples by superpixels should be as accurate as possible. Fs divides an image into superpixels
and undetermined pixels, which strengthens the correctness of the extended labeled samples.

• The validity of the similarity-constrained term. Figure 7 shows that the features extracted from
samples with the same category by SCNN are more similar than those extracted by CNN due
to the similarity-constrained term, which strengthens the similarity between features of the
same category.

• The different distance measurement criteria. There are two steps in the label propagation. Step 1,
cosine distance is used to assign pseudo labels to unlabeled samples. Step 2, Wishart distance is
adopted to confirm the pseudo labels obtained in Step 1. Figure 6 shows that using both cosine
distance and Wishart distance contributes to better PolSAR image classification.

• The role of label propagation. As the iterations increases of Algorithm 1, the accuracy of the
pseudo labels slowly decreases and then stabilizes. With an increased number of pseudo labels,
the classification accuracy increases first, then decreases slowly after reaching the highest value,
and finally stabilizes near a certain value. It demonstrates that the added of pseudo labels can
improve the classification accuracy of the network model.

• The parameter S. Table 4 shows that the accuracy changes with parameter S, from which we can
see that the value of S corresponding to the highest accuracy is different for different data. The best
result for each dataset is in bold. In our experiments, to achieve better classification performance,
we set S to 0.1, 0.5 and 0.3 for San Francisco, Flevoland and Flevoland1991 data, respectively.

Table 4. OA under different values of parameter S.

Data
S 0.1 0.2 0.3 0.4 0.5

San Francisco 0.9607 0.9397 0.9304 0.9275 0.9312
Flevoland 0.9032 0.9133 0.9390 0.9385 0.9444

Flevoland1991 0.6929 0.7352 0.9672 0.9473 0.9239

5. Conclusions

A novel fuzzy superpixels based semi-supervised similarity-constrained CNN for the PolSAR
image classification method is proposed in this paper. The proposed algorithm has several attractive
features which contribute to its classification performance. Instead of using a traditional superpixels
algorithm, a fuzzy superpixels algorithm Fs is used in FS-SCNN to divide the PolSAR image into
superpixels and undetermined pixels, so that the generation of mixed superpixels is suppressed.
The similarity-constrained CNN (SCNN) model is proposed using a similarity-constrained term in the
loss function to strengthen that the extracted features from the same category are as similar as possible.
Then, we can use the similarity to propagate labels to unlabeled samples. Moreover, two distance
measures, cosine distance and Wishart distance, are used to achieve a higher accuracy ratio for label
propagation. With these specific mechanisms integrated, FS-SCNN is reported to outperform four
existing CNN algorithms in terms of classification performance on three widely used PolSAR images.

In terms of future work, we plan to improve the performance of semi-supervised CNN by
introducing ensemble learning techniques, as considering different models in the knowledge base
under different conditions could obtain a superior prediction [35,36].
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