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Abstract

:

With the improvement of image resolution in synthetic aperture radars (SARs), sea clutter characteristics become more complex, which poses new challenges to traditional ship target detection missions. In this paper, to detect ship targets quickly and efficiently in a complex background, we propose an adaptive hierarchical detection method based on a coarse-to-fine mechanism. This method constructs a new visual attention mechanism to strengthen ship targets and obtain the candidate targets adaptively by the means dichotomy method. On this basis, the precise detection results of the targets are obtained using the speed block kernel density estimation method, which maintains constant false alarm characteristics. Compared with existing methods, the adaptive hierarchical detection method has simple, fast, and accurate characteristics. Experiments based on GF-III satellite and airborne SAR datasets are presented to demonstrate the effectiveness of the proposed method.
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1. Introduction


Ocean monitoring that uses earth observation data includes many activities and applications that support different needs: sustainable fishing, marine ecosystem protection, natural resource extraction, commerce, trade, etc. Regarding maritime traffic, the world fleet of cargo carrying vessels has increased from 77,500 vessels in 2008 to some 100,000 vessels in 2018, comprising a total capacity of more than 2100 million deadweight tonnage [1]. Consequently, as an important maritime application, ship detection plays an increasingly essential role in marine monitoring and maritime traffic supervision.



Synthetic aperture radars (SARs) have the unique capability of earth observation in all-weather conditions, regardless whether it is day or night. Due to the variation of backscatter properties of different objects, SAR images can provide discriminative features for reliable scene understanding and interpretation, which is the basic principle of SAR image ship detection [2]. With the rapid development of SAR technology, such as TerraSAR-X, RADARSAT–2, and GF-III, it is no longer difficult to acquire high-resolution SAR images, which has promoted the application of SAR images in the field of ship target detection [3].



Generally, the ship detection methods for SAR images focus on a constant false alarm rate (CFAR) detector. The performance of CFAR detectors depends on the design of the sliding window structure, the statistical modeling of clutter distribution, and the estimation of model parameters [2]. Over the years, a great number of window structures have been designed under the CFAR framework to deal with speckle noise and complex scenes, such as the famous two-parameter CFAR [4], ordered-statistic [5], cell-averaging [6], etc. Due to the constraint of the low-resolution SAR images in the early stage, most of the early ship detection methods focus on point targets. Moreover, sea clutter characteristics can be assumed to have a simple Gauss distribution. As the resolution increases, the structure becomes more obvious with targets occupying more pixels, and the characteristics of sea clutter also become more complex, which induces severe challenges for traditional detection methods.



Confronted with the new characteristics of high-resolution SAR images, the conventional detectors suffer from severe performance deterioration in the multitarget situation or nonhomogeneous backgrounds. To ameliorate the performance of detection, lots of literature has brought forward improved methods. Some research has focused on the design of the detection mechanism, which is a significant factor and affects detection performance. Leng et al. [7] proposed a detection window design method, which can adjust the window size according to radar parameters. Ao et al. proposed a multiscale CFAR detection method [8], which is used in coastal areas. However, because of its large-scale detector, it may provide too many candidate targets in a complex environment, which generates more false alarms. Yu et al. [9] used a structural-information-based superpixel method to detect ship targets, which showed good performance. However, the selection mechanism of the clutter superpixel block is not stable and its sliding window detection scheme causes large computational burdens. Tao et al. [10] made an improvement to the superpixel by adopting weighted information entropy to extract candidate superpixel blocks and using their neighborhood superpixels for parameter estimation, which reduced the amount of calculation. However, the Gauss distribution clutter model chosen in this method suffers from serious mismatch risk.



In addition to the design of the detection mechanism, another important factor affecting detection performance is the construction of the sea clutter model. Researchers have explored many clutter distribution models based on experience or central limit theorem, such as generalized k distribution [11], Weibull distribution [12], generalized Gamma distribution (   G Γ D   ) [13], etc. These models have good fitting effects under specific sea conditions. However, with the increasing complexity of the models, the parameter estimation becomes a challenge and even constrains practical application of CFAR technology [2]. Moreover, various sea conditions and different radar system parameters influence the clutter distribution. Therefore, there is a high risk of mismatch if we simply choose a specific clutter model to characterize the clutter distribution, which is inaccurate and affects the detection result.



To avoid the error caused by model mismatch, some researchers have explored detection methods based on spatial correlation and structural characteristics. Wang et al. [2] proposed a method that combined attention selection mechanism, which adopts the random forest method based on image blocks with contour information. However, the segmentation size of image blocks cannot be adaptively selected, so it is difficult to obtain candidate targets steadily at different resolutions. Salembier et al. [1] proposed a ship detection method for SAR images based on Maxtree representation and graph signal processing, in which radiometric as well as geometric attributes are evaluated and associated with the Maxtree nodes. Moreover, with the wide application of deep learning in the field of computer vision, researchers propose a variety of SAR ship detection methods based on deep learning. To further improve the detection performance, Lin et al. [14] proposed a new network architecture by using the squeeze and excitation mechanism. Jiao et al. [3] proposed a densely connected multiscale neural network based on a faster RCNN framework to realize multiscale SAR ship detection. Deep learning methods have achieved good results in the detection of nearshore ship targets, which is a promising direction. However, in the present experiment, we noticed that it needs a mass of manually preprocessed data to train a robust detection model. When the detection scene changes, how to guarantee the detection performance still need to be further studied.



In sum, this paper aims to improve the ship detection performance and solve the problems in the present methods that can be summarized as follows: (a) the fixed detection window methods are difficult to extract the target completely in the multi-size detection condition; (b) the conventional pixel-by-pixel detection methods are too heavy and time-consuming to be applied in large scenes; (c) there is a risk of mismatch in clutter models under complex sea conditions; (d) the detection methods based on deep learning cannot guarantee the performance when the detection scene changes or targets are vague. In order to solve previous problems and improve the detection quality, an adaptive hierarchical detection method is proposed in this paper. First, an improved visual attention mechanism combining the image domain with the frequency domain is presented, which can effectively suppress the residual coastal area after land–sea segmentation and highlight the ship target at the same time. Then, the mean dichotomy method is introduced to adaptively obtain the candidate target regions, which replaces the hard threshold design of artificial participation in traditional methods. Finally, to eliminate the mismatch risk of the clutter distribution model under complex sea conditions, a nonparametric block kernel density estimation (BKDE) method is adopted. Moreover, to modify the shortcomings of the kernel density estimation (KDE), the frequency domain acceleration method is studied.



The paper is organized as follows. The traditional detection method is analyzed in Section 2. Section 3 presents a detailed description of the adaptive hierarchical detection method. Then, the comparative experimental results with real SAR images are provided and analyzed in Section 4. Finally, the conclusion of the paper is summarized in Section 5.




2. The Analyses of the Traditional Method


The common situation in the maritime target detection is the vast sea area and the small number of ships, so the most significant issue is to select the region of interest (ROI) and extract the target in the broad field quickly. Confronted with this situation, the sliding window detection methods represented by the traditional two-parameter CFAR detector [4] have the following shortcomings. First, the size of the detected ship is requisite to determine the size of the protection window, which applies to a certain class of targets in locally uniform clutter conditions [15]. Yet when ship targets with heterogeneous sizes appear in SAR images, the single-size window has the risk that target pixels leak to the background window affecting the detection threshold. It will increase the possibility of losing target pixels and the detected targets may have holes and fractures [10,16]. Besides, ship targets often occupy a small part of pixels in the image, but the sliding window technique traverses each pixel in the image, which undoubtedly causes excessive redundancy calculation. Furthermore, Gaussian distribution is commonly used as the sea clutter model in traditional methods, which has a high mismatch risk in high-resolution images.



One valid way to solve these problems is to introduce the coarse-to-fine detection mechanism. In this mechanism, a fast but coarse detector is utilized to select the candidate targets, then a more accurate detector is adopted to complete the precise detection of candidate targets. In this way, it can effectively solve the contradiction between efficiency and accuracy, as well as avoid the risk of target fracture brought about by the fixed window method in multi-size cases. It should be noted that the coarse-to-fine detection mechanism is used in the detection stage, which does not contain the discrimination operator.



This idea of coarse-to-fine has been adopted by processes explained in the literature [2]. The model in this paper is carried out by establishing the random forest model of scarcity measurement and using the segmentation priority provided by graph cutting. Based on the random forest map of SAR image, the accurate detection results of ship targets are obtained by the active contour method. Potentialities of the recent Global Navigation Satellite System-Reflectometry (GNSS-R) technology in the detection of ship targets over the sea in near real-time are explored by Simone et al. [17]. The method consists of four steps: preprocessing, pre-screening, selection, and geolocation. Experiment on actual UK TechDemoSat–1 data verifies the effectiveness. This method still requires traversing the entire data in the pre-screening step. Other studies [18] describe a software platform dedicated to sea surveillance, capable of detecting and identifying illegal maritime traffic. This platform results from the cascade pipeline of several image processing algorithms that input radar or optical imagery captured by satellite-borne sensors and try to identify vessel targets in the scene and provide quantitative descriptors about their shape and motion. Ship detection in this method uses a fixed shape detection window, which has the risk that target pixels leak to the background window affecting the detection threshold.



Another effective coarse-to-fine detection method is to use the superpixel segmentation method to get the clustering regions of targets and then carry out accurate detection results on this basis. Yu et al. [9] proposed a target detection method based on the superpixel segmentation technology, which uses structure information to choose the clutter superpixels and adopts a sliding window scheme. A modified approach presented by leng et al. [10] employs weighted information entropy and kernel density estimation to extract candidate superpixel blocks, then uses neighborhood superpixel blocks to estimate the sea clutter model parameters, which improves the detection performance effectively.



At present, by introducing the deep learning, lots of improved ship detection methods are proposed by researchers. These detection methods based on deep learning can be divided into two directions. One is the one stage detection method represented by the Yolo series [19,20,21]. These methods use the convolutional neural network to extract the feature map of the detection area and then directly return the target position and category through the feature map. The other is the two-stage methods represented by RCNN series [22,23,24], which uses convolution neural networks to get the feature map, then uses a region proposal network (RPN) to get ROI areas. Finally, a network is designed to judge the ROI areas to get the precise results. The essence of these deep-learning-based methods is also a kind of detection mechanism of coarse-to-fine.



Although the coarse-to-fine ship target detection method achieves better detection results than the conventional method, there are still some problems that need to be solved. First, the target detection methods based on the visual attention mechanism face the contradiction between the effect of the saliency map and the computational load. Second, the detection methods based on the saliency map loses the criterion of the constant false alarm and most of the methods use the artificial threshold, which is difficult to deal with the change of the detection scene. Third, the calculation of the superpixel segmentation methods are heavy and the simulation results indicate that the segmentation grid almost consists of the initial grid. Hence, it is worthy of studying a simpler and less computational burden method. Fourth, although using the neighborhood pixels of candidate regions can avoid the model error caused by uniform parameter estimation in large scenes, the model mismatch is still unavoidable because of the use of a specific model.



To solve the above problems, this paper makes efforts in the following aspects: (a) a more lightweight visual attention mechanism; (b) an adaptive threshold selection method; (c) the design of the detection window that can adapt to multi-scale situation; (d) a nonparametric clutter modeling method; (e) an acceleration method of the nonparametric model. The detailed description of the method is given below.




3. Adaptive Hierarchical Ship Target Detection


The basic process of ship target detection includes three parts: land–sea segmentation, ship detection, and discrimination [25,26]. This paper mainly focuses on the ship detection step. Considering the integrity of the proposed method, this section includes the content of land segmentation but only gives a brief introduction. The adaptive hierarchical ship target detection method adopts the idea of coarse-to-fine detection. First, the sea surface region is obtained by the land–sea segmentation technique. Then, the saliency map is generated by the block-based speed saliency detection method, which combines the image domain with the frequency domain. On this basis, the target candidate regions are extracted by the mean dichotomy method. Finally, to obtain the refined detection results of the ship targets, the block kernel density estimation method is utilized. The specific operations are as follows.



3.1. Land–Sea Segmentation Pretreatment


Since a large number of false alarms are often generated in the land area during the detection process, and the handling of these false alarms greatly increases the burden on the system, land–sea segmentation is an essential pretreatment.



The purpose of the land–sea segmentation is to eliminate the influence of land, island, and other areas on detection. Common land–sea segmentation methods include the methods based on Geographic Information System (GIS) [10], snake model [26], maximum class variance method (Otsu) [27], etc. GIS can provide the geographic information of observation areas, but the orbit parameters of SAR sensors are not always accurately known and there may be errors in the matching between GIS data and SAR data [10]. The Otsu is one of the most universal and classical global adaptive segmentation methods. The principle of Otsu is when the variance among the target class, background class, and the gray level of the whole image meets the highest value, the best image segmentation quality and the minimum probability of misclassification will be obtained. Its processing results are robust, and the image with a large size can also be processed quickly and efficiently. Considering the calculation time and application performance, Otsu is introduced as the segmentation method in this paper.




3.2. The Coarse Detection of Ship Targets Based on Improved Visual Attention Mechanism


Visual attention mechanism is an image enhancement algorithm that simulates the human eyes, which can quickly focus on ROI [28,29]. Ships are prominent objects in wide maritime areas that human eyes can easily focus on and quickly pick them out. Inspired by this idea, a ship target coarse detection method based on an improved visual attention mechanism is designed in this paper. First, a block-based speed visual attention mechanism is used to suppress the residual area after land–sea segmentation and highlight ship targets, which combines the local intensity feature in image domain with the logarithmic spectrum feature in frequency domain. Then, the mean dichotomy method is adopted to get the coarse detection results of targets adaptively.



The visual attention mechanism proposed in this section can be divided into two branches, the image domain method (an improved version of MSSS [30]) and the frequency domain method, which obtains the saliency image by analyzing the residual information of the logarithmic spectrum in frequency domain. The detailed operations are described in the following sections.



3.2.1. Block-Based Speed Visual Attention Mechanism


The MSSS method is a typical saliency algorithm in the image domain that has the advantages of accuracy and simplicity. It deems that the saliency of the target depends on how it differs from its surrounding environment. The surrounding environment information is extracted by using center surround-filtering [30].



For an input image of width  w  and height  h , the saliency value at    (  x , y  )    is obtained as:


  S  (  x , y  )  =  ‖   I  μ L A B    (  x , y  )  −  I  L A B    (  x , y  )   ‖   



(1)




where    ‖ · ‖    is the    L 2    norm and    I  L A B    (  x , y  )    is the corresponding CIELAB image pixel vector.    I  μ L A B    (  x , y  )    is the average CIELAB vector of the sub-image whose center pixel is at position    (  x , y  )   , which is given by:


   I  μ L A B    (  x , y  )  =  1 A    ∑  i = x −  x 0    x +  x 0       ∑  j = y −  y 0    y +  y 0      I  L A B    (  i , j  )       



(2)







The offsets    x 0  ,  y 0    and area  A  of the sub-image are computed as:


     x 0  = m i n  (  x , w − x  )       y 0  = m i n  (  y , h − y  )      A =  (  2  x 0  + 1  )   (  2  y 0  + 1  )     



(3)







MSSS is a method proposed for optical images and cannot be directly used in single-channel grayscale SAR images. Moreover, the calculation burden caused by the pixel-by-pixel operation is enormous. Therefore, according to the characteristics of SAR images, this paper improves the MSSS method and designs a fast block saliency detection method.



Instead of using the central surround filter, we mesh the image with grids. The grid is set as a square and the size is generally selected as twice the length of the maximum detection ship (for example, for a ship target with maximum 100 pixels, the grid size can be set to 200 pixels). The generated grid region is a schematic illustration. Specifically, if the size of girds is set to be  w , then every block in the grid can be indexed. For example, the index of the grid block in the third row and the fifth column is    (  2 ∗ w : 3 ∗ w ; 4 ∗ w : 5 ∗ w  )   .



Input image I, and the saliency value at    (  x , y  )    is obtained by:


   S I   (  x , y  )  =    ‖   I μ   (  x , y  )  − I  (  x , y  )   ‖   2   



(4)




where   I  (  x , y  )    is the intensity value of the pixel at    (  x , y  )   .    I μ   (  x , y  )    is the mean of the pixel intensity in the corresponding grid block, which is obtained by:


   I μ   (  x , y  )  =  1   w B  ∗  h B      ∑  i = 1    w B       ∑  j = 1    h B     I  (  i , j  )       



(5)




where    w B    and    h B    are the width and height of the grid.



Equation (4), as an improvement to Equation (1), is used to measure the difference between two intensity values. Since SAR images are single-channel intensity data, L2 norm    ‖ · ‖    can effectively measure the difference between two intensity values. The reason    ‖ · ‖    is replaced by      ‖ · ‖   2    is that      ‖ · ‖   2    can achieve better enhancement effect in experiments. Usually ship targets are the highlight area in the SAR image and the intensity of the clutter around is smaller than that of ship targets in a specific range. This is the basis of Equation (4), which is also the theoretical basis of the CFAR detection method. The modified method uses grid blocks to estimate the background, which not only dramatically reduces the computational complexity but also achieves comparable results as the MSSS method. Further, to solve the problem that the intensity value may be discontinuous at the grid boundary, we combine the image domain method with the frequency domain method. Unlike the image domain method that extracts local features, the frequency domain method obtains saliency maps by analyzing the overall features of the image.



The frequency domain saliency method analyses the logarithmic spectrum of the input image and obtains saliency map of the image by extracting the residual spectral information of the image in frequency domain [31].



Specifically, the Fourier transform is performed on the input image, which yields:


  A  ( f )  = ℜ  (  F  [  I  ( x )   ]   )   



(6)






  P  ( f )  = ℑ  (  F  [  I  ( x )   ]   )   



(7)






  L  ( f )  = log  (  A  ( f )   )   



(8)




where  F  denotes the Fourier transform and A, P, and L represent amplitude, phase, and logarithm, respectively.



Spectral residual   R  ( f )    can be obtained by:


  R  ( f )  = L  ( f )  −  h n   ( f )  ∗ L  ( f )   



(9)




where    h n   ( f )    is a local average matrix with the size of   n ∗ n   (n is set to 3 in the experiment) and it can be obtained by:


   h n   ( f )  =  1   n 2     (     1   …   1     ⋮   ⋱   ⋮     1   ⋯   1     )   



(10)







The saliency map is computed as:


   S f   ( x )  = g  ( x )  ∗  F  − 1      [  exp  (  R  ( f )  + P  ( f )   )   ]   2   



(11)




where    F  − 1     denotes the inverse Fourier transform and   g  ( x )    is a Gaussian filter with a standard deviation of 8 [31].



The frequency domain saliency method has a fast processing speed, but the details of targets are still vague. In order to improve the quality of the saliency map effectively, we combine the frequency domain method with the improved image domain method, and the final saliency map  S  is given by:


  S = k ∗  S I  +  (  1 − k  )   S f   



(12)




where the parameter   k ∈  [  0 , 1  ]    is a weighting factor. With  k  closing to 1, the influence of the image domain saliency map will be greater, which means the details of the image will be clearer. In other words, if the value of  k  approaches 0, the frequency domain saliency map will dominate comparatively, which means the overall characteristics of the target are obvious. Commonly, the value of  k  is 0.6, which can realize a good result in practice. Combining the image domain with the frequency domain saliency method, the detected target is more complete and the speed is much faster than MSSS. The flow chart of the improved visual attention mechanism is show in Figure 1.




3.2.2. Adaptive Threshold Selection


The detection method based on the saliency map usually relies on a pre-defined threshold to realize the transformation from the saliency map to binary detection results. However, this threshold is not robust, which restricts the application of the model in different conditions. For the automatic target detection system of SAR, it is favorable to design an automatic detection method without artificial interference. In this paper, the concept of mean dichotomy in the field of mathematics is introduced into the target rough segmentation step to replace the hard threshold segmentation. The mean dichotomy method solves the threshold by iteration. In each iteration, the mean value of the image is taken as the segmentation threshold to make the image divided into the ship target pixel and the background clutter pixel. In the next iteration, the background clutter pixels are assigned to be the segmentation threshold in the previous round. In this way, the threshold will gradually approximate the ship targets’ intensity.



Supposing the initial image is   I  (  x , y  )   , the iterative process can be expressed as:



Step 1: Count the statistic of the intensity distribution:


  I ~  {    (  S i  ,  N i  )  |  i = 1 , 2 , 3 … , m  }   



(13)




where    N i    indicates the number of pixels with intensity    S i   .



Step 2: Calculate the mean value:


   μ ^  =     ∑  i = 1  m    S i   N i        ∑  i = 1  m    N i       



(14)







Step 3: Update the intensity value:


    S ^  i  =  {     μ ^  ,  S i  <  μ ^       S i  ,  S i  ≥  μ ^       



(15)







Step 4: If the number of iterations is less than the default value, then go back to Step 1.



The mean dichotomy method makes the threshold value approach the intensity of the high brightness targets in the image by iteration. The updated range of mean value decreases with the increase of the iteration times. In practical applications, the times of the iteration is usually 5 and the mean value in the final iteration is selected as the segmentation threshold. For our method, the convergence speed is analyzed in Appendix A.





3.3. The Fine Detection of Ship Targets Based on Block Kernel Density Estimation


A saliency detection method combining the image domain with the frequency domain is proposed in Section 3.2 and the adaptive threshold selection method is adopted to obtain the coarse detection results of ship targets. The coarse detection results can indicate the ROI but cannot provide accurate contour information. Also, it does not satisfy the CFAR property. In reality, it is not enough to indicate the precise ship targets only by saliency maps. In reference [2], a method using a dynamic constant-false-alarm-rate-based contour saliency model (CSM) to gradually filter out the false alarms from candidate regions and extract the target outlines for accurate detection is proposed. However, it does not apply to the situation where the ship is close to each other. In reference [10], superpixel blocks around the candidate superpixel blocks count clutter information. Yet the use of the superpixel method leads to a large amount of computation and the Gaussian clutter model it uses has a great risk of mismatch. The idea of this section is to take the rough detection results in the previous section as the ship target candidates, then complete the precise detection based on the original SAR image under the criterion of CFAR. Accordingly, this section constructs the BKDE method for ship target precise detection, which consists of two parts: the design of a block detection window and the speed kernel density estimation. Compared with the above method, the proposed BKDE method has low level computation burden and can avoid the influence of target pixels on the clutter distribution statistics. Moreover, its nonparametric estimation characteristic eliminates the mismatch risk of the clutter model.



3.3.1. The Design of the Block Detection Window


The construction of the detection window in CFAR detector is an important factor affecting the final detection results. The traditional CFAR method estimates the sea clutter parameters by nesting the target window in the background window [4]. As shown in Figure 2a, the blue area, white area, black area, and red area represent background window, protection window, target window, and ship target, respectively. This method may cause the target pixel entering the background window and the degradation of detection results. To solve this problem, the common method is to extract the target candidate region at first and then estimate the clutter parameters with the surrounding pixels of the candidate region [8], as shown in Figure 2b. However, it may also induce a risk that the target may leak into the background window. Another way is to use superpixel segmentation for the target coarse detection, and then select superpixel blocks around its candidate superpixel for the precise detection [9]. As shown in Figure 2c, the red region is the superpixel block where the ship target is located. However, this superpixel segmentation method generates a large amount of computation.



To solve these problems, this section constructs a block detection window. Using the grid blocks in Section 3.2, we remove the grid blocks where the candidate targets are detected. Then, the sea clutter model can be estimated based on the eight neighborhoods of the candidate target grid blocks. The schematic diagram of the block detection window is shown in Figure 2d, where the white blocks are the blocks containing the candidate targets, and the blue blocks are the eight neighborhoods of the candidate target grid blocks.



It should be noted that the block detection window not only avoids the risk that the target pixels leak to the background window affecting the accuracy of the parameter estimation but also effectively avoids the computational pressure caused by superpixel segmentation, which is efficient and effective.




3.3.2. The Speed Kernel Density Estimation


In addition to the design of the detection window, the construction of the sea clutter distribution model and its parameter estimation are also important factors affecting the detection results. To characterize the clutter distribution precisely, researchers have proposed a variety of distribution models. However, when radar parameters change or in complex sea conditions, these clutter models will have a high risk of mismatch. To solve this problem, a nonparametric modeling method is introduced in this paper. Nonparametric density estimation fits the distribution according to the characteristics and properties of the data without prior knowledge, which provides greater flexibility in modeling a given data set. Unlike classical methods, it is not affected by model mismatch [32,33].



Kernel density estimation is one of the effective nonparametric estimations. The basic idea of the kernel density estimation method is to get the estimation of statistical distribution by the weighted sum of kernel functions. The common kernel functions include uniform function, triangle function, cosine function, and Gauss function. In this paper, we choose the standard normal distribution as the kernel function, and its probability density function (PDF) is as follows


  K  ( x )  =  1    2 π     exp  (  −    x 2   2   )   



(16)







The kernel density estimation for SAR images is defined as:


     p ^   ( x )    =  1 N    ∑  i = 1  N    1 h    K  (    x −  x i   h   )       =  1  N h     ∑  i = 1  N    1    2 π     exp  (  −  1 2     (    x −  x i   h   )   2   )    , x ≥ 0    



(17)




where N is the number of sample points,    x i    represents the magnitude of sample pixels and   i ∈  [  1 , N  ]   , and  h  controls the smoothness of estimation, which is also known as bandwidth. The performance of the estimation function   p ^   mainly depends on the selection of  h  in the above formula. In this paper, we choose the method in reference [31] to estimate the optimal window width   h ^  , namely:


   h ^  =    (  1 / 2 N  π     ∫  − ∞   + ∞       [   p ″   ( x )   ]   2  d x     )     1 5     



(18)




where   p ″   can be calculate by the pixel amplitude histogram.



Assume that the detection threshold is T and the false alarm probability is given as    p  f a    , then


   p  f a   =    ∫ T ∞    p ^   ( x )     d x =  1  N  h ^       ∫ T ∞     ∑  i = 1  N    1    2 π          exp  (  −  1 2     (    x −  x i    h ^    )   2   )   



(19)







The detection threshold T can be calculated by the above formula. However, Equation (19) has no analytic solution. In this section, numerical solutions are obtained by approximate calculation [34].



The pixel values in the SAR image are sorted and divided into   N ′   segments with interval  τ , which can be expressed as   I =  {   x 0  ,  x 1  , …  x  N ′    }   . When  τ  is selected small enough (generally half of the bandwidth), the cumulative distribution function (CDF) approximates to


   F  N ′    (   x i   )  =  {    0 , i = 0       ∑  k = 1  i      p ^   (   x  k − 1    )  +  p ^   (   x k   )  +  p ^   (   x  k + 1    )   3    τ , 0 < i <  N ′      1 , i =  N ′       



(20)







Calculate the Equation (20), and when    F  N ′    (   x i   )  < 1 −  p  f a   <  F  N ′    (   x  i + 1    )   , the detection threshold can be obtained as   T =  (   x i  +  x  i + 1    )  / 2  .



By analyzing the Equations (17) and (20), it is obvious that each calculation of    F  N ′    (   x i   )    needs to calculate three times of    p ^   ( x )   , and each calculation of    p ^   ( x )    needs to traverse all the pixels in the image, which undoubtedly brings great computational pressure.



To solve this problem, a frequency domain accelerated calculation method of Gauss kernel density function is proposed. Analyzing the Equation (17), the essence of the component    1 N    ∑  i = 1  N   exp  (  −  1 2     (    x −  x i   h   )   2   )      is the weighted sum of the Gaussian distance between x and the sample pixel value at the occurrence frequency. In this section, the frequency weighted form is replaced by the pixel amplitude histogram with interval  τ . Hence, Equation (17) is rewritten as:


     p ^   ( x )    =   ∑  i = 1   N ′     p i   1    2 π h     exp  (  −      (  x −  x i   )   2    2  h 2     )         =   ∑  i = 1  N    p i  ∗ φ  (  x −  x i  ; h  )    , x ≥ 0    



(21)






  φ  (  x , h  )  =  1    2 π h     exp  (  −    x 2    2  h 2     )   



(22)




where    p i    is the pixel amplitude histogram.



Obviously, Equation (21) conforms to the typical discrete convolution expression. The convolution operation in the time domain can be implemented by the frequency domain multiplication, and the Fourier transform has a fast operation approach. Convert Equation (21) into frequency domain to calculate the estimated values of each point through one-time solution, which greatly reduces the amount of calculation. The specific operation is as follows


   p ^  =  F  − 1    (  F  ( P )  · F  ( φ )   )   



(23)




where   P =  {   p 1  ,  p 2  , …  p  N ′    }   .



The computation complexity is analyzed in Appendix B.



In general, the adaptive hierarchical ship detection can be summarized as the following steps:



Step 1: The input SAR image is preprocessed by Otsu method.



Step 2: The improved visual attention mechanism is used to obtain the saliency map of the detected region.



Step 3: Based on the saliency map, the mean dichotomy method is adopted to get the rough detection results of ship targets adaptively.



Step 4: The block detection window is constructed in the neighborhood of the candidate targets.



Step 5: The speed kernel density estimation method is used to obtain the detection threshold and the precise detection results under the concept of CFAR.



Figure 3 shows the flowchart of the proposed ship detection method.






4. Results


To verify the effectiveness of the proposed method, several SAR images are selected for processing. The results are compared with the processing results of various ship detection methods.



4.1. Saliency Algorithm Comparison


In the experiment, a 3-m-resolution image of RadarSat–2 at the port of Vishakapatnam, India was captured. Based on this picture, the processing results of MSSS [30], AC [35], ITTI [36], and SR [31] are compared with the saliency algorithm proposed in this section. As shown in Figure 4, Figure 4a is the input image, Figure 4b,d,e are the results of ITTI, SR, and AC, respectively, which are fuzzier than the results of MSSS and the proposed method illustrated in Figure 4c,f. The processing time of each saliency algorithm for the image with 1024  ×  1024 pixels is counted in Figure 5, which shows that SR has the shortest computing time and AC has the longest one. The proposed method has the comparable efficiency to SR. Based on the results of Figure 4 and Figure 5, it can be concluded that the saliency method with better image processing performance tends to have a higher calculation load, while the saliency map obtained by the less computation method tends to be fuzzier and loses details. In contrast, considering the characteristics of SAR images, the proposed method has not only clear details but also a less computation load.




4.2. Comparison of Clutter Fitting Performance


A 1-m-resolution SAR image of a GF-III satellite in Amoy is shown in Figure 6a. The red rectangle marks the range of the clutter area, and its gray distribution histogram is shown in Figure 6b. The fitting results of the Gaussian distribution, the Gamma distribution, the Weibull distribution, and the BKDE on the histogram are also shown in Figure 6b. It can be seen from Figure 6b that the BKDE represented by the red curve has the best fitting performance.



To quantitatively assess the fitting result, we adopt the Kolmogorov–Smirnov (KS) test [37] and Kullback–Leibler (KL) distance [34] as similarity measurements. The KL distance is also called relative entropy. It measures the difference between two probability distributions in the same event space. KS test is the abbreviation of the Kolmogorov-Smirnov test. Unlike other test methods, the distribution model of data is not required for KS test, which is a commonly used nonparametric test method. These two similarity measures have complementary characteristics.



A. KS Test



Suppose there is a set of independently and identically distributed observation samples    t 1  ,  t 2  , … ,  t n   , which are arranged in ascending order to obtain    t 1    ′  ,  t 2    ′  , … ,  t n    ′   . The cumulative distribution function (CDF) of the sample data can be expressed as:


   F n   ( t )  =  {    0 , t <  t 1    ′      k / n ,  t k    ′  ≤ t <  t  k + 1     ′  , k = 1 , … , n − 1     1 , t ≥  t n    ′       



(24)







The KS statistic    D  K S     is defined as the supremum of the magnitude difference between sample data’s CDF and theoretical CDF. Assuming the theoretical CDF is   F  ( t )   .


   D  K S   =   sup  t   |   F n   ( t )  − F  ( t )   |   



(25)







B. KL Distance Measurement



Assuming that the theoretical PDF is    p ^   ( t )   , and the actual PDF is   p  ( t )   , then the KL distance between two densities    p ^   ( t )    and   p  ( t )    is:


  D  (  p  ‖  p ^    )  =    ∫  − ∞   + ∞    p  ( t )    log  2   (    p  ( t )     p ^   ( t )     )     d t  



(26)







The approximate calculation value is:


    D  (  p  ‖  p ^    )    =   ∑  t ∈ X    p  ( t )  Δ t   log  2   (    p  ( t )  Δ t    p ^   ( t )  Δ t    )         =   ∑  t ∈ X    P  ( t )    log  2   (    P  ( t )     P ^   ( t )     )       



(27)




where   P  ( t )    is the theoretical probability distribution histogram,    P ^   ( t )    is the actual probability distribution histogram, and  X  represents the sample space. Because   D  (  p  ‖  p ^    )    is not symmetrical, i.e.,   D  (  p  ‖  p ^    )  ≠ D  (   p ^   ‖ p   )    the symmetric KL distance can be expressed as:


   D  K L   = D  (  p  ‖  p ^    )  + D  (   p ^   ‖ p   )   



(28)







KL distance represents the similarity between the two distributions. When the actual distribution is the same as the theoretical distribution, the KL distance is zero. Unlike KL distance, KS describes the cumulative distribution function (CDF) gap between two distributions. KS test will be smaller with the decrease of the difference between the two CDFs. Figure 7 shows the fitting performance of each distribution in Figure 6 and it demonstrates that the BKDE method has better a fitting performance. The reason is that the Gaussian distribution, the Gamma distribution, and the Weibull distribution are all specific models for different sea conditions. When sea conditions change, there will be a risk of mismatch. As a nonparametric model estimation method, BKDE can keep a robust fitting effect when the environment changes.




4.3. Comparison of the Ship Target Detection Performance


When land exists in the detection area, land–sea segmentation is a necessary operation. In the experiment, we find that when using Otsu for land–sea segmentation, the near-shore area is difficult to remove due to the low reflection intensity, and there are still many residual areas after the segmentation, which seriously affect the later detection stage. In SAR images, the intensity of the near-shore area is higher than that of the land area and smaller than that of the sea area, so it cannot be clearly divided into the two sets. That is the inherent defect of the Otsu. The proposed improved saliency method can effectively suppress the residual area, as shown in Figure 8. Figure 8a is a 1.5-m-resolution airborne SAR image with size 790  ×  709 pixels. Figure 8b is the ground truth that is created by combining prior information with photointerpretation based on the input image Figure 8a. The ground truth generation method introduced in [28] and [2] is adopted. Figure 8c–f show the results of land–sea segmentation, saliency map, rough detection and fine detection under the false alarm rate    p  f a   =   10   − 6    , respectively. The red ellipses and green ellipses in the figures represent the correct and false test results, respectively. (The red and green ellipses are drawn on the basis of the detection results, which is used to enhance the display effect of the results) Figure 9a–c show the detection results of two-parameter method [4], multiscale method [8], and superpixel method [10] under false alarm rate    p  f a   =   10   − 6    . Compared with the detection result of the proposed method shown in Figure 8f, more false alarm targets are detected by the comparison methods.



For pure sea background, land–sea segmentation can be avoided. A 1-m-resolution SAR image of GF-III satellite with the size of   5200 × 3298   pixels is shown in Figure 10a. Figure 10b is the ground truth. The data comes from the open dataset published in the Journal of Radars [38]. The difficulty in detecting is that its detection scene is relatively large. Because of the high resolution of the image, it is crucial that whether the detection method can retain the details of the target. The detection results of two-parameter method, multiscale method, superpixel method and the proposed method under the false alarm rate    P  f a   =   10   − 6     are presented in Figure 10c–f. As shown in Figure 10c, the result of two-parameter CFAR shows it loses a quantity of target pixels. Moreover, Figure 10d–f shows that the multiscale method, the superpixel method, and the proposed method can preserve the target details well.



In addition to quantitatively analyzing the detection performance of each method, we used detection rate and false alarm rate to evaluate the performance of each detection method, which are also used in [2,9]. Suppose the number of the target pixel in the image is    n  target    , the correct detected target pixels is    n  d _ target    . The detection rate    η d    is defined as:


   η d  =    n  d _ target      n  target      



(29)







False alarm rate is defined as [8,9]:


   η f  =    n  d _ c l u t t e r      n  c l u t t e r      



(30)




where    n  c l u t t e r     is the number of clutter pixels in the SAR image, and    n  d _ c l u t t e r     is the number of clutter pixels which are detected as target pixels a good ship detector should keep the balance between the detection rate and the false alarm rate.



Table 1 counts the detection results of each detection method of Figure 8a and Figure 10a, and gives the comparison of detection rate, false alarm rate and detection time. The comparison results in Table 1 are consistent with those shown in the figures above. From the table it can be seen the proposed method has a higher detection rate and a lower false alarm rate. Moreover, it also indicates that our method has better performance than its counterparts in terms of the detection efficiency.



In the above experiment, the detection results of the proposed algorithm are compared with algorithms under the concept of CFAR. The following experiment is used to compare the detection results of the proposed algorithm and deep learning methods. SAR ship detection dataset (SSDD) [39] is used in the training of models. The dataset contains 1160 SAR images and 2456 ships. Figure 11 and Figure 12 shows the detection and comparison results of Yolo_v3 [21], densely-faster-RCNN [3], and the proposed method. Figure 11 and Figure 12 are the open dataset published in the Journal of Radars [38], which has SAR images and their ground truths.



Consider the peculiarity of learning method, we apply the evaluation criteria mentioned below to evaluate the quality of the method, which are also used in [3,14]. The target detection accuracy is defined as:


  p =    N  t p      N  t o t a l _ target      



(31)







Recall is defined as [3,14]:


  r =    N  t p      N  g r o u n d _ t r u t h      



(32)




where    N  t p     is the number of correct detected objects,    N  t o t a l _ target     denotes the number of detected ships,    N  g r o u n d _ t r u t h     is the number of ground-truth. Table 2 displays the performance of three methods.



Figure 11 and Figure 12, and Table 2 show that comparing with the deep learning method the proposed method has higher a recall rate. The deep learning methods have a low recall rate because the SAR imaging results defocus when the ship target moves and if the data set does not contain this case the method cannot detection the target. Besides, the reason for the proposed method has lower detection accuracy is that it detects ships based on the intensity of the pixel, which may lead to some bright spots on the sea being detected as target ships. With the guarantee that the targets are all detected, these false alarms can be removed by subsequent discrimination operations, i.e., eigenellipse discrimination or maximum-likelihood (ML) discrimination [8].





5. Conclusions


In order to improve the robustness of ship target detection in high-resolution SAR and avoid the mismatch risk of the clutter model, a nonparametric fast high-resolution SAR image ship target detection method based on the coarse-to-fine mechanism is proposed in this paper. First, an improved visual attention mechanism combining the image domain with the frequency domain is constructed. It not only produces a saliency map that maintains better image details, but also has a higher speed than other attention mechanisms. Then, the candidate target region segmentation threshold is obtained by the mean dichotomy, which eliminates the instability caused by the hard threshold selection. Third, the speed block kernel density estimation method is used to perform ship target precise detection. The idea of region partitioning avoids the computational burden of superpixel segmentation and the kernel density estimation eliminates the mismatch risk of the clutter model. In addition, the frequency domain acceleration method improves the execution efficiency of the detection method. Compared with existing ship target detection methods in high-resolution SAR images, the proposed method can detect the target while maintaining the CFAR characteristics. Experiments and data processing verify the effectiveness of the method.
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Appendix A


This part is to analyze the convergence speed of the mean dichotomy method. It should be noted that the convergence speed at the initial iteration stage is hard to analyze because it relates to the ratio of target to clutter pixel and the clutter distribution model. However, when the iteration goes into later stages, the process can be simplified to the following form:


  I ~  {    (  S 1  ,  N 1  ) ,  (    S ′  i  ,   N ′  i   )   |  i = 1 , 2 , … , l  }   



(A1)




where    S 1    and     S ′  1    are the intensity of clutter pixels and ship pixels, respectively. The reason for this simplification is that the pixel intensity of the ship target is often higher than that of the sea clutter. Then, Equation (14) can be rewritten as:


    μ ^  1  =    S 1   N 1  +   ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i      = =    N 1     N 1  +   ∑  i = 1  l     N ′  i       S 1  +     ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i       



(A2)






      μ ^  n  =     (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   n − 1    S 1  +   ∑  i = 1   n − 2       (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   i      ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i             =   (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   n − 1    S 1  +     ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i        1 −    (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )    n − 2     1 −    N 1     N 1  +   ∑  i = 1  l     N ′  i           



(A3)







Calculate the derivative of     μ ^  n   , we have:


      ∂   μ ^  n    ∂ n     =   (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   n − 1   ln  (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   S 1  +     ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i        −    (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )    n − 2   ln  (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )    1 −    N 1     N 1  +   ∑  i = 1  l     N ′  i             =   (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   n − 2   ln  (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   (     (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   2   S 1  −     ∑  i = 1  l     S ′  i    N ′  i       N 1  +   ∑  i = 1  l     N ′  i       1  1 −    N 1     N 1  +   ∑  i = 1  l     N ′  i         )       =   (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   n − 2   ln  (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   (     (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   2   S 1  −     ∑  i = 1  l     S ′  i    N ′  i        ∑  i = 1  l     N ′  i       )     



(A4)







Since    S 1  <   S ′  i   ,


     (     N 1     N 1  +   ∑  i = 1  l     N ′  i       )   2   S 1  −     ∑  i = 1  l     S ′  i    N ′  i        ∑  i = 1  l     N ′  i      < 0  



(A5)







Then:


    ∂   μ ^  n    ∂ n   > 0  



(A6)







Hence, the threshold value     μ ^  n    obtained by the iteration gradually increases. Meanwhile,


     ∂ 2    μ ^  n    ∂  n 2    =    (     N 1     N 1  +   ∑  i = 1  n     N ′  i       )    n − 2   ln  (     N 1     N 1  +   ∑  i = 1  n     N ′  i       )  ln  (     N 1     N 1  +   ∑  i = 1  n     N ′  i       )   (     (     N 1     N 1  +   ∑  i = 1  n     N ′  i       )   2   S 1  −     ∑  i = 1  l     S ′  i    N ′  i        ∑  i = 1  l     N ′  i       )  < 0  



(A7)







Therefore, the convergence speed of threshold     μ ^  n    gradually decreases.




Appendix B


This part is to analyze the computation complexity of speed KDE. The calculation burden comes from the following equation:


   p ^  =  F  − 1    (  F  ( P )  · F  ( φ )   )   



(A8)







If one real addition or one real multiplication is regarded as one operation, FFT or IFFT needs   5  N ′    log  2   N ′    operations (  N ′   is the number of FFT operation). So, the computation complexity of Equation (A8) is proportional to   15  N ′    log  2   N ′   .



The computation complexity of the original KDE method mainly comes from:


     p ^   ( x )    =  1 N    ∑  i = 1  N    1 h    K  (    x −  x i   h   )       =  1  N h     ∑  i = 1  N    1    2 π     exp  (  −  1 2     (    x −  x i   h   )   2   )    , x ≥ 0    



(A9)







Equation (A9) needs almost    N 2    operations (N is the number of sample points). Generally, the pixel number for estimating the clutter distribution is selected as   N ≈ 100 ∗ 100 = 10000  , and the value   N ′   is selected as 1000. So   ( 15  N ′    log  2   N ′  = 1.5 ∗   10  5  ) < < (  N 2  = 1 ∗   10  8  )  . The computation complexity of speed KDE is obviously less than that of original KDE.
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Figure 1. The flow chart of the improved visual attention mechanism. 
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Figure 2. The detection windows. (a) Two-parameter constant false alarm rate (CFAR) window. (b) Candidate region window. (c) Superpixel window. (d) Block detection window. 
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Figure 3. Pipeline of the proposed ship detection method. 
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Figure 4. Comparison of saliency algorithm results. (a) Input image. (b) ITTI. (c) MSSS. (d) SR. (e) AC. (f) The proposed method. 
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Figure 5. Algorithm processing time. 
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Figure 6. Comparison of clutter fitting result. (a) Clutter region. (b) Histogram fitting results. 
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Figure 7. Comparison of clutter fitting result. 
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Figure 8. The detection results.    p  f a   =   10   − 6     (a) Input image. (b) Ground truth. (c) Otsu result. (d) Saliency map. (e) Coarse detection result. (f) Fine detection result. The red ellipses and green ellipses in the figures represent the correct and false test results respectively. 






Figure 8. The detection results.    p  f a   =   10   − 6     (a) Input image. (b) Ground truth. (c) Otsu result. (d) Saliency map. (e) Coarse detection result. (f) Fine detection result. The red ellipses and green ellipses in the figures represent the correct and false test results respectively.



[image: Remotesensing 12 00303 g008]







[image: Remotesensing 12 00303 g009 550] 





Figure 9. The detection results.    p  f a   =   10   − 6     (a) Two-parameter method. (b) Multiscale method. (c) Superpixel method. The red ellipses and green ellipses in the figures represent the correct and false test results respectively. 
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Figure 10. The detection results. (a) Input image. (b) Ground truth (c) Two-parameter method. (d) Multiscale method. (e) Superpixel method. (f) Proposed method. 
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Figure 11. The detection results. (a) Yolo_v3 result. (b) Densely-faster-RCNN result. (c) Proposed method. The red, white, and green rectangles represent the correct detection ships, the missing ships, and the false alarms, respectively. 
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Figure 12. The detection results. (a) Yolo_v3 result. (b) Densely-faster-RCNN result. (c) Proposed method. The red, white, and green rectangles represent the correct detection ships, the missing ships, and the false alarms, respectively. 
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Table 1. Detection performance comparisons (   P  f a   =   10   − 6    ).
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Methods

	
     η d    ( % )    

	
     η f    ( % )    

	
Time (s)






	
Figure 8a

	
Two-parameter method

	
95.3

	
0.89

	
6.8




	
Multiscale method

	
98.1

	
0.86

	
5.3




	
Superpixel method

	
98.5

	
0.57

	
19.7




	
Proposed method

	
98.6

	
0.11

	
3.8




	
Figure 10a

	
Two-parameter method

	
89.8

	
0.21

	
3007.2




	
Multiscale method

	
91.3

	
0.38

	
11.7




	
Superpixel method

	
92.4

	
0.34

	
148.7




	
Proposed method

	
92.7

	
0.24

	
5.3
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Table 2. Detection performance comparisons.
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Methods

	
  p   (%)

	
  r   (%)






	
Figure 11

	
Yolo_v3

	
96.7 (29/30)

	
71.7 (28/39)




	
Densely-faster-RCNN

	
91.2 (31/34)

	
79.5 (31/39)




	
Proposed method

	
92.9 (39/42)

	
100 (39/39)




	
Figure 12

	
Yolo_v3

	
100 (13/13)

	
76.5 (13/17)




	
Densely-faster-RCNN

	
100 (14/14)

	
82.4 (14/17)




	
Proposed method

	
100 (17/17)

	
100 (17/17)
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