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Abstract: Transverse aeolian ridges (TARs) are unusual bedforms on the surface of Mars. TARs are
common but sparse on Mars; TAR fields are small, rarely continuous, and scattered, making manual
mapping impractical. There have been many efforts to automatically classify the Martian surface,
but they have never explicitly located TARs successfully. Here, we present a simple adaptation of the
off-the-shelf neural network RetinaNet that is designed to identify the presence of TARs at a 50-m
scale. Once trained, the network was able to identify TARs with high precision (92.9%). Our model
also shows promising results for applications to other surficial features like ripples and polygonal
terrain. In the future, we hope to apply this model more broadly and generate a large database of
TAR distributions on Mars.
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1. Introduction

1.1. Transverse Aeolian Ridges

Transverse aeolian ridges (TARs), first identified in Mars Orbiter Camera (MOC) imagery, are bright
relict linear aeolian features [1–3]. While TARs are common on Mars, their role in past Martian sediment
cycles is poorly understood [2–7], and no exact proxy on Earth has been identified [8–17]. Improved
understanding of TARs requires a significant amount of data on their distribution, morphologies,
and development. However, collecting TAR data is currently time-consuming and inefficient because
TARs are common but sparse: TARs can be found in many HiRISE images [18] but do not form large
fields; rather, they are scattered and can be difficult to observe in images with large spatial coverage
(i.e., at small map scales). This is an ideal problem for automation, as a single HiRISE image can contain
hundreds of individual TAR fields, and there are currently >60,000 published HiRISE images.

1.2. Classifying Mars

There is a large body of work on automating Martian surface feature identification using a variety
of methods for a range of purposes. For example, Golombek et al. developed a reliable methodology
for identifying and quantifying boulder size–frequency distributions in both lander and HiRISE
imagery [19–23] and Palafox et al. [24] demonstrated the potential for identifying volcanic rootless
cones and TARs in HiRISE imagery using custom-designed convolutional neural networks (CNNs)
by training their network on two HiRISE images and applying their CNN to those same HiRISE
images [24]. However, while promising, these studies are limited in scope and have not been expanded
for broader applications.
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Wagstaff et al. used transfer learning [25–31] and an off-the-shelf neural network (AlexNet [32])
to identify craters, dark dunes, dark streaks, and bright dunes in HiRISE images. They also developed
a second network to identify 21 different features of the Mars Science Laboratory (MSL) and three
of the nearby areas (“drill hole”, “horizon”, and “ground”) using images captured by the MSL
rover itself [25,33]. The results from both networks are also promising, but TARs are not among the
labeled classes.

Rothrock et al. developed two networks using another off-the-shelf network (DeepLab [34])
for classifying terrain to help navigate the MSL. The first network (SPOC-H) incorporated HiRISE
data classified terrain into 17 classes including regolith type (smooth, rough), outcrop type (smooth,
fractured, rough), ripple type (solitary, sparse, moderate, dense, polygonal) and ridges, dunes,
rock fields, and scarps. The second network used MSL Navcam imagery to classify the nearby terrain
into “sand”, “small rocks”, “bedrock”, “large rocks”, “outcrop”, and “rover tracks”. It must be noted
here that TARs were incorrectly labeled as ripples in SPOC-H, and true ripples seem to have been
ignored. This mistake must be kept in mind when evaluating network output. More importantly,
given the targeted application of this network (areas directly around Mars rovers or potential landing
sites), the network operates on an amplification basis: each image requires “sparse” manual annotation
labels, which the network then extrapolates into dense predictions; this approach requires manual
input to classify an image.

Lastly, Bickel et al. used another off-the-shelf classifier (RetinaNet [35]) to identify rockfalls on
Mars [36] in HiRISE imagery and previously used the same approach to identify lunar rockfalls using
Lunar Reconnaissance Orbiter data [37,38]. Based on the promising results of these rockfall studies for
the identification of uncommon features, RetinaNet was selected for this work. We further chose to use
transfer learning based on the findings of Wagstaff et al. [25].

1.3. RetinaNet

A common flaw in many classification algorithms is class imbalance. For example, if a user is
interested in identifying cats in random images, many images will not contain cats, and even the images
that do contain cats may not be majority cat. In this case, the “foreground” object (cats) will be vastly
outweighed by the “background” class (everything else) and a random sample of the training data
might be 1% class “cat” and 99% class “no-cat”. Using most common loss functions (a function that
measures how well a model represents a dataset and that is used to improve the model during training)
risks developing a model that will be 99% correct simply because the model would guess “not-cat”
on every image. Since TARs are sparse but common features on the surface of Mars, this presents a
very similar “cat/no-cat” type problem: a random sampling of the Martian surface would be skewed
towards “no-TARs” and “TARs” would be rare.

The standard remedy in such a case would be to oversample any minority classes or undersample
the majority to equal proportions (i.e., 50% “cat” and 50% “no-cat”) before training the network [39–42].
However, the focal loss function in the simple dense detector RetinaNet [35] was developed for
just such an application. Focal loss offers an alternative that does not require an equal number of
samples per class and can solve the foreground–background imbalance [35]. RetinaNet is composed
of two different networks: a Residual Network (ResNet) for deep feature extraction, and a feature
pyramid network that builds rich scale-invariant convolutional feature pyramids [43]. Two additional
sub-networks (an anchor classification network and an anchor regression network) fit bounding boxes
around detected features [35]. These bounding boxes are used to determine accurate identifications
and to visualize model results.

Residual Networks (ResNets) were originally developed to solve the vanishing gradient problem
during network training (i.e., reaching a point where optimization gradients are so low that
improvements to the network with additional training are essentially meaningless [44,45]), essentially
enabling deeper networks that could sustain training. RetinaNet builds off this foundation and
outperforms other off-the-shelf detectors in terms of both classification accuracy and speed [35].
RetinaNet is robust and well-characterized in the literature [46–50]. As such, focal loss and RetinaNet



Remote Sens. 2020, 12, 3607 3 of 15

have become widely popular in the three years since their release. The original article has been cited
over 4300 times and is used in a wide variety of fields including remote sensing, medicine, ecology,
biology, chemistry, and autonomous driving [51–62].

1.4. This Study

Here, we developed a new custom dataset to test RetinaNet’s ability to detect TARs on Mars.
We train a novel model (“PlaNet”) using transfer learning and test its ability to correctly detect TARs.
Looking forward to broader future applications, we also apply PlaNet to a full test-case image.

2. Materials and Methods

2.1. Imagery

One hundred random map-projected HiRISE images were downloaded using the “random
image” feature at https://www.uahirise.org/anazitisi.php. Map-projected images were resampled from
their native non-map-projected format since the ultimate goal of this work was to examine spatial
relationships between TARs and to examine their spatial distributions. Nine clearly corrupt/banded
and/or irrelevant images (i.e., those very near the pole or dominated by ice) were ignored.
See Supplementary Materials for a list of HiRISE images used in this study. HiRISE images were
resampled as needed to a uniform 0.5 m/pixel resolution.

As above, RetinaNet typically draws bounding boxes around target features, but given the
highly irregular shapes of TARs and their fuzzy boundaries, the problem was restricted to simply
detecting TARs and/or partial TARs in an entire square tile. The HiRISE images were thus split into
100 × 100 tiles (50 × 50 m). Random samples (200) were taken from each of the 91 training images.
Tiles that overlapped the edge of the HiRISE images (i.e., contained 0 or NaN values) were excluded
from the sampling process. This sampling produced 18,200 tiles in total.

2.2. Classes and Data Labeling

The initial approach to this problem was focused on simple binary identification: “TARs” or
“not-TARs”. However, preliminary testing with RetinaNet showed some confusion between TARs
and other surface features that appeared very similar to TARs such as ripples, polygonal terrain,
and some bedrock ridges. To compensate, two additional “negative” classes were added: “ripples”
and “polygonal terrain”. The bedrock ridges were much less likely to be confused, and after further
testing, it was apparent that there was no need for an additional bedrock ridge class. In total, four
mutually exclusive classes [63] were used: “No-classes” (Figure 1(1a–c)), “TARs” (Figure 1(2a–c)),
“Ripples” (Figure 1(3a–c)), and “Polygonal terrain” (Figure 1(4a–c)). The addition of the negative
classes (“ripples” and “polygonal terrain”) allowed the network to discriminate better between TARs
and other very similar features. Samples with mixed or indeterminate classes (Figure 1(5a–c)) were
not labeled.

All of the tiles were manually labeled by a Martian geomorphologist (the first author)
experienced with HiRISE imagery using an adapted version of click2label (https://github.com/gmorinan/

click2label) [64]. The labeled tiles were reviewed by two additional Mars geomorphologists (the third
author and a non-author PhD candidate) to ensure accuracy. “No-classes” tiles were the most common
(44.4%), followed by “TARs” (32.5%), ripples (16.8%), and polygonal terrain (6.2%). Since mixed or
indeterminate samples were excluded, the total number of samples was reduced from 18,200 to 15,311.
After the tiles were reviewed for accuracy, the data were split into three datasets: train (75%, 11,483
samples), validation (10%, 1531), and test (15%, 2297 samples).

During training, the model updates its parameters based on the training dataset. After each pass
through the training data (an epoch), the model is tested against the validation dataset, which provides
an unbiased evaluation of the model’s performance against data it knows (training) versus new data
(validation) and can help tune hyperparameters and improve model generalization. The model is
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never exposed to the test data while training and the test data are reserved until the model is finalized.
The test data provide an unbiased assessment of the final model’s performance.
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Mixed tiles (5) were excluded from labeling and training. (5a) contains TARs and dark ripples, (5b) 
contains dark ripples and polygonal terrain, and (5c) contains darker TARs and light ripples. 
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(https://github.com/fizyr/keras-retinanet) [65] and was trained on RetinaNet50 (using the shallowest 
ResNet with 50 layers) using transfer learning. The model used initial weights derived from a model 
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Figure 1. A set of example tiles. All tiles are 100 × 100 pixels (50 × 50 m), north is up, and all images are
illumined from the west. Note the difference in wavelength between TARs (2) and ripples (3). Note also
the similarity between the more networked TARs in (2a) and the polygonal terrain (4). Mixed tiles
(5) were excluded from labeling and training. (5a) contains TARs and dark ripples, (5b) contains dark
ripples and polygonal terrain, and (5c) contains darker TARs and light ripples.

2.3. Model Training

This project used the Python implementation of Keras RetinaNet (https://github.com/fizyr/keras-
retinanet) [65] and was trained on RetinaNet50 (using the shallowest ResNet with 50 layers) using
transfer learning. The model used initial weights derived from a model trained for the 500 classes
COCO dataset (https://cocodataset.org/#home) (resnet50_coco_best_v2.1.0.h5 from https://github.com/

fizyr/keras-retinanet/releases), but the model’s backbone was left unfrozen. Freezing the backbone is
an option that limits the number of parameters that can be adjusted by the model (from 3.6 × 107 to
1.2 × 107) in order to preserve some original characteristics of the initial model. In this case, leaving
the parameters unfrozen gave the model a head start on image classification (since initial weights were
optimized for image classification) and reduced training time but still allowed the model to adapt to
recognizing TARs.

PlaNet was trained until the training loss and the validation loss converged, indicating that
the model was equally well-fit to the training data and unknown data. Training beyond this point

https://github.com/fizyr/keras-retinanet
https://github.com/fizyr/keras-retinanet
https://cocodataset.org/#home
https://github.com/fizyr/keras-retinanet/releases
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risks overfitting the model to the training data. The model was trained with an initial learning rate
of 1 × 10−5. The learning rate represents the magnitude of updates to the network’s weights after
each optimization step. Testing with other learning rates (e.g., 1 × 10−4 and 1 × 10−6) led to models
that either overfit (i.e., converged after a single epoch) or that never converged (asymptotic out to
50 epochs).

In this case, training and validation loss converged at 15 epochs with a batch size of four. The 11,483
training samples were augmented after each epoch via the application of various affine transformations,
including rotations, translations, shears, scaling, and flips, to help the model generalize. Due to this
augmentation, the model was in effect trained on 172,245 labeled samples.

2.4. Training Hardware

PlaNet was trained on consumer-grade hardware: a NVIDIA GeForce GTX 1060 GPU (NVIDIA
2701 San Tomas Expressway Santa Clara, CA 95050 USA) with 6GB of VRAM and 1280 CUDA cores,
an Intel i7-7700HQ CPU (2200 Mission College Blvd. Santa Clara CA 95052 USA), and 32 GB of 2667
MHz RAM (Crucial Technology 3475 E. Commercial Ct. Meridian ID 83642 USA). With this hardware,
each epoch of the model took ~3700 s (62 min). In total, the final model trained in just over 16 h.
The model was trained on a machine running Microsoft Windows 10.0.1.18363 (3800 148th Ave NE
Redmond 98052 WA USA).

2.5. Test Case

To assess PlaNet’s efficacy in mapping the spatial distribution of TARs, an additional HiRISE
image (not included in the 91 training images; ESP_050100_2110) was fully split into 100 × 100 pixel
tiles, and the 55,597 tiles were fed through the final PlaNet model. The labels and scores were then
combined into an overlay for the original HiRISE image.

3. Results

3.1. Feature Detection

RetinaNet provides three outputs for each identification: a label (predicted class), a score
(how confident the model is of its label), and a bounding box around the feature. The user must select a
minimum confidence threshold when evaluating the model, and an intersection-over-union value (IoU)
(how much of the model’s bounding box must overlap with a labeled box to be counted as correct) to
determine correct detections. For example, a confidence threshold of 0.4 and an IoU of 0.75 would
only count detections that the network is 40% sure of and that overlap 75% by area with the target as a
correct identification. In this case, and since the model was trained on tiles, every detected bounding
box and labeled box were the full extent of each tile: 100 × 100 pixels.

PlaNet was evaluated with four different standard metrics: (1) precision, (2) recall, (3) F1-score,
and (4) average precision [66,67]. These metrics are evaluated from three other quantities calculated
during testing: (1) true positives (TPs, model correctly identified the target), false negatives (FNs,
model missed the target), and (3) false positives (FPs, model incorrectly identified another object as
a target).

None of these metrics is more important since each describes a different aspect of the network’s
performance. However, when combined, they paint a full picture of the general network behavior.
Recall is the overall fraction of the total targets detected (e.g., 23 out of 25 targets were detected,
recall = 0.92). Precision describes the number of correct detections this network makes as a fraction of
the network’s total detections and is thus a measure of the network’s reliability (e.g., of the network’s
80 detections, 68 were correct, precision = 0.85). In the best case, both values would both be 1.00,
indicating that the model detected all of the targets (recall), and every detection was correct (precision).
The F1 score is simply the harmonic mean of recall and precision and quantifies the relationship
between the two and is especially useful when there are many FNs. Lastly, the average precision (AP)
describes the overall stability of the relation between recall and precision across confidence thresholds.
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Recall =
TP

TP + FN

Precision =
TP

TP + FP

F1 =
precision× recall
precision + recall

For evaluation, the detection was reduced to a binary choice of “TARs” or “not-TARs” (combining
“no-classes”, “ripples”, and “polygonal terrain”). The confidence threshold of 0.6 was selected as the
most effective balance of precision and recall (Table 1). Thus, with a confidence threshold of 0.6 and
an IoU of 0.5 (since the model is classifying entire tiles, each overlap should in theory be 1.0, but 0.5
leaves room for variation), the model had a precision of 0.929, recall of 0.357, and an F1-score of 0.516.
This can be interpreted as the network missing many TARs (FNs are relatively common, 64% are
undetected), but being very accurate when it does make a detection (FPs are very uncommon, only 7%
of detections were incorrect). Overall, PlaNet had an AP of 0.602, which is more than double what
would be expected from random selection among four classes: 0.25.

Table 1. Model performance metrics.

Confidence Threshold Average Precision (IoU50) Recall Precision F1

0.2

0.602

0.419 0.742 0.536
0.3 0.419 0.742 0.536
0.4 0.412 0.749 0.532
0.5 0.380 0.855 0.526
0.6 0.357 0.929 0.516
0.7 0.306 0.966 0.465
0.8 0.244 0.966 0.389

PlaNetwas also effective in identifying “ripples” and “polygonal terrain” despite their much more
limited presence in the dataset (Figure 2). A confusion matrix was used to quantify misclassifications
in the network’s detections (Table 2) (Figure 3). “No-classes” was the most common misclassification
for each of the other classes (“TARs” 5.6%, “ripples” 4.6%, “polygonal terrain” 5%), but “ripples” were
notably mistaken for “TARs” (3.8%).
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Table 2. The normalized network confusion matrix.

Predicted Value
No-Classes TARs Ripples Polygonal Terrain

True value

No-classes 96.8 5.6 4.6 5.0
TARs 2.4 92.9 3.8 0.0

Ripples 0.8 0.8 91.2 0.0
Polygonal terrain 0.0 0.8 0.4 95.0Remote Sens. 2020, 12, x FOR PEER REVIEW 8 of 16 
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Figure 3. Rare incorrect detections. The text above each image is the model’s score and label. (a) 
Craters likely misclassified as networked TARs. Note the similarity to Figure 3(1b). (b) Hummocky 
terrain misclassified as TARs. (c) Dark TARs misclassified as ripples. (d) No-class terrain misclassified 
as ripples. The regular roughly horizontal banding error in the image is a likely cause. (e) Dark TARs 
again misclassified as ripples. (f) Unusually illuminated terrain misclassified as polygonal. 

3.2. Test Application 

The time to process each tile through PlaNet was <0.25 s. However, since the entire image was 
composed of ~55,000 tiles, processing the entire image took over three hours. A transparent overlay 
was generated from the tile labels and scores and layered over the source image (Figure 4). At 50 × 
50 m resolution, the overlay offers a rapid assessment of the number of TARs in the image and 
visualizes their distribution. 
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Figure 3. Rare incorrect detections. The text above each image is the model’s score and label. (a) Craters
likely misclassified as networked TARs. Note the similarity to Figure 3(1b). (b) Hummocky terrain
misclassified as TARs. (c) Dark TARs misclassified as ripples. (d) No-class terrain misclassified as
ripples. The regular roughly horizontal banding error in the image is a likely cause. (e) Dark TARs
again misclassified as ripples. (f) Unusually illuminated terrain misclassified as polygonal.
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3.2. Test Application

The time to process each tile through PlaNet was <0.25 s. However, since the entire image was
composed of ~55,000 tiles, processing the entire image took over three hours. A transparent overlay
was generated from the tile labels and scores and layered over the source image (Figure 4). At 50 × 50 m
resolution, the overlay offers a rapid assessment of the number of TARs in the image and visualizes
their distribution.Remote Sens. 2020, 12, x FOR PEER REVIEW 9 of 16 
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4. Discussion

4.1. Detection and Class Confusion

The trend in recall values illustrated in Table 1 is interesting due to its stability at low confidence
values. The inverse relationship between precision and recall is expected, but the plateauing of recall
at around 0.4 suggests that the network is not confident enough to make any classification for most of
the test tiles. This behavior suggests that the network either needs additional training to increase its
confidence or a larger set of training samples to improve its generalization.

That said, PlaNet proved to be reliable (high precision: few FPs) at a confidence threshold of
0.6 (Table 1). This means that when the network makes a detection, it is usually right. The opposite
(high recall: few FNs) would mean that the network makes many more detections but many of
them might be wrong. In some cases, high recall is preferable. For example, for a self-driving car
that automatically detects pedestrians, FNs must be minimized to prevent collisions and save lives;
over-detection of pedestrian-like objects is better. However, since this network was designed to help
Martian geomorphologists quickly identify TARs, high precision is preferred since forcing a human
reviewer to sort through many FPs in order to locate TP TARs is only marginally better than having no
machine assistance at all.

Due to the low-dimensionality of the HiRISE dataset, PlaNet is limited to classifications based on
textural information. Fortunately, the textural appearance of the three classes identified here (“TARs”,
“ripples”, and “polygonal terrain”) is relatively distinct from much of the Martian surface. However,
TARs in particular have a wide range of possible appearances (see Figure 2(1a–c)) so the network’s
ability to make correct detections across the different morphologies is very positive. The slightly higher
confusion between some TARs and ripples is not surprising because RetinaNet is a scale-invariant
detector (due to the feature pyramid network), and TARs and ripples can appear nearly identical,
excluding size (compare Figure 2(1a,2b)). It is promising that these confusions were limited, and the
network was capable of differentiating between the two in most cases. Similarly, more networked
TARs (i.e., Figure 2(1b)) can appear very similar to craters (Figure 3a) or to polygonal terrain if inverted
(Figure 2(3a–c)). Confusion between TARs and polygonal terrain was much more limited, but more
testing should be aware of these potential confusions.

4.2. Test Application

The test application helps illustrate the strengths and weaknesses of PlaNet. The network made
significantly more correct detections with high confidence values and successfully identified the
largest TAR fields in the image. However, the network appears to perform better in higher contrast
areas (see Figure 4A–C versus D). In the northern half of the image, where surface tones are darker,
the detections are more frequent, have higher scores, and appear more accurate. This could be due
to an unintentional bias in the training data against low-contrast images, or it could possibly be a
by-product of convolutions and transformations which the network applies to make its detection.
Further, the network is more confident in TAR detections in the middle of TAR fields, where tiles
are entirely covered in TARs, than at field edges. This is not to say that detections at the edges of
TAR fields are systematically less certain, but rather an observation that low-confidence values are
almost never found surrounded by high confidence values, while the opposite is more common
(notably Figure 4A,B). This effect could be because tiles with fewer TARs will have partial TARs that
are less obviously TARs, or because the training data unintentionally underrepresented edge-field
TARs. Both high-level observations of network behavior indicate points for future improvement, and
more full-image testing could help identify further such examples.

The primary weakness of this and other networks [25] is generalization. HiRISE has taken more
than 60,000 images, so even with 91 random training images, it is unlikely that the network would be
able to characterize TARs over the entire surface of Mars, especially given the range of illumination
and seasonal variability. More tests of generalization are required to assess how broadly the network
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can be applied without significant revision. However, test results from our application are promising,
especially when applied to completely new images. At 60% confidence, the network appears to have
high precision and low recall (few FPs, many FNs), similar to its performance on the labeled test data.
However, a number of FPs with relatively low confidence values (i.e., <70%, yellow in Figure 4) were
observed. Creating variable overlays with dynamic confidence levels could help with interpretation
and improve model results.

Removing edge tiles from the training, validation, and test datasets did not have any obvious
detrimental effects on the application of PlaNet to a real-world dataset. No systematic edge effect was
present in the network’s output. There were a higher number of detections along the left side of the
image (Figure 4) compared to the other sides, but upon closer inspection, most of those detections did
correspond to TARs.

4.3. Method Novelty

PlaNet uses both a unique tile-based methodology and a unique object ontology among
RetinaNet applications. RetinaNet was designed to locate (draw a box around) discrete objects
in noisy backgrounds [35,43], but here, we have adapted RetinaNet to solve a fuzzy classification
problem. Generally, TARs and ripples could be mapped in two ways: demarking the extent of
TAR/ripple fields or by locating each component feature (i.e., TAR or ripple crests [68]). A standard
RetinaNet could possibly be trained to bound individual ridges, but this is a secondary problem to
locating TAR fields themselves. Further, it would be difficult to generalize a crest-based classification
because individual ridges are often overlapping, hard to identify, and can have dissimilar appearances
(i.e., Figure 2(1a versus 1b)). Thus, a feature-collective classification approach is more appropriate
(e.g., identifying bird flocks not individual creatures). However, TAR fields have fuzzy boundaries
(i.e., ambiguous and discontinuous) themselves and are not the type of discrete objects which RetinaNet
was designed to locate (e.g., boulders [37], ships [61], manhole covers [69], etc.). For example, in Figure 4,
it would be difficult to draw bounding boxes around the TAR fields in the raw imagery in an objective
and repeatable manner.

PlaNet thus adapts the typical RetinaNet framework to a tile-based classifying function (rather than
locating function) that produces maps where the spatial relationships between surface cover can
be derived from classification scores. This is a new application of RetinaNet which has not been
documented in the literature. PlaNet demonstrates that off-the-shelf deep convolutional networks
can be readily adapted to different conceptualizations of “objects” and specifically that object-based
identification can be adapted to fuzzy classifications. This innovation has implications beyond the
application presented here. For example, the land cover conceptualization applied here could be used
on Earth to map other fuzzy features like barchan dunes, mountain ranges, or cirques.

4.4. Implications for TAR Science

As has been widely noted in the TAR literature, understanding TAR formation and evolution will
require a large amount of data to draw systematic correlations and conclusions [1–3,24]. Admirable
manual surveys of TARs have been done [1–3] but have been limited in their scope, using visual
estimates of TAR coverage in images taken from different pole-to-pole transects. PlaNet offers a more
objective, quantitative, and repeatable methodology for mapping TARs that requires less human labor.
Even if the network is only useful for highlighting areas of interest, reducing the areas that must be
manually examined would greatly speed up manual surveys and would thus be a useful tool for
surficial geomorphologists.

4.5. Further Applications

This study demonstrates that RetinaNet could easily be applied when classifying other categories
of the Martian surface. For example, researchers interested in ripple dynamics could use RetinaNet to
automatically locate areas with dense rippling, scientists interested in mass wasting and transport
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could locate areas with dense boulder fields, and those interested in the cryosphere could locate ice
sublimation. Additionally, this method is not restricted to high-resolution imagery. It could easily
be adapted to databases such as the Mars Orbiter Camera (MOC) [70] or Context Camera (CTX) [71],
which are lower in resolution but much more comprehensive than HiRISE’s ~2% global coverage.
Thus, PlaNet offers a new methodology that has the potential to map fuzzy features across Mars.

5. Conclusions

Here, we demonstrate the strong potential for using a simple off-the-shelf neural network for
efficient identification of TARs in HiRISE imagery. RetinaNet was applied to this problem with
minimum modification and showed that it could be used to correctly identify TARs and other surface
features after a short amount of training. Our final model, PlaNet, trained in 15 epochs and validated the
accessibility of off-the-shelf state-of-the-art detectors: no high-end hardware was required. The network
already could already be useful for global surveys of TAR density, and we anticipate future development
to improve our model’s utility. As a by-product of our classification and training methods, we found
that our model was also good at identifying ripples and polygonal terrain, even though they were
vastly underrepresented in the training data. Our results therefore have promising implications for
helping to locate other surface features.

In the future, we hope to improve the PlaNet model by incorporating more training data as needed
(i.e., including more low-contrast images), by augmenting the existing training data via the addition of
random noise to the images, and by varying the overall contrast of the images. We further hope to
implement and test additional RetinaNet backbones, as previous studies have sometimes found better
performance using deeper backbones. These changes will require entirely retraining the network and
comparing the results but have the potential to improve the already promising results presented here.
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