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Abstract: The investigation of hard-to-reach areas that are prone to landslides is challenging. The
research of landslide hazards can be significantly advanced by using remote sensing data obtained
from an unmanned aerial vehicle (UAV). Operational acquisition and high detail are the advantages
of UAV data. The development of appropriate automated algorithms and software solutions is
necessary for quick decision-making based on the received heterogeneous spatial data characterising
various aspects of the environment. This article introduces the first phase of a long-term study
about landslide detection and prediction that aims to develop an automatic algorithm for detecting
potentially hazardous landslide areas, using data obtained by UAV surveys. As a part of the project,
the selection of appropriate techniques was implemented and a landslide susceptibility (LS) map
of the study site was developed. This paper presents the outcomes of the applied indirect heuristic
approach of landslide susceptibility assessment using an analytical hierarchy process (AHP) in a GIS
environment, based on UAV data. The results obtained have been tested on a real-world entity.

Keywords: landslide susceptibility mapping; UAV; remote sensing; GIS; AHP; photogrammetry

1. Introduction

There is about 86,000 kms of railway tracks in Russia [1]. A considerable part of the
railways is located in severe climatic and geomorphological conditions, and some areas
along the lines are prone to landslides [2]. Since rail infrastructure is an essential part
of communication between the regions of the country, geo-hazards can cause significant
damage and financial loss [1]. Therefore, improving landslide detecting methods and devel-
oping new approaches are required for taking preventive actions to avoid the unfavourable
consequences of landslide occurrence [3,4]. Landslide susceptibility (LS) mapping is a step
towards a landslide hazard risk assessment of railways.

Traditional methods of landslide detection are commonly based on field surveys,
in situ measurements, and visual analysis produced by an expert. Pedestrian tracking
of potential collapse sites located in areas with difficult terrain is hazardous and time-
consuming and does not provide a complete picture of the condition of the slope. To a
certain degree, the results obtained are highly influenced by the knowledge and qualifica-
tion of an expert [5]. The adoption of remote sensing techniques for landslide detection
has great advantages compared to field surveys [6]. At the regional level, to solve prob-
lems associated with mudflow hazards, Earth Remote Sensing (ERS) data from satellites
(multispectral and radar) are often used, the advantage of which is accessibility to any
territory, and the absence of the need for terrestrial field research. However, low-resolution
satellite images are not able to reveal the condition of slopes close to the rails, as slope
angles reach 80 degrees and the distance between the landslide and railway can be up to
2 m. Satellite imagery data provide images with a maximum resolution of 0.5 m, which
is insufficient for highly detailed mapping [7]. Recently, UAV surveys have become an
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available method of obtaining highly detailed ERS data. When surveying at heights of the
order of 100–150 m, images obtained from multispectral cameras commonly used on UAVs
reach the first centimetres per pixel. In addition, another advantage of low-altitude UAV
surveys is that high-resolution satellite data are quite expensive and cannot be guaranteed
to be obtained on the required date, due both to weather conditions and to the frequency
of a satellite pass [8]. Therefore, the adoption of UAV-based data for geological hazard
assessment stems from cost- and time-efficiency, optical and temporal resolution, and scope
to explore inaccessible areas. It is important to note that in our study, unlike many other
cases, there is no problem of access to the survey site, since the survey areas are adjacent
to the railway. In this regard, the key advantage of the satellite images—accessibility to
hard-to-reach areas—is not so significant.

Different features affecting the probability of landslides can be derived from remote
sensing data. Thus, UAV or satellite imagery allows the generation of a Digital Surface
Model (DSM) and, if the vegetation on the site is not too dense, a Digital Terrain Model
(DTM), which makes it possible to determine the steepness of slopes, terrain ruggedness,
and other parameters that directly affect the risk of landslide occurrence. UAV images are
used to create a precise DSM and DTM from a dense point cloud, generated using desktop
photogrammetry software [4]. UAV-derived DTM allows the detection of micro-landforms
not identifiable in DTM at coarser scales [9]. Additionally, due to the high detail of the
UAV survey, we can filter out individual trees and obtain the DTM from the DSM. Data as
regards the presence and type of vegetation, superficial fissuring, etc., are just as important
as data describing the landform. Such ground surface information can be derived from
multispectral or hyperspectral surveys, which are currently widely implemented in both
satellite and UAV-based observations [10]. Some research uses UAV data for DTM creation
only, and adopts low-resolution satellite data for spectral data extraction [11]. Using high-
resolution multispectral cameras allows us to compute spectral indices with a great degree of
accuracy, which is crucial in local large-scale mapping. However, Alimohammadlou et al. [5]
define issues associated with using remote sensing in landslide data acquisition. In some
cases, it is hardly possible to distinguish active or old landslide bodies from the surrounding
landforms, especially if they are concealed by vegetation [9]. The main issue is the need to
involve an expert whatever technique is adopted.

Thus, various ERS data make it possible to create reliable maps of the facts of the
occurred landslides, and monitor their progress. However, an equally interesting and
more urgent task for our “railway problem” is forecasting new landslides, which begins
with identifying the most favourable areas, based on a complex of morphostructural and
multispectral data. According to Ray et al. [12], many researchers have used spatial, low
resolution remotely sensed data for landslide prediction at a global and regional scale. A
large number of scientific works are known in which low-altitude UAV survey technologies
have been successfully used in landslide research to solve problems such as fine-scale
mapping, monitoring, and analysis of active landslides [13–17]. However, there is a lack of
landslide susceptibility research based on highly detailed UAV data.

The spatial likelihood of landslide occurrence—susceptibility—is an initial delineation
of zones prone to landslides due to a number of conditional and triggering factors [3,18].
The mapping of high-susceptibility zones aims to be aware of potentially hazardous slopes
that need to be investigated in order to prescribe landslide prevention and mitigation
measures [19]. It is worth underlining that the terms of landslide susceptibility and
landslide hazard are often mistakenly considered synonymous [20]. Van Westen [21]
describes “levels” of landslide mapping (Figure 1).
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their characteristics. Thus, in the absence of detailed field data, the most commonly used 
is the heuristic indirect approach. Sabokbar et al. [23] show a consimilar landslide suscep-
tibility mapping (LSM) classification from a different perspective, where the distinguish-
ing of qualitative, quantitative, and hybrid methods is based on whether they are data-
driven or knowledge-driven. 
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This article provides the technology for identifying the most landslide-hazardous ar-
eas for the infrastructure of the Trans-Siberian Railway, using multispectral UAV imagery 
and data processing techniques. In the example of one of the sections of the Circum-Baikal 
Railway, the results of an indirect heuristic approach applied to the assessment of land-
slide probability using an analytical hierarchy process (AHP) in a GIS environment are 
represented. Thus, we hope to solve the problem of reliably mapping the most dangerous 
areas, so that later, after the accumulation of statistics on the frequency of landslides in 
different areas, it will be possible to give a quantitative forecast of the probability of a 
landslide, based on its recommendations on the frequency of monitoring surveys. 

2. Materials and Methods 
2.1. Study Area 

The Circum-Baikal Railway is located in the Irkutsk Region, Russia (Figure 3). The 
Circum-Baikal Railway is a historic railway, the construction of which began at the end of 

Figure 1. Levels of landslide mapping derived from Van Westen [21].

LS assessment considers the spatial allocation of landslide-prone areas, whereas hazard
mapping introduces temporal characteristics and delivers frequency, volume, and transfor-
mations of landslides further. Barredo et al. [22] and Hervás and Bobrowsky [6] describe
methods of landslide susceptibility assessment and their pros and cons (Figure 2). The authors
compare direct and indirect approaches and consider that combining methods has shown
good results. A deterministic approach requires accurate measurements of geotechnical
parameters for model development and slope stability analysis; however, such data are not
always possible to collect. Statistical approach effectiveness depends upon a massive amount
of data on historical records of previous landslides and their characteristics. Thus, in the
absence of detailed field data, the most commonly used is the heuristic indirect approach.
Sabokbar et al. [23] show a consimilar landslide susceptibility mapping (LSM) classification
from a different perspective, where the distinguishing of qualitative, quantitative, and hybrid
methods is based on whether they are data-driven or knowledge-driven.
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This article provides the technology for identifying the most landslide-hazardous
areas for the infrastructure of the Trans-Siberian Railway, using multispectral UAV imagery
and data processing techniques. In the example of one of the sections of the Circum-
Baikal Railway, the results of an indirect heuristic approach applied to the assessment of
landslide probability using an analytical hierarchy process (AHP) in a GIS environment are
represented. Thus, we hope to solve the problem of reliably mapping the most dangerous
areas, so that later, after the accumulation of statistics on the frequency of landslides in
different areas, it will be possible to give a quantitative forecast of the probability of a
landslide, based on its recommendations on the frequency of monitoring surveys.

2. Materials and Methods
2.1. Study Area

The Circum-Baikal Railway is located in the Irkutsk Region, Russia (Figure 3). The
Circum-Baikal Railway is a historic railway, the construction of which began at the end
of the 19th century. Nowadays, it is operated predominantly for a touristic purpose, but
similar conditions are typical for other sections of the Trans-Siberian Railway and the
Baikal-Amur Mainline. The Circum-Baikal Railway was chosen as a convenient test site
because trains pass through it relatively rarely. The railway tracks are placed on a ledge
surrounded by the coastline of Lake Baikal on the one side, and sheer cliffs reaching an
angle of inclination of up to 80 degrees on the other side. Due to the use of explosives during
construction in already difficult terrain, landslides often occur in this area. Landslides
can damage railway tracks and electrical communications, as well as coastal protection
structures, which leads to accelerated destruction of the ledge [24]. Damage repair requires
significant financial and labour expenses. Therefore, the task of creating methods for
performing aerial photogrammetry for monitoring landslide processes and places of a
possible collapse of steep slopes of the Circum-Baikal Railway is very urgent. The study
site is located near the railway stop, 27 km from the Slyudyanka settlement, the starting
point for the Circum-Baikal Railway.

2.2. UAV Data Acquisition and Pre-Processing

An unmanned system SibGIS UAS created and operated for the geophysical survey
was used for data acquisition (Table 1, Figure 4). The SibGIS UAS is a hexacopter weighing
about 8 kg (including cameras and gimbal), and the diagonal of its frame is about one
metre. Since the payload is lightweight, we intend to use lighter UAVs in the future.

Two cameras, the characteristics of which are shown in Table 2, were installed on a
three-axis gyro-stabilised gimbal. As will be shown below, the use of a heavier three-axis
gimbal is highly desirable, since when shooting with tilt cameras, the UAV will always fly
one side forward.

Table 1. UAV specification.

Type Hexacopter

Weight 8 kg (Battery and Propellers Included)
Flight Time 60 min

Battery 28 A/h (6S)
Remote Control Transmission Distance 10 km

Cruise Speed 10–12 m/s
Wind Speed Resistance 16 m/s



Remote Sens. 2021, 13, 3629 5 of 16

Remote Sens. 2021, 13, 3629 4 of 16 
 

 

the 19th century. Nowadays, it is operated predominantly for a touristic purpose, but sim-
ilar conditions are typical for other sections of the Trans-Siberian Railway and the Baikal-
Amur Mainline. The Circum-Baikal Railway was chosen as a convenient test site because 
trains pass through it relatively rarely. The railway tracks are placed on a ledge sur-
rounded by the coastline of Lake Baikal on the one side, and sheer cliffs reaching an angle 
of inclination of up to 80 degrees on the other side. Due to the use of explosives during 
construction in already difficult terrain, landslides often occur in this area. Landslides can 
damage railway tracks and electrical communications, as well as coastal protection struc-
tures, which leads to accelerated destruction of the ledge [24]. Damage repair requires 
significant financial and labour expenses. Therefore, the task of creating methods for per-
forming aerial photogrammetry for monitoring landslide processes and places of a possi-
ble collapse of steep slopes of the Circum-Baikal Railway is very urgent. The study site is 
located near the railway stop, 27 km from the Slyudyanka settlement, the starting point 
for the Circum-Baikal Railway. 

 

Figure 3. Study site location; (a)—OCN camera image with 45◦ angle; (b,c)—photos of the slopes
from railway track.

Table 2. The attributes of cameras used.

Resolution Spectral Band Lens

Camera 1 (Visible RGB)
12 MP

RGB
87◦ HFOV

Camera 2 (Mapir Survey 3)
Near Infrared 808 nm

Orange 615 nm
Cyan 490 nm



Remote Sens. 2021, 13, 3629 6 of 16

Remote Sens. 2021, 13, 3629 5 of 16 
 

 

Figure 3. Study site location; (a)—OCN camera image with 45° angle; (b,с)—photos of the slopes 
from railway track. 

2.2. UAV Data Acquisition and Pre-Processing 
An unmanned system SibGIS UAS created and operated for the geophysical survey 

was used for data acquisition (Table 1, Figure 4). The SibGIS UAS is a hexacopter weighing 
about 8 kg (including cameras and gimbal), and the diagonal of its frame is about one 
metre. Since the payload is lightweight, we intend to use lighter UAVs in the future. 

Table 1. UAV specification. 

Type Hexacopter 
Weight 8 kg (Battery and Propellers Included) 

Flight Time 60 min 
Battery 28 A/h (6S) 

Remote Control Transmission Distance 10 km 
Cruise Speed 10–12 m/s 

Wind Speed Resistance 16 m/s 

  
Figure 4. UAV system with two cameras in flight (a); RGB and multispectral cameras installed in the mount (b). 

Two cameras, the characteristics of which are shown in Table 2, were installed on a 
three-axis gyro-stabilised gimbal. As will be shown below, the use of a heavier three-axis 
gimbal is highly desirable, since when shooting with tilt cameras, the UAV will always fly 
one side forward. 

Table 2. The attributes of cameras used. 

 Resolution Spectral Band Lens 
Camera 1 (Visible RGB) 

12 MP 

RGB 

87° HFOV Camera 2 (Mapir Survey 3) 
Near Infrared 808 nm 

Orange 615 nm 
Cyan 490 nm 

The cameras are equipped with built-in satellite antennas that allow the recording of 
the exact time of the image acquisition in the metadata. However, in order to be able to 
comprehensively process all six spectral channels, to create multispectral composites and 
calculate multispectral pixel-to-pixel indices, it is necessary to take pictures absolutely 
synchronously so that the boundaries of the images from both cameras coincide. To do 
this, our system uses the standard Pixhawk flight controller technology to simultaneously 

Figure 4. UAV system with two cameras in flight (a); RGB and multispectral cameras installed in the mount (b).

The cameras are equipped with built-in satellite antennas that allow the recording
of the exact time of the image acquisition in the metadata. However, in order to be able
to comprehensively process all six spectral channels, to create multispectral composites
and calculate multispectral pixel-to-pixel indices, it is necessary to take pictures absolutely
synchronously so that the boundaries of the images from both cameras coincide. To do
this, our system uses the standard Pixhawk flight controller technology to simultaneously
trigger the cameras (https://www.mapir.camera/blogs/guide/trigger-survey-camera-
from-pixhawk-flight-controller (accessed on 10 September 2021)).

Photographing is carried out in the RAW format, so we captured a percentage of
reflectance of sunlight in each pixel of the images. Because the illumination changes during
surveying, it is necessary to calibrate the obtained images using a reference reflectance value.
Many serial multispectral cameras, for example, the Parrot Sequoia, have a built-in sunshine
sensor that constantly records lighting conditions in the same spectral channels as on the
camera and allows us to automatically receive already calibrated images. Our cameras
were not equipped with such sensors. We performed the calibration by capturing a photo
of the special tool—MAPIR Calibration Ground Target (Figure 5)—which contains 4 targets
that have been measured at incremental wavelengths by a calibrated lab spectrometer. The
pixel values of the captured target image were then compared with the known reflectance
values of the targets. Using the MAPIR Camera Control (MCC) application, we then
transformed the pixel values and thus calibrated the survey images.

As a result, we obtained spectral images that allowed us to calculate common indices,
such as NDVI, according to standard formulas, and classify and interpret them according
to generally accepted legends.

Once the images were calibrated, we stitched them together into a single ortho-mosaic
and DTM, using Structure from Motion (SFM) technology. In order to obtain a high-
quality result, it is necessary to have centimetre-accurate coordinates of the images. In our
case, high-precision image georeferencing was provided by RTK (Real Time Kinematic)
technology. Before the start of surveying, the “base” of the satellite navigation geodetic
system was installed, which recorded raw GNSS data. The “rover” was the GNSS antenna
of the UAV. The RTK system allowed the continuous transmitting of GNSS corrections to
the UAV using a radiotelemetry system, which ensured the recording of the coordinates of
centimetre-accuracy in the memory of the flight controller in real time. Since the survey
sites have an area of no more than the first tens of square kilometres, there was constant
radiocommunication between the UAV and the ground station. Otherwise, we would
be forced to use coordinate post-processing kinematic (PPK) technology, which would
take more time. After the survey was completed, the precise coordinates from the UAV
GNSS antenna were entered into the metadata of the images, instead of the low-precision

https://www.mapir.camera/blogs/guide/trigger-survey-camera-from-pixhawk-flight-controller
https://www.mapir.camera/blogs/guide/trigger-survey-camera-from-pixhawk-flight-controller
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coordinates from the antennas built into the cameras based on the unity of satellite time.
For this, the GeoSetter software was used.
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The site described in the article is characterised by extremely steep terrain, and ele-
vation differences of hundreds of metres per kilometre of the area. Concerning this, an
accurate terrain-following is required [25]. The terrain-following planning mode is com-
prised of keeping a constant altitude above ground level during the flight [26]. We applied
the SibGIS Flight Planner technique developed by Parshin et al. [27], which allows the
performance of flight missions to collect an array of points—“longitude-latitude-altitude”—
while all points are at a constant height above a predetermined DTM. In this case, Intermap
NEXTmap data with a spatial resolution of 10 m were used as a given DTM. The survey
was carried out at an altitude of 125 m above the ground. At this height, the resolution of
obtained images is 5.7 cm per pixel for 12-megapixel cameras. The survey was carried out
along a network of parallel routes, and the longitudinal overlap between frames is 70–80%
and the cross-sectional overlap is 60–70% to enable three-dimensional reconstruction of the
terrain, adopting image matching algorithms.

Initially, we attempted to use nadir photography—the traditional photogrammetry
technique—but in this case, it was impossible to reconstruct the sections of the steepest
slopes (Figure 6).
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Figure 6. Terrain model of the study site derived from the nadir imagery.

The advantage of UAV surveys over satellite surveys in this case is the ability to
perform surveys with different camera tilt angles, which is widely used, for example,
when creating digital models of buildings. Taking into account the sizes of objects that are
significantly larger than in architectural tasks, it was necessary to determine the minimum
and sufficient set of camera tilt angles that would allow us to obtain high-quality digital
terrain models without excessively increasing the field work time, the amount of data, and
the time of photogrammetric calculations. It turned out that the best option is capturing
from two camera tilt angles of 45 and 90 (nadir) degrees. It can be noticed in Figure 7 that
the high-resolution imagery of the sub-vertical sections of the slopes makes it possible to
significantly detail such parameters as terrain roughness, in comparison with the nadir
imagery—both UAV and satellite. Regarding the need to use spectral bands other than
the visible light spectrum, OCN filters (Figure 4a) have some advantages in distinguishing
vegetation and soil due to wider band widths and the NIR value of 808 nm, instead of
the more commonly used 850 nm, supplying more contrast [28]. As soil commonly has
reflectance in the red spectrum, it leads to “soil noise pixel”; using orange light allows
us to avoid the blurring effect and clearly discern boundaries of soil and vegetation. It
is important to precisely highlight vegetation cover as its presence may reduce vertical
accuracy and cause distortions of the DTM [29].
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Using photogrammetry software OpenDroneMap, an SFM algorithm can be per-
formed based on the obtained aerial photography data with high-precision coordinates in
the metadata of images. SFM derives matching features on the set of images to generate X,
Y, and Z positions of a dense point cloud. As a result of the photogrammetry process, a 3D
model, multispectral (six channels) orthophoto, and DTM were obtained. Then, vegetation
index and morphological indices were computed using the raster calculator tools in GIS.
We did not use ground points to refine the referencing of the obtained results, since at this
stage of the study it was not high absolute accuracy for comparing the models obtained at
different times that was important to us, but only a high-resolution DEM with high relative
accuracy, which allowed us to calculate the morphostructural characteristics of the relief
with high detail.

2.3. LS Parameters

The significant stage of the LS analysis is the distinction of suitable conditioning and
triggering factors that depend on geological, topographic, and environmental conditions
and anthropogenic disturbances [3,6,30,31]. The choice of characteristics is very important
for the spatial forecasting of landslides; the use of an excessive number of parameters can
distort the accuracy of the assessment [32]. Psomiadis et al. [4] determined procedures
for LS estimation—defining conditioning parameters affecting propensity to slope failure,
and choosing an appropriate technique for the factors’ weights determination. GIS allows
the application of parameter map overlay to receive a susceptibility map [18]. In the
absence of expensive geotechnical survey data, the adoption of GIS-based combined
landslide assessment techniques is comparable in complexity and an effective method at
local scale [22]. However, the results are highly dependent on the correct selection of the
parameters for considering unique landscape conditions. As was mentioned above, the
main disadvantage of direct and indirect approaches is that they rely on the implementor’s
competence to a great extent, and the subjectivity of landslide assessment approaches is
almost unavoidable. However, an expert’s contribution can be reduced by applying an
analytical hierarchy process for the designation of the extent of the parameters’ impact, i.e.,
weights of factors. There are many multi-criteria evaluation techniques that can be adopted
for susceptibility assessment. The most common are AHP (analytical hierarchy process),
logical regression model, frequency ratio model, fuzzy logic, etc. According to Nguyen
and Liu [31], there are five most commonly applied factors of slope instability at global
and regional scales: slope angle, lithology, land cover, drainage density, and aspect. Land
cover and lithology are estimated based on multispectral images, while other parameters
are derived from DTM. Since we are engaged in slope instability detection on a local scale,
lithology is not considered due to its invariability within the study area. Other parameters
may be addressed by highly detailed data received from the UAV.

We also did not take into account other regional parameters, since they do not change
locally within the site. However, the parameter variation should be considered when
examining larger areas. Landslide occurrence likelihood depends on climatic conditions
due to impact on temperature, moisture, and wind [33]. Unique landscape features such as
underlying permafrost soils should be considered as they could have a crucial influence on
the other parameters. Hence, some of the criteria involved in landslide processes are to be
established according to the area conditions, and there are two possible approaches: either
delineate zones of similar conditions along the research area, or simplify the method by
reducing the subset of data to an extent that could fit and work on any territory. “Tendency
to simplify the factors that condition landslides” [34] is a good practice when automatising
the process is required; however, the accuracy and the reliability of results are likely to
decrease to some degree. Nevertheless, simplified universal algorithms considering the
assumptions of any mathematical and computed-based algorithms, due to complexity or
scarcity of data, are working practices.
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The accuracy of LS directly depends on the set of factors taken into account. According
to Bhatt et al. [35], areas covered by dense forest are less prone to landslides. Song et al. [36]
explain that tree roots contribute to the strengthening of slopes and reduce the wetness of
soil. The Normalised Difference Vegetation Index (NDVI) is commonly applied to distinct
land cover types [4]. It uses an infrared spectral band to indicate vegetation, soil, water
bodies, and artificial landscape elements. As an OCN camera was used in our study, the
red band in the NDVI calculation was replaced by an orange one. A modified NDVI was
generated using calibrated images obtained using the OCN camera and multispectral
sensor. Pixel-based supervised land cover classification was implemented [37], then values
were reclassified to reduce the number of classes to three that are sufficient for the study
of land cover types (Figure 8a): forested area, grass and shrubs area, and bare ground.
Forested areas are set to be non-landslide. Grassland is considered to be a low impact
factor, and bare ground is a high susceptibility area.

Landslide occurrence has a direct dependency on terrain steepness; thus, slope is a
key factor in LS mapping [31,38]. Steepness was subdivided into four classes: slope less
than 30 degrees, from 30 to 45 degrees, from 45 to 60 degrees, and slope angle greater than
60 degrees (Figure 8b). Though slope length has a lower impact on ground movement than
slope steepness, longer slopes result in higher flow rates of landslide masses [39]. The risk
of erosion increases with the steepness and length of the slope. Some researchers consider
the greater the slope gradient, the higher the landslide susceptibility [31]. In fact, areas
with a slope gradient greater than 60 degrees consist of stable rocks, thus slope between
45–60 degrees has a higher landslide susceptibility. An LS factor (length and steepness), a
combined parameter defining potential soil erosion risk, is used in this research in addition
to the slope angle parameter [40]. The LSF was classified as very low, low, moderate, high,
and very high (Figure 8c).

Różycka et al. [41] analysed the relation between the distribution of parameters
derived from a high-resolution DTM—Topographic Wetness Index (TWI) and Terrain
Ruggedness Index (TRI)—and landslide allocations. The authors found that areas of high
TWI values overlap with the landslide bodies; moreover, they indicate the most probable
direction of the landslide. TWI is the natural logarithm of the ratio of the drainage area
to the slope. The higher the index value, the greater the moisture content in the soil. TRI
reflects the relative local vertical roughness of the terrain and can be measured as the
average value of the height difference between each cell and the surrounding cells. High
TRI values clearly indicate steep scarps, while areas of slightly rugged TRI values feature
source areas of landslides (Figure 8d). The reclassified TWI map shows drainage directions
that match with preferential landslide pathways (Figure 8e). TRI and TWI were calculated
in SAGA GIS for LSM. TWI values were divided into 4 groups and the TRI ranged from
level to extremely rugged areas.

Hence, the following factors are considered in our study: slope angle, TWI, LSF, TRI,
and land cover (vegetation). An AHP model, through pairwise comparison, was used to
determine the conditioning factors’ contribution to landslide susceptibility. The LS index is
computed by the following formula:

LSI =
n

∑
i=1

(n
i )W

iXi (1)

Wi is the weight of the factor and Xi is the weight of the class within the factor. An
AHP method [42] was applied for the definition of the contribution of each factor to LS.
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Table 3 displays the matrix of pairwise comparison reflecting the priority of each factor
over another in agreement with the scale introduced by Saaty [43]. Table 4 shows another
level of the AHP matrix, embracing classes within the factors. The consistency ratio of each
calculated parameter is less than 0,1; consequently, the determination of weights can be
considered reliable.

Table 3. The pairwise comparison matrix for LS factors: 1—equal importance, 2—weak importance,
3—moderate importance, 4—moderate plus, 5—strong importance.

AHP Slope TWI LSF TRI Land Cover Wi

Slope 1.00 3.00 1.00 5.00 2.00 0.275
TWI 0.33 1.00 0.20 1.00 0.50 0.074
LSF 1.00 5.00 1.00 5.00 2.00 0.306
TRI 0.20 1.00 0.20 1.00 0.25 0.056

Land Cover 0.50 3.00 4.00 4.00 1.00 0.289

Table 4. The pairwise comparison matrix for classes: 1—equal importance, 2—weak importance, 3—moderate importance,
4—moderate plus, 5—strong importance, 6—strong plus, 7—very strong importance.

Factors Xi Wi Xi * Wi

Land cover Forest Grass and
shrubs

Bare
ground 0.2889

Forest 1.00 0.33 0.14 0.09 0.0255
Grass and shrubs 3.00 1.00 0.33 0.24 0.0702

Bare ground 7.00 3.00 1.00 0.67 0.1932

Slope 0–30 30–45 45–60 >60 0.2754

0–30 1.00 0.20 0.14 0.33 0.06 0.0152
30–45 5.00 1.00 0.20 4.00 0.25 0.0696
45–60 7.00 4.00 1.00 5.00 0.57 0.1577
>60 3.00 0.20 0.25 1.00 0.12 0.0329

TWI <5 5–7 7–9 >9 0.0735

<5 1.00 0.20 0.14 1.00 0.07 0.0050
5–7 5.00 1.00 0.20 5.00 0.26 0.0189
7–9 7.00 5.00 1.00 6.00 0.60 0.0442
>9 1.00 0.20 0.17 1.00 0.07 0.0053

TRI Level Slightly
rugged

Moderately
rugged

Highly
rugged

Extremely
rugged 0.0560

Level 1.00 0.50 0.33 0.20 0.14 0.05 0.0027
Slightly rugged 2.00 1.00 0.25 0.20 0.14 0.06 0.0035

Moderately rugged 3.00 4.00 1.00 0.25 0.20 0.13 0.0073
Highly rugged 5.00 5.00 4.00 1.00 0.33 0.27 0.0150

Extremely rugged 7.00 7.00 5.00 3.00 1.00 0.49 0.0275

LSF Very low Low Moderate High Very high 0.3062

Very low 1.00 1.00 0.33 0.14 0.14 0.05 0.0153
Low 1.00 1.00 0.25 0.20 0.14 0.05 0.0155

Moderate 3.00 4.00 1.00 0.25 0.20 0.13 0.0391
High 7.00 5.00 4.00 1.00 0.33 0.29 0.0873

Very high 7.00 7.00 5.00 3.00 1.00 0.49 0.1490
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3. Results

Corresponding layers are generated in a GIS environment. QGIS, SAGA GIS, and
ArcGIS software can be applied to implement a weighted overlay for receiving the LS map.
Figure 9 shows that LS was classified as low, moderate, high, and very high susceptability
areas. In percentage terms, a high and a very high LS index is observed in about 13% of the
study site.
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The areas with high and very high susceptibility are expected to warrant further closer
investigation. The obtained result is verified by comparison with inventory survey data
depicting existing landslides and the interpretation of aerial images (Figure 10). According
to long-term observations in this area for the period from 1930 to 2019, 24 landslide events
occurred in those areas that we have identified as especially dangerous. Russian Railways
collect data with a step of 1 km of railway track, and only record landslides that have
caused significant damage to the railway infrastructure; therefore, statistical data are not
tied to certain small sections of slopes. Based on internal Russian Railways data, we cannot
perform a quantitative classification of landslide susceptibility by comparing the degree
of manifestation of the trait according to our forecast with the average annual probability
of landslides, or other quantitative hazard parameters. In 2020, during our survey, we
recorded three cases of landslides, which are shown in Figure 10, confirming the correctness
of our forecasting results on a qualitative level. The results can be refined using classical
methods of geomorphological research, sampling, on-site measurements, etc. Repeated
surveys using UAV will allow the application of data for time-series image processing for
comparing multitemporal data and revealing changes. Change detection can assess the
accuracy of the forecast of the likelihood of landslide occurrence.
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4. Conclusions

In this article, we performed a landslide susceptibility assessment of a section of
the Circum-Baikal Railway. The study demonstrates reliable qualitative level detection of
hazardous areas based on UAV imagery and derived geomorphometric and spectral indices.
The key concept of adopting the approach used is the fast, cost-effective, and simple way
of delineating high landslide susceptibility areas using datasets obtained remotely, which
is crucial in hard-to-reach areas. The drawback of the applied LS mapping technology
is using an excessive amount of external soft packages at different stages of the research.
Therefore, our future studies will seek to design a system that consolidates computing and
analysis stages from different programs to one environment. This would remove the need
for the participation of experts at each stage of data processing. Further research is also
planned to enhance the accuracy of the outcomes and the promptness of obtaining the
results. The desired outcome is to collect a sufficient amount of data to produce hazard
and risk assessment models enclosing temporal and volume probabilistic characteristics.

The main disadvantage of the study at its current stage, in our opinion, is that so far we
have not been able to solve the problem of quantifying the probability of landslide descent,
which is necessary to optimise the monitoring frequency of each site. For this, it is necessary



Remote Sens. 2021, 13, 3629 15 of 16

to compare the conditional values of landslide susceptibility «low–moderate–high–very
high» to the average frequency of landslides in the area of each class. This is due to the lack
of a sufficient amount of reliable data on previous landslide events. Therefore, the next
step of our research is to quantitatively evaluate landslide hazards on different sites with
various frequencies of landslide occurrence, which will allow us “to calibrate” and validate
the consistency of the applied method.
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