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Abstract: Lakes on the Tibet Plateau (TP) have a significant impact on the water cycle and water
balance, and it is important to monitor changes in lake area and identify the influencing factors.
Existing research has failed to quantitatively identify the changes and influencing factors of lakes in
different regions of the TP. Thus, an eigenvector spatial filtering based spatially varying coefficient
(ESF-SVC) model was used to analyze the relationship between lake area and climatic and terrain
factors in the inner watershed of the TP from 2000 to 2015. A comparison with ordinary regression
and spatial models showed that the ESF-SVC model eliminates spatial autocorrelation and has
the best model fit and complexity. The experiments demonstrated that precipitation, snow melt,
and permafrost moisture release, as well as the area of vegetation and elevation difference in the
watershed, can significantly promote the expansion of lakes, while evapotranspiration and days of
mean daily temperature above zero have an inhibitory effect on lake area expansion. The degree of
influence of each factor also differs significantly over time and across regions. Spatially quantitative
modeling of lake area in the TP using the ESF-SVC method is a new attempt to provide novel ideas
for lake research.

Keywords: lake expansion; spatial heterogeneity; climate change; Tibetan Plateau

1. Introduction

As components of the terrestrial hydrosphere, lakes participate in the natural water
cycle and can, thus, reflect regional climate and environmental changes, and are indicators
of climate change [1,2]. Following significant changes in the global climate, the study of the
relationship between lakes and climate change has become a popular subject of research [3].
The Tibetan Plateau (TP), the “third pole” of the world, is home to the world’s highest, most
numerous, and largest plateau lakes. Climate change on the TP is advanced [4], and due
to its unique geographic location and special substratum, it has a significant influence on
the climate of East Asia and the world [5]. Lakes on the TP are sensitive to climate change
and play an important role in the natural water cycle and water balance [6]. Detecting lake
areas on the TP and determining the factors that affect changes in lake areas are important
in order to analyze the ecological environment of lake regions and the climate change
occurring around them.

Many scholars have explored the relationship between lake areas and climatic factors
on the TP using different methods. It was found that increased precipitation [7–16], higher
mean temperature [8,10,11,15], melting glaciers and snow [9–13,16,17], permafrost moisture
release [7,10–12], and increased runoff [8,10,13] can promote lake area expansion on the TP,
whereas evapotranspiration [7,9,11,14,15] can have a suppressive effect. The main drivers
of lake area change differ in different regions of the TP, and discussions of partitions have
also been conducted in many studies [7,9,11,12].
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The main methods for analyzing lake areas and related factors are multiple linear
regression [9,11,15], structural equation modelling [14], and grey relational analysis [2,18].
Liang et al. [15] established a multiple linear regression equation and found that annual
mean temperature and evapotranspiration were the main influencing factors on total lake
area changes. Li et al. [14] used a structural equation model to analyze the direct and
indirect effects of annual precipitation, evapotranspiration, glacier area, and mean annual
temperature on lake area changes. The grey relational analysis method has been used to
study the spatial response of lake changes to climate change. Yi et al. [2] classified the lakes
on the TP into three grades based on the water supply conditions, and the grey relational
grade of the climate series differed for different grades of lakes. However, the current
analysis methods fail to consider the spatial autocorrelation and spatial heterogeneity of
lake area changes. To eliminate the problem of spatial autocorrelation, an eigenvector spatial
filtering (ESF) method was developed [19], which was extended to an ESF-based spatially
varying coefficient (ESF-SVC) model [20]. Moreover, random effects were introduced [21]
to discuss the spatial variation of the independent variables.

Previous studies mainly focused on the qualitative analysis of the effects of climate
factors on lake area changes, and quantitative studies are limited. The spatial variation
of lakes and the influence of different factors on lakes in different regions also need to be
explored in depth. In addition, few studies have considered the influence of terrain and
vegetation factors on lake area changes, and no quantitative analysis or discussion has
been conducted. The vast majority of expanding lakes are located within the depressions
of the TP; the local distribution of depression areas and the differences in elevation of the
surrounding terrain determine the dynamic changes in the lakes [22,23]. Lake expansion
depends on the average slope of the glacier end receding location, and the contraction
of the glacier front edge provides the area for expansion [24]. The vegetation conditions
in a watershed have a significant impact on hydrological processes, and the normalized
difference vegetation index (NDVI), which uses satellite remote sensing data to describe
the vegetation cover conditions in a watershed, has been widely used in hydrological simu-
lations and other related studies [25–27]. Zhang pointed out that hydrological processes
in lake basins are influenced by land cover, and changes in vegetation cover can cause
changes in precipitation partitioning and runoff components, thus affecting lake water
quantity [28].

Therefore, in this paper, an ESF-SVC model was developed to fit lake areas within
different watersheds on the TP for each year from 2000 to 2015. The independent variables
included evapotranspiration (EVAP), precipitation (PREC), snow melt (SME), average
number of days of above-zero daily temperature per year (DAYT), land surface soil mois-
ture (SMO), and area of vegetation cover (VAREA). In addition, the maximum elevation
difference (ELEV), a terrain factor, was also included in the regressions. To quantitatively
evaluate the model performance, the results of the ESF-SVC model were compared with
the results of ordinary regression and spatial models based on R2, adjusted R2, pseudo-R2,
RMSE, AIC, and Moran’s coefficient. The results show that the ESF-SVC model improved
the goodness of fit of the regression model and could fit the relationship between each factor
and the change in lake area well. On this basis, the spatial and temporal characteristics of
the coefficients of independent variables and the degree of influence of different regions by
each independent variable were analyzed.

2. Data and Methods
2.1. Study Area and Datasets

The TP is located in the interior of Asia, between 26◦00′–39◦47′N and 64◦5–104◦5′E,
with an average elevation of up to 4000 m above sea level (masl), making it the highest
plateau in the world. The lakes in this region are widely distributed and the types of water
bodies are complex, which make the TP a key area for remote sensing investigation. The
study area boundary data were selected from a map of river basins of the inner watershed
over the TP (2016) from the National Tibetan Plateau/Third Pole Environment Data Center’s
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dataset [29,30], and the detailed watershed dataset within the inner watershed was obtained
from the HydroSHEDS dataset [31], as shown in Figure 1. The inner TP is located between
78◦–94◦E and 86◦–91◦N, and is predominantly located within the Tibet Autonomous Region,
China. The inner TP is very densely populated with lakes and has the largest overall lake
area within this region and a dramatic lake area variation.

Figure 1. Basin boundaries of TP. Twelve watersheds delineated by yellow lines are from dataset of
river basins map over the TP (2016), and sub-watersheds in red are from HydroSHEDS.

The data used for water body extraction were adopted from MOD09A1 surface re-
flectance data [32] from 2000 to 2015. MOD09A1 is a global 500 m surface reflectance 8-day
dataset that has been preprocessed. DEM data from the NASA Shuttle Radar Topography
Mission (SRTM) [33,34] were used for denoising of water body and terrain factor extraction.

EVAP, PREC, and SME are the variables that have a direct effect on lake area, whereas
DAYT promotes the melting of glaciers and snow on the one hand and evaporation on
the other, which has an impact on the lake area. SMO is an important component of the
water cycle, and changes in SMO are an important manifestation of permafrost thaw-
ing. Vegetation can cause changes in runoff components and can affect the amount of
water in the lake. NDVI has been widely used in hydrological simulations and other
related studies as a variable describing the vegetation cover conditions. EVAP, PREC,
DAYT, and SMO were selected from a monthly mean evapotranspiration dataset for the
Tibet Plateau [35,36], 1 km monthly precipitation dataset for China [37–41], TRIMS LST-
TP [42–45], and SMsmapTE [46–48] from 2000–2015, respectively. Among them, EVAP
is not available for 2000 and SMO is not available for 2001. SME was selected from the
GLDAS_NOAH025_M dataset [49] from 2000 to 2015. NDVI data were obtained from
MOD13A3 [50] from 2000 to 2015. MOD13A3 data are provided every month at a spatial
resolution of 1 km. Meanwhile, DEM data were also used to extract terrain variables. Some
details of the original datasets used in the experiment are provided in Table 1.

Table 1. Details of original datasets.

Variable Resolution Products Source

Surface reflectance 500 m MOD09A1 https://search.earthdata.nasa.gov (accessed on
18 December 2020)

DEM 90 m SRTM DEM https://srtm.csi.cgiar.org/ (accessed on 4 November 2020)

EVAP 0.1◦ Monthly mean evapotranspiration data
set of the Tibet Plateau https://data.tpdc.ac.cn/ (accessed on 29 September 2021)

PREC 1000 m 1-km monthly precipitation dataset for
China https://data.tpdc.ac.cn/

SME 0.25◦ GLDAS_NOAH025_M https://ldas.gsfc.nasa.gov/gldas/ (accessed on
14 September 2020)

DAYT 1000 m TRIMS LST-TP https://data.tpdc.ac.cn/
SMO 0.25◦ SMsmapTE https://data.tpdc.ac.cn/
NDVI 1000 m MOD13A3 https://search.earthdata.nasa.gov

https://search.earthdata.nasa.gov
https://srtm.csi.cgiar.org/
https://data.tpdc.ac.cn/
https://data.tpdc.ac.cn/
https://ldas.gsfc.nasa.gov/gldas/
https://data.tpdc.ac.cn/
https://data.tpdc.ac.cn/
https://search.earthdata.nasa.gov
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2.2. Methodology

The methodology used in this study involved four steps: (1) extracting the water
bodies of the TP and obtaining the yearly water body ranges from 2000 to 2015 based on
terrain and time series denoising; (2) preprocessing the climate data and extracting the
terrain variables; (3) constructing the spatial weight matrix, extracting the eigenvectors, and
filtering the variables used in the model to construct the ESF-SVC model; and (4) selecting
variables and comparing the performance of the ESF-SVC model with that of conventional
non-spatial and spatial models. The stages of the research procedure are shown in Figure 2.

Figure 2. Flowchart of the stages of the research procedure.

2.2.1. Yearly Lake Area Extraction

The method of extracting the lake extent of the TP was based on Che [51]. The lake
areas within each watershed for each year from 2000 to 2015 were counted by monthly
synthesis of surface reflectance data, water body extraction by combining multiple water
body indices, and terrain-based time series denoising.

After the preprocessing work of image mosaicking, clipping, and reprojection, the
MOD09A1 data were subjected to the monthly synthesis process of minimum red synthesis;
that is, for all images of the current month, the pixel values in the green, near-infrared
(NIR), and short-wave infrared (SWIR) bands corresponding to the smallest pixel value in
the red band of each image element were selected for subsequent calculations.
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The model used for water body extraction was constructed using the NDWI [52] and
MNDWI [53], as shown in Formulas (1) and (2), and the synthesis of the interspectral
relationship between the NIR and SWIR bands, where BandNIR, BandGreen, and BandSWIR
correspond to the surface reflectance values in the B2, B4, and B6 bands of MODIS images,
respectively. The detailed lake extraction process is shown in Figure 3.

NDWI =
BandGreen − BandNIR

BandGreen + BandNIR
(1)

MNDWI =
BandGreen − BandSWIR

BandGreen + BandSWIR
(2)

Figure 3. Flowchart of lake detection based on multiple water indices.

After filtering the fine noise using a 5 × 5 active window, the classified images were
overlaid with DEM data, and 5◦ was chosen as the slope threshold to filter these images, so
as to eliminate misclassification caused by shadows of mountains. The water body images
from May to September of each year were overlaid to discriminate, and if the probability of
a pixel being identified as a water body pixel was greater than or equal to 60%, the pixel
was identified as a water body pixel, thus providing an image of the yearly lake extent in
the TP.

The lake area of the inner TP in 2000 is shown in Figure 4. The values of the lake areas
within each watershed were calculated as dependent variables for subsequent experiments.



Remote Sens. 2021, 13, 5146 6 of 21

Figure 4. Lakes within inner TP in 2000.

2.2.2. Extraction and Processing of Influencing Factors

The variables of climatic factors were preprocessed with unit conversion and annual
synthesis, and the variables of terrain factors were extracted using DEM data. All variables
were standardized using the scale function of R language.

The monthly raster dataset was processed for annual synthesis. The average annual
values of EVAP, PREC, SME, and SMO were calculated for each raster cell after unit
conversion. The average of all yearly climatic factors for each watershed between the
study years was used as the independent variable. Considering that low temperatures
have little effect on snow and ice melt and evapotranspiration, the average number of days
of above-zero daily temperature per year (DAYT) within each basin was counted based
on the daily average temperature. The annual average NDVI values were synthesized
after removing the missing values of MOD13A3, and the raster with NDVI values less
than 0.1 was considered to comprise non-vegetation cover pixels, which were not taken
into account [54]. The area of vegetation cover (VAREA) in each watershed per year was
counted. The maximum elevation difference (ELEV) within each watershed was calculated
using DEM data. The preprocessed datasets were loaded in ArcMap software, as shown in
Figure 5.

Figure 5. Data after preprocessing (PREC, EVAP, DAYT, SME, SMO, and NDVI are yearly values in
2003).
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2.2.3. Construction of ESF-based Spatially Varying Coefficient Structure

The ESF-SVC model used for lake area estimation within the inner TP can be summa-
rized in the following five steps:

(1) The first step is to construct the spatial weight matrix based on the spatial relationships
of each small watershed delineated in the HydroSHEDS dataset. If two watersheds
share one or more boundary point, the corresponding value in the spatial weight
matrix is 1; if not, the value is 0. The spatial weight matrix was constructed using the
spdep package in R language.

(2) Centralize the spatial weight matrix C0 using the following method [55]:

C =
(

I− 11T

n

)
C0

(
I− 11T

n

)
(3)

where I is an identity matrix, 1 is an n-by-1 vector of ones, and n represents the number
of watersheds.

(3) Extract eigenvectors and perform preliminary screening. The spatial weight matrix is
eigen-decomposed using linear variation, the eigenvalues and eigenvectors are calcu-
lated using the “spmoran” package in R language, and the eigenvectors are initially
filtered using a threshold of 0.25 [56]; thus, the filtered eigenvectors correspond to
eigenvalues equal to or greater than one-fourth of the largest eigenvalue.

(4) Select the appropriate eigenvectors to be used in the model. ESF-SVC regression uses
a set of eigenvectors as new variables. The model introduces two new parameters α,
σ2

γ [21], and the eigenvectors that contribute more to the regression are selected by the
method of great likelihood estimation from the centralized spatial weight matrix C in
the previous step and added to the model as independent variables [55]. However, the
introduction of the two new parameters leads to increased complexity of the ESF-SVC
model.

(5) Construct the ESF-SVC model. The ESF-SVC model is built on the basis of the ESF
model. In the ESF model, the eigenvectors are added to the model as follows:

Y = Xβ+ Eα+ ε (4)

where X represents an n × i matrix, in which the element of the ith row is the independent
variable i, E represents the k selected eigenvectors of an n × k matrix, and ε represents the
interference.

Griffith [20] extended ESF to the following ESF-based SVC model, and Murakami
et al. [21] showed that the random effects version of eigenvector spatial filtering regression
increases the model’s accuracy with shorter computational time:

Ŷ ≈
(

β01 +
K0

∑
k0=1

Ek0βk0

)
+

P

∑
p=1

βp1 +
Kp

∑
kp=1

Ekp βkp

·Xp + ε (5)

where Xp is an n× 1 vector of independent variable p; Xp is an n× 1 vector of the pth
independent variable; Ekp is the kpth EV, which is combined with its independent variable
p; β0, βk0 , βkp are the regression coefficients; ε represents disturbances; and “·” denotes the
element-wise product operator.

2.2.4. Variable Selection and Model Validation

The relationship between the lake area of the inner TP and climatic and terrain factors
for 16 years, from 2000–2015, is discussed in this study. For each year’s experiment, the
coefficients and results were analyzed by fitting the area of the lakes within each watershed
with the values of the annual variables for that year.

Before conducting regression analysis, variable selection should be performed. The
relationship between each variable and the lake area were examined, and the nonlinear
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relationship was not significant and the linear relationship dominated. Pearson correlation
analysis was used to analyze the degree of linear correlation between variables, which is a
classic and commonly used method, the Pearson correlation coefficient r [57] is defined in
Formula (6). In previous studies, the level of significance was usually taken at 5%. When
the p-value was less than 0.05, the null hypothesis should be rejected and we should be 95%
certain the results are probable [58,59]. Therefore, if the p-value of Pearson’s correlation
coefficient was greater than 0.05, the variable was excluded because of the uncertain
reliability of the results. For those variables that were significant, if the absolute value of
Pearson correlation coefficient is greater than 0.1, a certain relationship is considered to
exist [60–62], and the independent variable can be included in the regression:

r = ∑n
i=1(xi − x)(yi − y)√

∑n
i=1(xi − x)2 ∑n

i=1(yi − y)2
(6)

where xi and yi are the values of each variable and the lake area, respectively, and x and y
are the average values.

In the meantime, collinearities among independent variables may lead to distortions
in model estimation. The variance inflation factor (VIF) is used to measure the linear
correlation between the influencing factors, which can be calculated using the vif function
in the car R package, defined as:

VIF =
1

1− R2
i

(7)

where R2
i is the negative correlation coefficient of the independent variable on the remaining

independent variables for regression analysis. If VIF > 10, severe multi-collinearity between
variables is considered to exist and some variables with large VIF values need to be
removed. All variables passed the multi-collinearity test for each year and were included
in the regression.

An ordinary least squares (OLS) regression model, geographically weighted regres-
sion (GWR) model, spatial error model (SEM), spatial lag model (SLM), and eigenvector
spatial filtering (ESF) model were chosen for comparison with the ESF-SVC model. For
experiments in the specific periods, all models used the same climate and terrain variables.
All models were calculated in R software. The OLS model was built using the lm function.
The GWR model used the bw.gwr function in the “GWmodel” package to calculate the
bandwidth and the gwr.basic function to build the model. Different kernel functions have
different bandwidth sensitivities, and changes in bandwidth have a large impact on the
results [63–65]. To reduce the error caused by inappropriate bandwidth, we employed the
technique of cross-validation (CV) optimization [64,66], and chose the bisquare kernel to
calculate the bandwidth of the GWR model [63,64,67]. The SEM and SLM models were
constructed using the spautolm and lagsarlm functions of the “spatialreg” package, re-
spectively, while the ESF and ESF-SVC models used the esf and resf_vc functions of the
“spmoran” package.

Reliability was evaluated by performance criteria, including R2, adjusted R2, pseudo-
R2, RMSE, AIC, and the global Moran coefficient of residuals (RMC). R2 represents the ratio
of the dependent variable fitted from the model and can be computed from Formula (8):

R2 = 1− ∑n
i=1(yi − ŷi )

2

∑n
i=1(yi − y)2 (8)

where yi is the actual lake area, ŷi is the estimated value, and y is the average value.
The adjusted R2 takes the increase into account by adding additional explanatory

variables, as defined in Formula (9):

Adjusted R2 = 1−
(1− R2)(n− 1)

n− p− 1
(9)
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where n is the number of samples and p is the number of independent variables. Both R2

and adjusted R2 were used to assess the goodness of fit of the regression models. SEM and
SLM do not have R2 or adjusted R2, and use pseudo-R2 to represent the goodness of fit.
The closer the value of these three indicators to 1, the better the model accuracy.

Root mean square error (RMSE) measures the deviation between the observed and
true values of the dependent variable and is shown in Formula (10):

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi )2 (10)

where n is the number of samples, yi is the actual lake area, and ŷi is the estimated value.
AIC is also used to estimate the relative information loss of the regression model, and

is computed with Formula (11) (the smaller the AIC value, the better the model represents
the relative information loss):

AIC = 2p + nln

(
∑n

i=1(yi − ŷi)
2

n

)
(11)

where p is the number of independent variables, n is the number of samples, yi is the actual
lake area, and ŷi is the estimated value.

The Moran coefficient of residuals (RMC) can detect the presence of spatial autocor-
relation in the residuals and determine whether the model is better able to filter spatial
autocorrelation. The closer the absolute value of RMC to 0, the lower the spatial autocorre-
lation. RMC is calculated as shown in Formula (12):

RMC =
eTCe
eTe

(12)

where e is the residual vector and C is the spatial weight matrix.

3. Results
3.1. Pre-Analysis of Lake Area and Variables

From 2000 to 2015, the lakes in the inner TP experienced a trend of rapid growth,
which was followed by slow growth. The total area of lakes increased by 5868.53 km2, with
an average growth rate of 358.67 km2/y. The annual total area of lakes is shown in Figure 6.

Figure 6. Total lake area of the inner TP from 2000 to 2015.
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The lake area maintained a more dramatic growth trend from 2000 to 2008, with a
growth rate of about 538.78 km2/y. Then, 2008 to 2010 showed little change or even a
decrease in lake area, followed by continued expansion from 2010 to 2013, but at a slower
rate of about 457.56 km2/y. However, a decrease in lake area occurred in 2013 to 2015.

The lakes in the inner TP experienced different growth rates within different regions.
The lake area changes and change rate within each watershed from 2000 to 2015 are
shown in Figure 7. It can be seen in Figure 7A that the spatial pattern of the lake area
change trend shows a southwest–northeast transition from contraction to slight expansion
to rapid expansion during that time [7]. The regions with dramatic lake area growth
were concentrated in the eastern and northwestern parts of the inner TP, whereas lake
expansion in the central region was more moderate, and the southern region showed both
increased and decreased lake area. The regions with significant increases were consistently
concentrated in the West Kunlun and Karakoram Mountains, the Kumkol Basin, the Hoh Xil
region, and Siling Co and its surrounding lakes. The decrease in lake area was concentrated
in the southern region of Siling Co and around Zhabuye Co. From the rate of change in lake
area shown in Figure 7B, although the growth of lakes in the eastern part of the inner TP
was large, the change rate was not very significant due to the original distribution of large
lakes in these areas. It is worth noting that some small watersheds in the central part of the
inner TP had a large change rate from 2000 to 2015, indicating that a significant expansion
of small- and medium-sized lakes had occurred in these regions during these sixteen years,
suggesting that we need to pay attention not only to the changes of large lakes but also to
the formation and expansion of small lakes.

Figure 7. Lake area changes (A) and the lake area change rate (B) in inner TP from 2000 to 2015.
(* represents no lakes in the watershed in 2000).

The average values of each independent variable in all watersheds over the sixteen
years were counted and preliminary analysis was performed. Table 2 shows brief descrip-
tive statistics for each variable. As can be seen from the table, the skewness is greater than
0, indicating that the distribution of each variable is right-skewed, with the values clustered
on the smaller side. The kurtosis values of SME and VAREA are large, which indicates that
the data distribution of these two variables is more concentrated.

Table 2. Descriptive statistics for each variable.

DAYT
(Days)

EVAP
(mm/Month)

SMO
(cm3/cm3)

PREC
(mm/Month)

SME
(kg/m2)

VAREA
(km2)

ELEV
(masl)

Mean 189.70 36.12 0.11 129.30 14.71 818.71 951.75
Max 276.25 67.10 0.20 400.06 90.81 22,669.03 3194.80
Min 102.05 11.78 0.06 10.08 0.69 0.00 113.98

Std.dev 32.11 13.28 0.02 96.49 10.24 1962.52 517.47
Skewness 0.52 0.25 1.02 1.19 4.12 6.25 0.79
Kurtosis −0.53 −1.03 1.13 0.72 21.74 51.90 0.79
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3.2. Variable Selection

Pearson correlation coefficients for each variable and lake area for each year are shown
in Table 3. All variables were significantly correlated with lake area and were subjected
to multi-collinearity tests between independent variables, except for EVAP and SMO,
which had missing data in 2000 and 2001, respectively, and DAYT, which was not strongly
correlated with lake area in 2002, 2010, 2012, and 2013.

Table 3. Pearson correlation coefficient of each variable with lake area for each year from 2000 to
2015.

DAYT EVAP SMO PREC SME VAREA ELEV

2000 0.145 ** \ 0.311 ** 0.248 ** 0.227 ** 0.841 ** 0.406 **
2001 0.169 ** 0.278 ** \ 0.230 ** 0.266 ** 0.847 ** 0.409 **
2002 −0.003 0.298 ** 0.273 ** 0.259 ** 0.251 ** 0.845 ** 0.410 **
2003 0.156 ** 0.190 ** 0.285 ** 0.246 ** 0.160 ** 0.848 ** 0.413 **
2004 0.137 ** 0.218 ** 0.293 ** 0.247 ** 0.238 ** 0.847 ** 0.411 **
2005 0.165 ** 0.178 ** 0.283 ** 0.247 ** 0.273 ** 0.854 ** 0.411 **
2006 0.124 * 0.258 ** 0.284 ** 0.244 ** 0.214 ** 0.846 ** 0.412 **
2007 0.136 ** 0.201 ** 0.283 ** 0.250 ** 0.123 * 0.850 ** 0.415 **
2008 0.147 ** 0.180 ** 0.289 ** 0.252 ** 0.286 ** 0.837 ** 0.418 **
2009 0.145 ** 0.239 ** 0.289 ** 0.237 ** 0.317 ** 0.861 ** 0.415 **
2010 0.076 0.183 ** 0.290 ** 0.270 ** 0.169 ** 0.864 ** 0.417 **
2011 0.134 ** 0.223 ** 0.294 ** 0.246 ** 0.145 ** 0.855 ** 0.419 **
2012 0.084 0.135 ** 0.312 ** 0.250 ** 0.282 ** 0.863 ** 0.420 **
2013 0.092 0.281 ** 0.339 ** 0.253 ** 0.193 ** 0.850 ** 0.421 **
2014 0.136 ** 0.283 ** 0.333 ** 0.268 ** 0.141 ** 0.842 ** 0.421 **
2015 0.111 * 0.272 ** 0.370 ** 0.241 ** 0.168 ** 0.868 ** 0.422 **

“\” represents missing data; * Significant at 0.05; ** Significant at 0.01.

Table 4 presents the VIF values between the independent variables. The VIF values
of these independent variables are less than 10 in all years, indicating that there is no
significant multi-collinearity among them. Therefore, the results of the linear regression
with these variables are reliable, and all variables with a certain correlation with the lake
area were included in the following experiments.

Table 4. VIF values between independent variables for each year from 2000 to 2015.

DAYT EVAP SMO PREC SME VAREA ELEV

2000 1.367 \ 2.798 3.197 1.168 1.391 1.352
2001 1.516 3.050 \ 2.728 1.776 1.386 1.441
2002 \ 2.145 2.846 3.393 1.369 1.362 1.408
2003 1.518 2.382 2.358 3.683 1.235 1.384 1.403
2004 1.444 2.360 2.581 4.100 1.280 1.401 1.389
2005 1.313 3.382 2.679 5.379 1.279 1.389 1.371
2006 1.328 2.600 2.214 3.923 1.140 1.381 1.495
2007 1.450 1.708 2.311 3.140 1.315 1.395 1.461
2008 1.432 1.739 2.475 2.867 1.224 1.387 1.465
2009 1.277 3.661 2.766 5.785 1.398 1.393 1.523
2010 \ 2.307 2.599 3.893 1.182 1.408 1.319
2011 1.407 2.370 2.612 4.101 1.325 1.428 1.544
2012 \ 1.641 2.991 3.458 1.171 1.414 1.414
2013 \ 2.134 2.120 3.001 1.149 1.381 1.446
2014 1.413 2.882 2.882 4.359 1.252 1.412 1.653
2015 1.282 1.891 1.949 2.333 1.396 1.440 1.622

“\” represents missing data or weak correlation with lake area.
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3.3. Model Accuracy Assessment

Table 5 summarizes the average model accuracy results of different models (OLS, SEM,
SLM, ESF, GWR, and ESF-SVC) for the 16 years of experiments from 2000 to 2015.

Table 5. Average results of the OLS, SEM, SLM, ESF, GWR, and ESF-SVC models from 2000 to 2015.

Criteria OLS SEM SLM ESF GWR ESF-SVC

R2/Pseudo
R2 (*)

0.760 0.760 0.756 0.821 0.893 0.977

Adjust R2 0.756 * * 0.813 0.880 0.976
RMSE 105.631 104.499 103.452 91.165 70.233 31.912
AIC 4892.236 4887.080 4878.113 4793.832 4573.523 4388.568
RMC 0.093 −0.009 0.067 −0.061 −0.037 −0.083

RMC’s
p-value 0.020 0.587 0.012 0.836 0.800 0.980

* SEM and SLM do not have R2 and adjusted R2; pseudo R2 is used instead.

The average results of 16 years of experiments show that the ESF-SVC model signif-
icantly outperformed the other models in terms of R2, adjusted R2, RMSE, and AIC. In
addition, the ESF-SVC model eliminated the spatial autocorrelation of the residuals, and
the p-values of the Moran coefficient of residuals are all greater than 0.05. The average R2

of ESF-SVC reached 0.97, which was 28.55, 28.55, 29.23, 19.00, and 9.41% higher than that
of OLS, SEM, SLM, ESF, and GWR, respectively. The ESF-SVC model also showed a very
large advantage in the index of adjusted R2, which was 29.10, 20.05, and 10.91% higher
than that of OLS, ESF, and GWR, respectively, and the difference with R2 was very small.
In contrast, the results of ESF and GWR models showed some differences between R2 and
adjusted R2. The observed values of the ESF-SVC model showed the smallest deviation
from the true values, and the average RMSE was 73.72, 72.59, 71.54, 59.25, and 38.32 km2

lower than that of the OLS, SEM, SLM, ESF, and GWR models, respectively. This indicates
significantly higher fitting accuracy of the ESF-SVC model than the other models. The AIC
values of the ESF-SVC model also remained the lowest among all experiments; the average
AIC of the ESF-SVC model was 503.67, 498.51, 489.55, 405.26, and 184.96 lower than that of
the OLS, SEM, SLM, ESF, and GWR models, respectively, which indicates that the ESF-SVC
model not only had improved accuracy but also maintained very low complexity after
adding eigenvectors and considering both spatial autocorrelation and spatial heterogeneity.
From the perspective of eliminating spatial autocorrelation, the ESF-SVC model and the
SEM, ESF, and GWR models can eliminate the autocorrelation of residuals, and the p-values
of the Moran coefficient residuals were all greater than 0.05, whereas the OLS and SLM
models exhibited the phenomenon of spatial aggregation of residuals.

The average residuals and relative errors of different models (OLS, SEM, SLM, ESF,
GWR, and ESF-SVC) for the 16 years of experiments are visualized in Figures 8 and 9.

As can be seen in Figures 8 and 9, the relative and absolute residual distributions of
the ESF-SVC model have no significant spatial aggregation and spatial dispersion, and the
absolute and relative errors are the smallest overall.

Overall, in terms of the absolute values of the residuals, the areas with poor model
fits are concentrated in the periphery of the inner TP, particularly in some watersheds in
the east and south, i.e., areas with more drastic lake area changes. Instead, in terms of the
relative residuals, some small watersheds in the central and western parts are fitted with
poorer accuracy, which may be due to the small size of lakes in these watersheds. The
results of the absolute and relative residuals have similarities with the trends of lake area
changes from 2000 to 2015. This indicates that the common model cannot better explain
the causes of lake area changes in each region, and also that lakes in different regions
are affected by various factors to different degrees. Compared with other models, the
relative and absolute residual distributions of the ESF-SVC model have no obvious spatial
aggregation or spatial dispersion, and the model can eliminate the spatial autocorrelation
of residuals, whereas the residual values of each region are closer to 0, which indicates
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that the deviation between predicted and real values is smaller. However, even with the
ESF-SVC model, the predictions of lake area changes in some areas are still not accurate,
probably due to the influence of some factors that were not included in the regression.

Figure 8. Average residuals of the (A) OLS, (B) SEM, (C) SLM, (D) ESF, (E) GWR, and (F) ESF-SVC
models for 2000 to 2015.

Figure 9. Average relative errors of the (A) OLS, (B) SEM, (C) SLM, (D) ESF, (E) GWR, and (F)
ESF-SVC models for 2000 to 2015.

In conclusion, the ESF-SVC model proposed in this study was used to fit spatial dif-
ferences in the lake area within the TP by considering spatial heterogeneity and spatial
autocorrelation. The ESF-SVC model performs well in terms of eliminating spatial autocor-
relation and is on par with other spatial models. In terms of fitting accuracy, model error,
and model complexity, the ESF-SVC model significantly outperforms the other regression
models. ESF-SVC demonstrates its excellence in all aspects of the model.

3.4. ESF-SVC Model Coefficients

The average coefficients of each variable for each year from 2000–2015 and for all ex-
periments over the 16 years are shown in Table 6. From the average results of 16 years, lake
areas showed significant positive correlations with PREC, SME, SMO, VAREA, and ELEV,
and negative correlations with EVAP and DAYT. The coefficients of each variable changed
from 2000 to 2015, which implies that the main influencing factors of lake expansion may
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have differed in different time periods. SME, SMO, VAREA, and ELEV maintained positive
coefficients in all experiments, PREC had positive coefficients in most years and negative
coefficients in some years, but the absolute values of the negative coefficients were small,
and EVAP and DAYT had negative coefficients in most years. The coefficients of PREC
were generally more dramatic, mostly positive and with larger values from 2000 to 2008,
and more unstable from 2009 to 2015, with small absolute values and negative values. In
contrast, the coefficients of SMO were smaller in 2000 to 2008 and larger in 2008 to 2015.

Table 6. Average coefficients of the ESF-SVC model.

DAYT EVAP SMO PREC SME VAREA ELEV

2000 −13.043 \ 13.715 −0.599 27.435 83.037 20.665
2001 −21.206 −5.129 \ 17.189 19.997 92.865 20.933
2002 \ −4.091 6.745 7.994 18.513 70.368 25.275
2003 −17.226 3.877 8.882 31.129 23.958 91.716 25.980
2004 −27.322 3.436 7.688 −1.694 49.162 97.793 21.582
2005 −22.745 −5.016 2.055 10.478 25.976 102.070 34.046
2006 −9.397 −4.500 9.784 12.378 37.994 105.679 30.591
2007 −8.623 −12.112 6.778 13.220 21.150 115.889 33.024
2008 −8.790 −15.598 4.563 22.838 21.656 94.174 32.156
2009 −12.429 −1.498 10.184 1.637 10.163 120.882 35.164
2010 \ 2.295 6.289 11.000 49.994 99.399 24.477
2011 2.103 −3.512 19.913 0.017 22.417 123.165 32.207
2012 \ 5.790 14.622 −5.420 26.959 114.631 25.676
2013 \ 4.558 18.209 −5.134 24.344 121.842 28.033
2014 −11.514 −3.972 16.660 5.434 24.462 121.960 37.158
2015 −16.758 −3.500 9.375 5.218 20.407 120.320 29.268

16-year
average −13.913 −2.598 10.364 7.855 26.537 104.737 28.515

The coefficients of some independent variables in the ESF-SVC model varied spatially,
and the model coefficients differed within different watersheds. The average coefficients of
each region in all experiments over the 16 years were counted, as shown in Figure 10, and
the spatial variation of the coefficients of the variables was analyzed.

The average results of each coefficient in different regions for 16 years show that PREC
has positive coefficients in the south and northeast, and the absolute value of the coefficient
is large; however, PREC has negative coefficients in the northwest and east-central regions.
EVAP shows negative coefficients in most places in the region, especially in the southeast,
where the absolute value of the negative coefficient is large, while this value is small in the
northeast and southwest and there are even positive coefficients. For DAYT, the negative
coefficients are smaller in absolute value in the south, northwest, and northeast. The
coefficient of SME is very large in the southeast, and positive coefficients are found in the
western, southern, and eastern periphery, but there are also negative coefficients in the
northern and central parts. For SMO, the positive coefficients are larger in the northeast
and west, and for most of the central region, the coefficients are also positive, with negative
coefficients existing only in the northwest and southeast. For VAREA, the distribution of
coefficients is not very regular, although the coefficients are all positive, but in general, they
are larger in the external parts and smaller in the internal parts. For ELEV, the coefficients
are mostly negative in the central part and the positive coefficient values are larger in the
external part, especially in the southeast.

The experimental results of the spatially varying coefficients show that changes in the
inner TP lake area in different regions are affected by climate and terrain factors to different
degrees. There are also spatial differences in the effects of each factor on lakes.
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Figure 10. Average coefficients of (A) PREC, (B) EVAP, (C) DAYT, (D) SME, (E) SMO, (F) VAREA,
and (G) ELEV in the ESF-SVC model for each region from 2000 to 2015.

4. Discussion
4.1. Analysis of Influencing Factors

Analyzing the average results of the 16-year ESF-SVC model, it can be seen that
precipitation, snow melt, permafrost moisture release, the area of vegetation in the water-
shed, and elevation difference all contribute significantly to lake area expansion, while
evapotranspiration and days of mean daily temperature above zero have an inhibitory
effect. Precipitation, snow melt, and permafrost moisture release can provide runoff to
lakes and contribute directly to lake expansion [10–12]. Hydrological processes in lake
basins are influenced by land vegetation, and changes in vegetation can cause changes in
precipitation partitioning and runoff components, which can affect lake expansion [28].
Large differences in elevation in the watershed are conducive to the collection of water,
and thus, the formation of small lakes [22,23]. Evapotranspiration can have a direct im-
pact on lake area and can also reduce surface flow into lakes, negatively impacting lake
expansion [9]. Temperature can promote glacier [12,68] and snow melt [12,69] on the one
hand and evapotranspiration [12] on the other; thus, there is uncertainty of the effect on
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lake areas. The effect of temperature on snow is intuitively reflected by the SMO variable,
while the contribution of temperature to glacier melt cannot be discussed quantitatively in
this paper due to a lack of large-scale glacier data. The results show a negative correlation
between the number of days of above-zero mean daily temperature and lake area, which
may be due to the fact that most of the glaciers are distributed in the boundary area of the
TP, with fewer glaciers in the inner TP [70], and the temperature has more influence on lake
evapotranspiration in the inner TP.

There are fluctuations in the mean values of each coefficient across the region over
the 16 years, which implies that there are differences in the degree of contribution of
each variable to lake expansion at different times. These factors, such as snow melt,
permafrost moisture release, vegetation area in the watershed, and elevation differences,
positively influenced lake expansion from beginning to end, with precipitation contributing
significantly in most years and less in some years. Evapotranspiration and days of mean
daily temperature above zero inhibited lake expansion in most years. Comparing the
whole period from 2000 to 2015, the inhibition of lake expansion by evapotranspiration was
more pronounced from 2000 to 2008, while precipitation significantly contributed to lake
expansion during the same period. The experimental results point out that the lake area
maintained a faster growth rate during this period even under strong evapotranspiration,
indicating that the contribution of precipitation was larger during this period compared to
the subsequent period. In the period 2008 to 2015, the effects of evapotranspiration and
precipitation weakened compared to the previous period, but the effects of permafrost
moisture release and vegetation area in the basin increased significantly. The expansion
of lakes slowed down from 2008 to 2015 compared to the previous period, and there was
even shrinkage. The expansion of lakes in this period was mainly due to the moisture
release of permafrost and the reduction of evapotranspiration, and the promotion of lakes
by precipitation was weaker than in the previous period, which may be the reason for the
slower growth rate in this period.

The differences in the spatial distribution of the coefficients of the ESF-SVC model
suggest that there are differences in the effects of the factors on the lake area in different
regions.

Precipitation is very effective in promoting lake expansion in the south and northeast,
similar to the spatial distribution of precipitation, which is higher in the southeast of the
inner TP, and these significantly contribute to the growth of lakes. In contrast, in the central
and western regions, there is less precipitation and it also contributes less to the lake area
compared to other regions. Evapotranspiration has a significant inhibitory effect on lake
expansion in the southeastern part of the inner TP, which is similar to the distribution of
evapotranspiration. The coefficient of the average days with daily temperature above zero
shows that temperature inhibits the expansion of lakes within the inner TP. Above-zero
temperature can promote snow and glacier melt, leading to an increase in lake area, while
evapotranspiration leads to a decrease in lake area. Snow melt was added to the regression
as a variable to visualize its effect on lakes, while glacier data cannot be added to the
regression as a variable due to the lack of large-scale glacier data. It is hypothesized that
temperature promotes more evapotranspiration due to less glacier distribution within the
inner TP. However, referring to the previous classification of recharge sources of lakes on
the Tibetan Plateau [71,72], the absolute value of negative coefficients in the basins where
glacial lakes are located is small. Positive coefficients exist for some large glacial lake basins,
suggesting that temperature does promote the expansion of glacial lakes, but the effect of
evapotranspiration results in mostly negative temperature coefficients. The coefficients of
snow melt show that it contributes significantly to lake expansion in most areas within the
inner TP, with a particularly significant contribution in the southeast. Permafrost moisture
release has a positive effect on the growth of lakes in most areas of the inner TP, which can
significantly promote the expansion of lakes in the northeast. Previous studies have shown
that there is some permafrost in the northeastern part of the inner TP, and the increase in
soil temperature in recent years has led to a partial release of soil moisture [7], which has
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significantly increased in this region and promoted lake expansion. In contrast, there is only
sporadically distributed permafrost in the southern part of the inner TP, and permafrost
moisture release in this area has had little effect on lake expansion [7]. Vegetation in the
watershed has a more pronounced effect on the lakes in the periphery of the inner TP, while
it has less impact on the expansion of lakes in the central region. Since 2000, the central
region of the inner TP has shown a significant trend of vegetation degradation, while the
northeastern and southern regions have shown slight improvement [73,74]. Elevation
differences can significantly promote lake catchment within the southeastern watersheds,
while they have little effect on lake expansion within the central watersheds, probably
because the watersheds in these regions are more fine-grained and have fewer elevation
differences, which means less contribution to runoff convergence.

An analysis of different regions of the inner TP showed that the lake area in the north-
eastern part, in the Hoh Xil region, especially near the Kumkol basin, is strongly influenced
by the permafrost moisture release, precipitation, evapotranspiration, temperature, and
vegetation in the watershed. Measures such as active afforestation can be taken to promote
lake expansion in the area. For the southeast of the inner TP, south of the Tanggula Moun-
tains and north of the Nyainqentanglha Mountains, the influence of precipitation and snow
melt on lake expansion is dominant, while the elevation difference within the basin also
promotes lake water collection. Meanwhile, the influence of evapotranspiration is also
strong in the region, but the significant expansion of lakes in recent years indicates that
the promotion of precipitation, snow melt, and other runoff is higher than the inhibition
of evapotranspiration, and some glacial lake basins in the region also show a positive
correlation with higher temperature.

4.2. Limitations and Future Enhancement

Although the ESF-SVC model achieved higher accuracy, it also has some limitations.
In the ESF and ESF-SVC models, a reliable spatial weight matrix can improve the fitting
accuracy and prediction ability. This is similar to the use of a spatial weight matrix and
bandwidth selection to express spatial correlation in the GWR model, in which CV opti-
mization is used to select the appropriate bandwidth. However, neither the ESF nor the
ESF-SVC model uses this technique. Another shortcoming of this experiment is that some
factors that have an impact on lake area, such as glacier data, were not included in the
regression, mainly due to a lack of data. In addition, the resolution of data collected in this
paper, such as snow melt and soil moisture, is too coarse, so the climate values of adjacent
small watersheds may be similar; thus, these data cannot accurately reflect the impact of
spatial variations in climate on the TP, and cannot improve the modelling of lake area.
Additionally, the approach in this manuscript explores the linear relationship between
lake area and related factors, but the discussion of the nonlinear relationship is lacking.
Subsequently, we can explore how to add the effects of nonlinearity into the regression
for analysis. In addition, there are differences in the influencing factors and the degree of
influence on glacier-fed and non-glacier-fed lakes. This study uses the watershed as the
study unit, and it may not be possible to discuss in depth the differences in the drivers of
expansion of lakes with different supply sources. In a subsequent study, we can distinguish
different supply sources of lakes and discuss their influencing factors separately. The effect
of human activities on lake areas in regressions in subsequent experiments should also be
considered.

5. Conclusions

The changes in lake areas within the inner TP from 2000 to 2015 were explored, and
the effects of climate, terrain factors, and spatial effects were discussed. Using the ESF-SVC
model, a regression analysis of lake area in the inner TP was conducted during the 16 years,
using data on evapotranspiration, precipitation, snow melt, days of above-zero daily
temperature, land surface soil moisture, vegetation zone area, and maximum elevation
difference within the watershed.
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The results show that the ESF-SVC model had the best fit in all experiments during
the 16 years and had the best performance according to R2, adjusted R2, pseudo-R2, RMSE,
and AIC criteria and was able to eliminate spatial autocorrelation. The advantage of the
method in our paper compared with previous studies is the ability to quantitatively analyze
the effects of multiple factors on lake areas in different spatial regions. Compared with
other spatial and non-spatial models, the ESF-SVC model took better account of spatial
autocorrelation and spatial heterogeneity by incorporating the eigenvectors selected from
the spatial weight matrix into the regression, which not only improved the accuracy and
reduced the fitting error, but also maintained a very low complexity. In addition, the model
results showed spatial differences in the degree of influence of each factor, thus allowing us
to explore the differences in the drivers of lake expansion in different regions.

The average coefficients of the ESF-SVC model over the 16 years show that precip-
itation, snow melt, permafrost moisture release, the area of vegetation, and elevation
difference in the watershed contribute significantly to lake area expansion, while evapo-
transpiration and days of mean daily temperature above zero have an inhibitory effect.
The values of the coefficients of each variable fluctuate somewhat in different years, which
means that the degree of contribution of each variable to lake expansion varies at different
times. At the same time, differences in the spatial distribution of the mean coefficients of
each variable in the 16 years indicate that there are differences in the effects of each factor
on the lake area in different regions. In conclusion, the factors influencing the lakes of the
TP at different times and in different regions are not consistent.

In this study, a quantitative spatial modeling of lake area on TP was conducted. This
work represents a new attempt to study lakes on the TP, exploring the differences in
influencing factors of lakes from temporal and spatial scales, and including factors of
vegetation and terrain into the discussion for subsequent studies of lakes, which provides
a reference for subsequent spatial studies of lake areas on TP. Compared with traditional
spatial models, the ESF-SVC model provides a suitable approach for analyzing geographic
events and a unique perspective. However, there is no more universal method for the ESF-
SVC model to construct the spatial weight matrix yet, which may have a significant impact
on the results, and further discussion may be needed. It is foreseen that the proposed
model is a highly promising approach for application in spatial regression modeling.
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