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Abstract: The size of the training data set is a major determinant of classification accuracy. Neverthe-
less, the collection of a large training data set for supervised classifiers can be a challenge, especially
for studies covering a large area, which may be typical of many real-world applied projects. This
work investigates how variations in training set size, ranging from a large sample size (n = 10,000) to
a very small sample size (n = 40), affect the performance of six supervised machine-learning algo-
rithms applied to classify large-area high-spatial-resolution (HR) (1–5 m) remotely sensed data within
the context of a geographic object-based image analysis (GEOBIA) approach. GEOBIA, in which
adjacent similar pixels are grouped into image-objects that form the unit of the classification, offers
the potential benefit of allowing multiple additional variables, such as measures of object geometry
and texture, thus increasing the dimensionality of the classification input data. The six supervised
machine-learning algorithms are support vector machines (SVM), random forests (RF), k-nearest
neighbors (k-NN), single-layer perceptron neural networks (NEU), learning vector quantization
(LVQ), and gradient-boosted trees (GBM). RF, the algorithm with the highest overall accuracy, was
notable for its negligible decrease in overall accuracy, 1.0%, when training sample size decreased from
10,000 to 315 samples. GBM provided similar overall accuracy to RF; however, the algorithm was
very expensive in terms of training time and computational resources, especially with large training
sets. In contrast to RF and GBM, NEU, and SVM were particularly sensitive to decreasing sample size,
with NEU classifications generally producing overall accuracies that were on average slightly higher
than SVM classifications for larger sample sizes, but lower than SVM for the smallest sample sizes.
NEU however required a longer processing time. The k-NN classifier saw less of a drop in overall
accuracy than NEU and SVM as training set size decreased; however, the overall accuracies of k-NN
were typically less than RF, NEU, and SVM classifiers. LVQ generally had the lowest overall accuracy
of all six methods, but was relatively insensitive to sample size, down to the smallest sample sizes.
Overall, due to its relatively high accuracy with small training sample sets, and minimal variations
in overall accuracy between very large and small sample sets, as well as relatively short processing
time, RF was a good classifier for large-area land-cover classifications of HR remotely sensed data,
especially when training data are scarce. However, as performance of different supervised classifiers
varies in response to training set size, investigating multiple classification algorithms is recommended
to achieve optimal accuracy for a project.

Keywords: training sample size; supervised machine learning; high-resolution imagery; large
area; GEOBIA

1. Introduction

One of the key determinants of classification accuracy is the training sample size [1],
with larger training sets typically resulting in superior performance compared to smaller
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training sets. However, in applied remote sensing analyses, training data may be limited
and expensive to obtain, especially if field observations are needed. In circumstances where
the number of training data is limited, or where constraints in processing power or time
limit the number of training samples that can be processed, it would be advantageous to
know the relative dependence of machine-learning classifiers on sample size. For example,
an analyst may want to know the potential for increased classification accuracy if additional
resources were invested in increasing the number of training samples. Alternatively, if a
very large sample size is available, does this potentially affect the classifier choice?

The existing literature on training sample size and its effect on classification accuracy
offers only partial insight into these questions. Most previous studies comparing supervised
machine-learning classifier accuracy have used a single, fixed training sample size [2–4],
and thus have ignored the effects of variation in sample size. Conversely, investigations that
have examined the effects of sample size, for example [1,5,6], have generally focused on a
single classifier, making it difficult to compare the relative dependence of machine-learning
classifiers on sample size.

The small number of studies that have investigated varying training set size on multi-
ple supervised classifiers have generally considered only a narrow range in sample sizes,
and often focused on other characteristics of the training set, such as class imbalance [7,8]
or feature set dimensionality [9]. For example, an important study by Myburgh and
Niekerk [9] investigated the effects of sample size on four machine-learning classifiers.
However, their experiment explored only a small range of sample sizes, 25–200, and those
samples were collected from a relatively limited urban study area. Furthermore, although
they included classification and regression tree (CART) classification, they did not include
the popular random forest classifier. Another study, Qian et al. [10] also examined the
effects of training set size on various supervised classifiers in a geographic object-based
image analysis (GEOBIA) classification. However, Qian et al. [10] examined a narrow range
of sample sizes, 5–50 samples per class. They also conducted their investigation using
Landsat-8 OLI imagery, a medium spatial resolution dataset, which was applied to a single
district within Beijing. Furthermore, their study, similar to that of [9], did not include either
neural networks or k-nearest neighbors classifiers.

This paper therefore furthers the investigation into the effects of sample size on super-
vised classifiers by examining a broad range of training sample sizes, ranging from a large
sample size of 10,000, with each class having a minimum of 1000 samples, to a very small
training sample size of 40, where certain classes may have as few as 4 training samples. The
effect of sample size is compared for six supervised machine-learning classifiers, support
vector machines (SVM), random forests (RF), k-nearest neighbors (k-NN), single-layer per-
ceptron neural networks (NEU), learning vector quantization (LVQ), and gradient-boosted
trees (GBM). SVM, RF, k-NN, NEU, and GBM classifiers are commonly implemented in
remote sensing analyses [11], with combinations of these classification algorithms used in
comparative analyses of classifier performance on remotely sensed data [2,12,13]. LVQ was
also selected for this analysis, as it is used in a variety of other fields such as accounting [14],
mechanical engineering [15], and medical imaging [16], but as yet has rarely been used to
classify remotely sensed data. The accuracy of the classifications is evaluated with a large,
independent validation sample set.

As most previous investigations comparing supervised machine-learning classifier de-
pendence on sample size have employed relatively small test areas, this analysis examines
classifier response to varying training sample sizes when applied to classify a high-spatial-
resolution (HR, 1–5 m) remotely sensed dataset covering a large area. A GEOBIA approach
is used because GEOBIA has been found to be particularly effective for classifying HR
remotely sensed data [17,18]. GEOBIA is a relatively new paradigm in remote sensing
which has become increasingly popular in both theoretical and applied analyses in recent
years. GEOBIA applies image segmentation techniques to group similar pixels into dis-
crete, non-overlapping image-objects. Unlike pixel-based data which are uniform in size
and shape, GEOBIA image-objects can provide potentially useful geometric information
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which may serve as additional predictor variables for classification methods. Furthermore,
GEOBIA image segmentation approaches have proven particularly useful for reducing
the salt-and-pepper noise effect experienced in pixel-based analyses of high-resolution
remotely sensed data [18]. The remotely sensed data used comprises 4-band color infrared
1 m United States National Agriculture Imagery Program (NAIP) orthoimagery, combined
with 1 m light detection and ranging (LIDAR)-derived normalized digital surface model
(nDSM) and intensity raster grids.

2. Materials and Methods
2.1. Study Area and Remotely Sensed Data

The study site is in the state of West Virginia, USA, between latitudes 79◦55′ W and
79◦30′ W and longitudes 39◦42′ N and 39◦0′ N, encompassing a multi-county area includ-
ing Preston County, and portions of Monongalia, Taylor, Barbour, and Tucker counties
(Figure 1). The total size of the study area is 260,975 ha, which is 4.2% of the area of the
entire state of West Virginia. The terrain is mountainous, with elevations of 548–914 m, and
mostly forested.
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Red, Green, as RGB, of the entire study area. Highlighted area in yellow indicates the subset area represented in this figure, 
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Two types of remotely sensed data were used: passive optical multispectral imagery, 
and a LIDAR point cloud (Figure 1). The optical dataset comprises four-band color infra-
red leaf-on NAIP orthoimagery [19]. The spectral bands of the NAIP imagery include blue 
(400–580 nm), green (500–650 nm), red (590–675 nm), and near-infrared (NIR) (675–850 

Figure 1. (a) Study Area in Northeastern, West Virginia, USA. (b) small subset area, showing 4-band color infrared NAIP
Orthoimagery, displaying bands near-infrared (NIR), Red, Green as RGB, (c) LIDAR-derived Intensity nDSM, (d) LIDAR-
derived normalized digital surface model (nDSM), (e) false color composite NAIP orthomosaic displaying bands NIR, Red,
Green, as RGB, of the entire study area. Highlighted area in yellow indicates the subset area represented in this figure, area
in blue refers to the subset area discussed in Section 3.2.

Two types of remotely sensed data were used: passive optical multispectral imagery,
and a LIDAR point cloud (Figure 1). The optical dataset comprises four-band color infrared
leaf-on NAIP orthoimagery [19]. The spectral bands of the NAIP imagery include blue
(400–580 nm), green (500–650 nm), red (590–675 nm), and near-infrared (NIR) (675–850 nm).
The imagery has 1 m spatial resolution and 8-bit radiometric resolution. The NAIP data
were acquired via a series of aerial flights between 17 July and 30 July 2011. A small portion
of the NAIP imagery within the study area, less than 3% of the total, was collected on
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10 October 2011. The NAIP imagery were provided as 108 individual uncompressed digital
orthophoto quarter quadrangles (DOQQs) in a tagged image file format (.tiff).

The LIDAR data were acquired between 28 March and 28 April 2011, using an Optech
ALTM-3100C sensor [20] with a 36◦ field of view and a pulse frequency of 70,000 Hz. The
LIDAR data were provided as 1164 individual LASer (.las) files, containing a combined
total of 5.6× 109 points. The LIDAR point cloud data include elevation, intensity, up to four
returns, and a basic classification of the points provided by the vendor. A pilot investigation
determined there was minimal change in the land cover during the approximately four
months between the acquisition dates of most of the LIDAR and NAIP data.

This study site was chosen as it contained a diverse set of landforms including forests,
rivers, lakes, mountains, valleys, urban and suburban developed areas, and croplands, as
well as anthropogenic landforms such as mines, at a variety of elevations. The boundary of
the study area was largely defined by the extent of the LIDAR point cloud. Four land-cover
classes were mapped for this analysis: forest, grassland, soil and water (Table 1).

Table 1. Land-Cover Classes.

Name Description

Forest Woody vegetation
Grassland Herbaceous and other non-woody vegetation

Soil Exposed soil, primarily in agricultural fields and impervious surfaces with
spectral properties similar to soil

Water Synthetic and natural waterbodies

2.2. Data Processing and Image Segmentation

The LIDAR tiles first were combined into a single large LIDAR point cloud stored
as a LASer (LAS) dataset. Elevation and intensity information in the LIDAR point cloud
were used to develop a normalized digital surface model (nDSM) and an intensity raster,
respectively. LIDAR-derived elevation and intensity surfaces have been demonstrated to
improve the accuracy of land-cover classifications of HR multispectral imagery, especially
if the spectral resolution of the imagery is low [21].

The LAS to Raster function in ArcMap 10.5.1 [22] was used to rasterize the LIDAR
point cloud. Elevation data in the LIDAR point cloud were used to first develop a bare
earth digital elevation model (DEM) and a digital surface model from the ground and first
returns, respectively. An nDSM was produced by subtracting the DEM from the DSM.

The intensity of the first returns in the LIDAR point cloud was rasterized to generate
an intensity surface using the ArcMap LAS to Raster function. A binning approach was
used to determine cell values. Cell values were assigned the average value of all points
contained within each cell. Linear interpolation was used to determine cell values for any
voids contained within the point cloud. Slant range distance was not available, and thus it
was not possible to correct for beam spreading loss or other factors. Previous research has
shown that even in the absence of calibration of LIDAR intensity, LIDAR intensity data
are useful for land-cover classification [23]. The pixel size of both the nDSM and LIDAR
intensity raster grids was set to 1 m, matching the pixel size of the NAIP orthoimagery. A
5 × 5-pixel median filter was applied to the LIDAR raster grids, to remove artefacts likely
caused by the “sawtooth” scanning pattern of the OPTECH ALTM 3100 sensor and the 1 m
rasterization process [24].

The NAIP tiles were mosaicked and color-balanced into a single large image using
the Mosaic Pro tool in Earth Resources Data Analysis System (ERDAS) Imagine 2014. As
NAIP imagery comprise multiple flight lines of data acquired at different times of the
day [19], radiometric variation can occur between NAIP tiles. In large-area analyses of
NAIP data, this can be a particular concern, as a larger study area is likely to include
more radiometric variation. Thus, color-balancing was applied during the mosaic process
to reduce radiometric variation between the NAIP orthoimagery tiles [25]. The NAIP
orthomosaic was then clipped to the boundaries of the LIDAR raster grids. The NAIP and
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LIDAR raster grids were combined into a single, six-layer stack, comprising the four NAIP
bands and two LIDAR bands.

Trimble eCognition Developer 9.3 multi-resolution segmentation (MRS) was chosen
as the segmentation method for this analysis. MRS is a bottom-up region-growing segmen-
tation approach that partitions images into distinct image-objects [26]. Equal weighting
was given to all six bands for the segmentation.

The MRS algorithm has three parameters that require input from the analyst: scale,
shape, and compactness [26]. The scale parameter (SP) determines the size of the image-
objects, and is usually assumed to be the most important [13,27,28]. The SP value is
typically chosen through trial and error [29,30], although that approach has been criticized
as ad hoc, not replicable, and not able to guarantee a near-optimal value [31]. The estima-
tion of scale parameter (ESP2) tool, an automated method for SP selection developed by
Drăguţ et al. [32], iteratively generates image-objects at multiple scale levels. The tool then
plots the rate of change of the local variance (ROC-LV) against the associated SP. Peaks in
the ROC-LV curve indicate SPs with segment boundaries that tend to approximate natural
and synthetic features [27].

As the ESP2 tool requires a large amount of computing resources, three small areas
of the study area were randomly selected to run the ESP2 process. The results suggested
SP values of 97, 97, and 104, and therefore an intermediate value, 100, was selected for
the MRS segmentation. The default shape and compactness parameters of 0.1 and 0.5
respectively were used, as varying these parameters did not appear to improve the quality
of the segmentation. The segmentation of the dataset generated 474,614 image-objects.

Unlike pixels, which are uniform in size and shape, image-objects in object-based
image analyses can include not only spectral information, but also spatial information.
A total of 33 spectral and geometric predictor variables were generated for each image-
object (Table 2). Spectral variables include the mean, mode, standard deviation, and
skewness of each image band. In addition, a separate spectral value Brightness was also
included. The Brightness value of objects was calculated as the average mean values of
the four NAIP bands, over all the pixels in the object [33]. NDVI was calculated using the
Red and NIR spectral bands from the NAIP data. Examples of geometric variables include
object roundness, border length, and compactness.

Table 2. Image-object predictor variables, consisting of spectral properties, spectral indices, texture measures, and geomet-
ric measures.

Variable Type Object Predictor Variables Number of Variables

Spectral properties
Mean (Blue, Green, Intensity, NIR, Red, nDSM),
Mode (Blue, Green, Intensity, NIR, Red, nDSM),

Mean Brightness
13

Spectral Indices Mean NDVI 1

Texture measures Standard deviation (Blue, Green, Intensity, NIR, Red, nDSM),
Skewness (Blue, Green, Intensity, NIR, Red, nDSM) 12

Geometric measures Density, Roundness, Border length, Shape index, Area,
Compactness, Asymmetry 7

Total 33

2.3. Training Sample Collection

Two separate, large sample sets, each containing 10,000 samples, were collected from
across the entire dataset. One large sample set was used as training data while the other
large sample set was used as an independent validation set used for testing the classifier
accuracies, and was not used in training. As this analysis was conducted in a GEOBIA
framework, image-objects were the sampling unit. The class label was assigned by photo-
interpretation of the original NAIP imagery. Image-objects were found to almost always
represent a single class. In the rare instances that they did not, the majority class within the
object was used as the class label.
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For convenience, the validation data set (described in the next section) was generated
first, and then the training sample set was collected. To ensure the independence of the
validation dataset, the image-objects in the validation dataset were removed from the
population before collecting the training dataset. As the study area is overwhelmingly
dominated by the forest class, the proportions of the classes in the image did not allow for
an equalized stratified sampling. Therefore, disproportional stratified random sampling
was used for the training data sample collection to ensure adequate representation of
extreme minority classes in the training sets. Disproportional stratified random sampling
involves the selection of samples from pre-defined strata, where each member of the
stratum has an equal probability of being selected, but the size of the strata is defined
by the analyst. Previous research has indicated that disproportional stratified random
sampling is an effective approach for training data collection in large-area supervised land-
cover classifications of HR remotely sensed data where extreme minority classes are present
in the study area [34]. Randomly collected training data improves the representativeness
of the samples, and the disproportional stratified approach can reduce class imbalance [34].
For this study, the strata sizes were defined as 50% forest, 20% grassland, 20% soil, and
10% water.

The large training sample set (n = 10,000) (Figure 2) was randomly subset into a series
of smaller training sets, with each subset independently chosen from the original 10,000,
and each successive set approximately half the size of the preceding larger set. This resulted
in training sets of size 10,000, 5000, 2500, 1250, 626, 315, 159, 80, 40. Class strata proportions
were maintained for each sample set, which explains why each successively smaller sample
is not exactly half of the larger set. The smallest training sample used was 40, because a
preliminary analysis showed that sample sizes smaller than 40 caused problems with the
cross-validation parameter tuning due to the small number of samples in the water class.
Table 3 summarizes the training sample sets and the validation dataset.

Table 3. Training and validation data sample sizes and composition.

Purpose
Number of Image-Objects by Class

Total Sample Size
Forest Grass Soil Water

Training

5000 2000 2000 1000 10,000
2500 1000 1000 500 5000
1250 500 500 250 2500
625 250 250 125 1250
313 125 125 63 626
157 63 63 32 315
79 32 32 16 159
40 16 16 8 80
20 8 8 4 40

Validation 8085 1256 590 69 10,000

2.4. Validation Sample Collection

As described in the previous section, the validation data were completely separate
from the training data, and were generated prior to the collection of the training data.
Simple random sampling was used to select the validation dataset samples [34]. Simple
random sampling has the benefit that the population error matrix can be estimated directly
from the sample statistics [35]. The size of the validation sample set (n = 10,000) was
approximately 2.1% of the total image-objects generated across the entire study area.
Image-objects included in the validation sample were manually labeled by the analyst.
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2.5. Supervised Classification Methods

Six supervised machine-learning classifiers were compared in this study. The classifi-
cations were performed on each training dataset and evaluated against the independent
validation dataset. The classifications were performed within R 3.5.1. Table 4 lists the asso-
ciated R packages. The caret package [36] was used for implementation of the classification
methods for all six classifiers.

Table 4. List of supervised classification methods and associated R packages.

Machine-Learning Classifier Description R Package Reference

SVM Radial basis function (RBF) kernel support vector machines e1071 [37]

RF Fast implementation random forests suited for
high-dimensional data ranger [38]

k-NN Instance-based learning model using Euclidean distance caret [36]
NEU Single-layer perceptron feed-forward neural networks nnet [39]
LVQ Moving codebook vectors class [40]
GBM Tree-based gradient-boosted machines gbm [41]
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2.5.1. Support Vector Machines (SVM)

SVM is a non-parametric, supervised machine-learning algorithm that seeks a hy-
perplane boundary to separate classes [42,43]. A distinctive feature of SVM is that the
location of the hyperplane is determined by the training samples closest to the hyperplane,
termed support vectors; other training samples are ignored. The optimization maximizes
the margin of the hyperplane between the support vectors of the different classes, which is
why SVM is sometimes referred to as a maximum margin classifier [44]. As the hyperplane
is a linear decision boundary, and many classes are not linearly separable, SVM transforms
the feature space to a higher dimension where the data may be linearly separable. This
transformation is called the kernel trick. There are a variety of kernel types; we use a radial
basis function kernel (RBF), a kernel commonly used in remote sensing [2,43–45] and typi-
cally employed as a baseline for evaluating the performance of new SVM kernels [46,47].
RBF SVM has two parameters, C, the cost parameter, which trades off misclassification of
training examples for maximization of the margin, and σ, which defines the influence of
training samples chosen as support vectors on the decision boundary [48]. Higher values
of σ typically produce highly curved or flexed decision boundaries, while lower values
suggest a more linear decision boundary. In this analysis, optimal values of σ were chosen
by the sigest function, which uses a sample of the training set and returns a vector of the
0.1 and 0.9 quantiles of |x − x’|2. The median of the two quantiles is chosen for σ [49].

2.5.2. Random Forest (RF)

RF is an ensemble machine-learning classifier that uses many decision trees, each
of which is given random subsets of the training data and predictor variables [50]. The
decision trees in the ensemble are produced independently and, unlike typical classification
using a single decision tree, are not pruned. After training, each unknown sample is
classified based on the majority vote of the ensemble. RF is a commonly used classification
method in remote sensing analyses [2,45,51–54], and has become increasingly popular due
to its superior classification accuracies compared to other commonly used classifiers such
as single decision trees [54], ease of parameterization and robustness in the presence of
noise [55]. Additionally, the RF classifier can be attractive to remote sensing scientists
due to its ability to handle high-dimensional datasets [56], an important consideration for
hyperspectral [55,57] and object-oriented datasets [58]. The implementation of RF used in
this analysis contained 2 parameters, the number of trees, which defines the number of
trees in the forest, and mtry which defines the number of variables randomly chosen for
splitting at each tree node. In this analysis, the number of trees for all RF classifications was
set at 500, a value that is commonly used in remote sensing analyses [59–61]. Additionally,
two different methods were tested for splitting tree nodes, Gini impurity [62] and the
extremely randomized trees method described in [63].

2.5.3. k-Nearest Neighbors (k-NN)

k-NN is a non-parametric classifier, which assigns class membership to new data
inputs based upon their proximity to the k closest pre-labeled training data in the feature
space. Lower k-values produce more complex decision boundaries, while larger k-values
increase generalization [64]. k-NN is often described as a lazy learning classifier because it
is not trained; unknowns are compared directly to the training data [65].

2.5.4. Neural Networks (NEU)

NEU classifiers use a series of neurons, organized into layers [66]. All neurons in
neighboring layers are connected to each other by matrices of weights. Input layer neurons
correspond to predictor variables, while output layer neurons correspond to classes. The
neural network is trained by iteratively adjusting the weights to improve the classification,
as the training data pass through layers. A feed-forward neural network with a single
hidden layer is used in this analysis. Data in this neural network moves only mono-
directionally (forward) and uses only one single layer between the input and output
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layers [39]. An extensive literature on the application of NEU classification in remote
sensing has developed over many years [67–69]. This implementation of NEU has two
parameters; size, which defines the number of units contained within the hidden layer, and
decay, which serves as a regularization parameter which helps avoid overfitting [39].

2.5.5. Learning Vector Quantization (LVQ)

LVQ is a classifier that assigns membership to unseen examples using a series of
codebook or prototype vectors within the feature space [70]. Codebook vectors are typically
randomly selected training data. Training samples in the LVQ algorithm are processed one
at a time and are evaluated against the most similar codebook vector in the feature space.
If the selected training sample has the same class as the codebook vector, a winner-take-all
strategy is pursued, where the “winning” codebook vector is moved closer to the training
sample. If the codebook vector does not have the same output as the training sample, the
codebook vector is moved further away from the selected training sample in the feature
space. This process is repeated until all codebook vectors have been evaluated against all
training samples. Once the codebook vectors have been trained, the rest of the training
data are discarded. The LVQ classifier predicts unseen examples in a similar manner to
k-NN, except the codebook vectors are used for making predictions, rather than the full
training data set. Although LVQ is not commonly used in remote sensing analyses (for
an exception, see the application of a variant of LVQ in hyperspectral image analysis as
described in [71]), it is a widely used classifier in many other fields because of its clear and
intuitive learning process and ease of implementation [72]. LVQ has two parameters that
can be tuned: size, which influences the number of codebook instances in the model [40],
and k-value, the parameter described in Section 2.5.3.

2.5.6. Gradient-Boosted Trees (GBM)

GBM is a tree-based ensemble classifier similar to RF. However, unlike RF, which
trains many deep decision trees independently, GBM uses many shallow trees that are
built one at a time, sequentially, with the goal of minimizing on errors found from trees
built earlier in the training sequence [73,74]. GBM contains four parameters which can
be tuned. The number of trees, as with RF, defines the number of decision trees in the
ensemble. Interaction.depth specifies the number of splits in each tree. Shrinkage, which
can also be seen as the learning rate, defines how quickly the algorithm progresses down the
gradient descent. Generally, smaller shrinkage values are thought to improve the predictive
performance of the model, but at the cost of increasing training time. n.minobsinnode is
the minimum number of observations in the terminal nodes of the trees [41]. Because of
its similarity to RF, remotely sensing studies that have compared GBM to other machine-
learning methods have generally found it to produce an accuracy that is similar, but
slightly lower than, RF (e.g., [75,76], who used a variant called extreme gradient boosting).
Methods such as Xgboost [77] have also been developed which expand on GBM from both
a methodological and computational perspective by adding regularization parameters to
penalize complexity of trees. Xgboost also proposes algorithmic advantages for sparse data
and the ability to parallelize the algorithm. We have chosen to implement GBM as it is
most similar to RF in the model complexity.

2.6. Cross-Validation Parameter Tuning

Many supervised machine-learning algorithms are parameterized, so they can be
optimized for a specific objective or dataset [78,79]. The selection of classifier parameters is
an important stage of the classification process. However, as it is normally not possible
to predict optimal values for these parameters, empirical cross-validation methods are
typically employed [7,34,78,79]. K-fold cross-validation testing was used for parameter
tuning [34]. The number of folds was set to 10. Kappa was used to evaluate model
parameters instead of overall accuracy, as several cross-validation models reported identical
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overall accuracy values, but different kappa coefficient values. Table 5 shows the range of
parameters values tested for each classifier.

Table 5. Range of tested parameter values for SVM, RF, k-NN, NEU, and LVQ classifiers.

Classifier Parameter Tested Parameter Ranges

SVM (RBF) σ (Determined via sigest function)
C 0.25, 0.50, 1, 2, 4, 8, 16, 32, 64, 128

RF num.trees 500
mtry 2, 5, 9, 13, 17, 20, 24, 28, 32, 36

splitrule Gini, extratrees

k-NN k 5, 7, 9, 11, 13, 15, 17, 19, 21, 23

NEU size 1, 3, 5, 7, 9, 11, 13, 15, 17, 19
decay 0, 0.0001, 0.000237, 0.000562, 0.001334, 0.003162, 0.007499, 0.017783, 0.04217, 0.1

LVQ size 34, 37, 41, 45, 49, 52, 56, 60, 64, 68
k 1, 6, 11, 16, 21, 26, 31, 36, 41, 46

GBM n.trees 50, 100, 150, 200, 250, 300, 350, 400, 450, 500
interaction.depth 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

shrinkage 0.1, 0.01, 0.001
n.minobsinnode 10

2.7. Classification and Replications

After the optimal parameters for each classification were estimated (Table 6), classifi-
cations were conducted for all six machine-learning classifiers (SVM, RF, k-NN, NEU, LVQ,
GBM) trained from each of the nine different sets, which varied in sample size (40, 80, 159,
315, 626, 1250, 2500, 5000, 10,000 training samples).

Table 6. Example set of estimated optimal parameters for SVM, RF, k-NN, NEU, LVQ, and GBM classifications.

Classifier Parameter Parameter Value by Sample Size

SVM
(RBF)

Sample Size 40 80 159 315 625 1250 2500 5000 10,000
σ 0.0244 0.0329 0.0428 0.0333 0.0408 0.0406 0.0413 0.037 0.0399
C 2 4 2 4 2 16 4 32 4

RF
num.trees 500 500 500 500 500 500 500 500 500

mtry 26 15 19 15 5 8 29 22 15
splitrule extratrees extratrees extratrees gini gini gini gini gini gini

k-NN k 7 7 5 7 9 13 11 9 9

NEU size 5 11 11 13 17 19 9 11 11
decay 0 0.0013 0.0005 0.0032 0.1 0.0013 0.1 0.0422 0.1

LVQ size 37 31 41 55 48 41 58 58 48
k 1 1 1 6 1 6 16 31 31

GBM

n.trees 100 100 150 400 200 200 50 50 350
interaction.depth 6 1 3 5 7 4 8 6 10

shrinkage 0.1 0.1 0.01 0.1 0.01 0.1 0.1 0.1 0.1
n.minobsnode 10 10 10 10 10 10 10 10 10

To investigate potential variability in classifier accuracy depending on the composition
of the training dataset, each classification was replicated a total of 10 times. New training
data sets for sample sizes 40–5000 were simulated by random sub-sampling from the
10,000-sample set using different seed values, resulting in 80 additional training sets
(10 for each sample size between 40–5000), which were used to train the iterations of
each classifier. Class strata proportions described in Table 3 were maintained in the sub-
sampling process. As the 10,000-sample set could not be randomly sub-sampled, the
10 replications for the classifications trained from the 10,000-sample set were trained on the
same 10,000 dataset; however, the random seed for the k-fold cross-validation was changed
for each iteration, resulting in different folds for each iteration. Thus, because of replication,
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a total of 540 classifications were run (54 classifications × 10 replications). Each set of
54 classifications within a single replication is referred to as an iteration. Cross-validation
parameter tuning was conducted individually for all 540 classifications.

Classifications were run on a custom workstation with an Intel Core i5-6600K Quad-
Core Skylake processor with 32.0 GB of GDDR5 memory, and a Samsung 970 EVO NVMe
256 GB M.2. SSD running Windows 10 Pro. Processing time for all classifications were
recorded using the rbenchmark package [80]. The processing time statistics should be
evaluated in terms of their relative, and not absolute values, as processing time is highly
dependent on a variety of factors such as system architecture, CPU allocation, memory
availability, background system processes, among other factors. In addition, it is important
to note that time taken for training and optimization as well as classification is not just
dependent on the number of training samples, the focus of this paper, but also other factors
such as the particular implementation of the algorithm, the number of classes, the number
of spectral bands, and in the case of the classification, the size of imagery. We also note that
the processing time statistics and model accuracies are also representative of our specific
implementation within R. Although other software frameworks, programming languages,
and code structures may perform differently regarding both accuracy and processing time,
these results provide reference of standard implementations using the popularly used R
framework. Nevertheless, it is important to note that in particular, the computational times
reported in this paper should not be regarded as definitive for other data sets and other
implementations of these algorithms. However, the relative processing time of the different
experiments is useful for exploring characteristics of the different classifiers.

2.8. Error Assessment

The classifications were evaluated against the large randomly sampled validation
dataset consisting of 10,000 image-objects. Results for each classification were reported in a
confusion matrix. Overall map accuracy as well as user’s and producer’s accuracies were
calculated, as well as the kappa coefficient. Overall accuracy was calculated by the sum-
mation of the correctly classified image-objects for each class, divided by the total number
of image-objects in the validation dataset. Overall accuracies for all 540 classifications are
listed in Appendix A.

3. Results
3.1. Accuracy Evaluation

Figure 3 summarizes the mean overall accuracy of the six classification methods
evaluated, based on sample size. Generally, overall accuracy increased with sample size.
For all classification methods, highest average overall accuracy was produced from the
10,000-sample set, while the lowest average overall accuracy was produced from the
40-sample set. However, each classifier responded to increasing sample size differently.
The highest average overall accuracy was 99.8%, for the RF classifications trained from
the 10,000-sample set, while the lowest average overall accuracy was 87.4% for the NEU
classifications trained from 40 samples.

The mean values shown in Figure 3 hide considerable variation. This variation is
therefore explored in Figure 4, which shows the distribution of individual classification
accuracies for each classification method and sample size. It is notable for each classification
method, variation in the overall accuracy decreases as the sample size increases. This is
expected; a small sample is more likely to produce a wider range of potential outcomes.
However, the figure also shows that there are considerable differences between classifiers.
For example, both RF and k-NN appear to be good generalizers, in the sense that different
training sets of the same size produce similar accuracies. In contrast, NEU and GBM
produce a very wide range of accuracies with different training sets of the same size,
especially for the smallest sample sets. When the number of training samples is very small,
the specific samples chosen can be more important than the number of samples, even when
the samples are drawn randomly, as in our experiments.
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Figure 3. Mean overall accuracy of supervised classifications and training set size. Please note that the x-axis is on a log scale.
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RF and GBM are notable for consistently achieving higher overall accuracy than the
other four machine-learning algorithms, for all sample sizes. RF saw its highest average
overall accuracy when trained from the 10,000-sample set (99.8%), and its lowest average
accuracy when the training sample size was only 40 (94.7%). The lowest observed overall
accuracy from an RF classification trained from 40 samples was 93.1%, while the highest
was 99.8%, trained from 10,000 samples (Appendix A). The difference between the highest
and lowest overall accuracies of the 90 RF classifications was 6.7%, the smallest range of
any classifier.
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Although the overall accuracy of the RF classifier increased as training sample size
increased, RF overall accuracy began to plateau when the sample size reached 1250. The
difference in accuracy between the worst performing RF classification using 1250 samples
and highest performing RF classification trained from 10,000 samples was just 0.5%. This
plateauing of the overall accuracy is perhaps not very surprising; when classifications
reach very high overall accuracy, there is little potential for further increases in overall
accuracy. However, it is worth noting that the user’s and producer’s accuracies of all
classes, on average, continued to increase with sample size (data not shown). Using a
single classification iteration as an example, the user’s accuracy of the water class increased
from 66.0% when trained from 1250 samples to 80.2% when trained from 10,000 samples.

GBM provided comparable average overall accuracy to RF and was generally the
second-most accurate classifier. When trained from sample sizes larger than 40, the differ-
ence in mean overall accuracy between GBM and RF was consistently less than 0.5% for all
sample sizes, with RF slightly outperforming GBM, except when trained from 159 samples,
where mean overall accuracy of GBM was 0.4% higher than RF. It is notable that individual
iterations of GBM classifications occasionally provided higher levels of overall accuracy
than RF. For example, when trained from 40 samples, the highest reported overall accuracy
for GBM was 97.6%, while the highest overall accuracy for RF was 96.0% (Appendix A).
When trained from samples sizes 80, 159, 315, and 625, some classification iterations of
RF reported lower overall accuracies than the minimum reported accuracy by GBM for
that sample size. Although GBM did have the second highest range of overall accuracy
(Figure 4) when trained from a single sample set, at 11.1%, variability in overall accuracy
rapidly decreased when sample size was greater than 159.

NEU is notable for being the classification method most dependent on training sample
size. For a training sample size of 315 or larger, the NEU classifier was the third-most accu-
rate classifier (Figure 3), with an average accuracy of 99.2% when trained with 10,000 sam-
ples. However, when trained with 40 samples, the average accuracy was 87.4%, the lowest
average accuracy of the six methods. Of the six machine-learning algorithms investigated
in this study, NEU had both the largest difference in average overall accuracy between the
classifications trained from 10,000 and 40 samples, 11.7% (Figure 3), and the largest range
of accuracy of classifications trained from the same sample size, at 14.0%, from a low of
77.7% to a high of 91.7% when trained from 40 samples (Figure 4). In addition, the 77.7%
minimum accuracy for NEU was the lowest accuracy of all the 540 classifications.

The SVM classifier was generally intermediate in classification accuracy, generally
ranking third or fourth in terms of average overall accuracy (Figure 3). Of all the classifiers,
SVM showed the greatest increase in average overall accuracy, 0.6%, for the increase in
sample size from 5000 to 10,000. This is notable, as it suggests that SVM benefits from very
large sample sets (n = 10,000) and does not plateau in accuracy as much as RF and GBM
classifiers do when the sample size becomes very large (e.g., 1000 and greater). This is likely
due to larger samples containing more examples in the feature space that can be used as
support vectors to optimize the hyperplane, and thus identify a more optimal class decision
boundary for the SVM classification. SVM, when compared to the other five classifiers,
showed generally intermediate to large ranges of individual overall accuracies for specific
sample sizes (Figure 4). For example, SVM had the greatest range for 80 samples, and the
second largest range when trained from 5000 and 10,000 samples.

k-NN produced the second-lowest average overall accuracy of the machine-learning
classifiers for larger sample sizes, ranging from 315 to 10,000 (Figure 3). k-NN showed a
tendency to plateau in accuracy when trained with large samples sets, with a difference
in average overall accuracy of just 2.1% between training with 315 and 10,000 samples.
Notably, k-NN also had the smallest range of overall accuracy when sample sizes ranged
from 40 to 159 (Figure 4). This is surprising as k-NN and other lazy learning classifiers
acquire their information entirely from the training set.

LVQ had the lowest average overall accuracy among all six classifiers, except when
trained the smallest sample size of 40. The performance gap between LVQ and the other
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five classifiers generally increased with sample size. Average overall accuracy of LVQ
plateaued when the sample size reached 315, with a less than 1.2% difference between the
average accuracy of LVQ trained from 315 samples at 92.1%, and 10,000 samples at 93.2%.
LVQ is notable for generally large variations in overall accuracy at specific sample sizes, at
least in comparison to other classifiers, when trained from large sample sets, ranging from
2500 to 10,000 samples. This suggests that LVQ may be more sensitive to the composition
of the dataset than similar methods such as k-NN, as random training samples are selected
as codebook vectors to optimize the model.

Variability in overall classification accuracy, (i.e., Figure 4), such as that of SVM, has
important implications that are illustrated in Figure 5. To create this figure, a single training
set at each sample size (40, 80, etc.) was used to generate each of the six classifications.
Although Figure 5 is broadly similar to Figure 3, the pattern is much noisy, with several
cases where a larger number of training samples is actually less accurate than a smaller
number. For example, for SVM, when the number of training samples increased from 40 to
80, the overall accuracy decreased by 3.9%, from 92.6% to 88.7%.
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Figure 5. Overall accuracy of a single iteration of classifications (54 in total) and training set size. This series of classifications
were all trained using the same training set iteration of each size. Please note that the x-axis is on a log scale.

As indicated in Tables 7 and 8, the lower performance of SVM trained with 80 samples
compared to SVM trained with 40 samples was partly due the former classification’s lower
user’s and producer’s accuracies for grassland and lower producer’s accuracy for forest, the
majority class. It is surprising that these two classes, the largest classes by area, should vary
so in accuracy. However, since the training samples are selected randomly, and SVM focuses
exclusively on support vectors (i.e., potentially confused samples) for separating classes, it
suggests SVM may be inherently more inconsistent in its likely accuracy for a particular
size. For the SVM trained with just 40 samples, the water class, which has only 4 training
samples, resulted in the second-lowest producer’s accuracy for all 54 classifications in this
series, at 47.8%. This is evident in Figure 6 in the visual analysis section.

Table 7. Confusion matrix for the SVM classification trained from 40 samples graphed in Figure 5.

Reference Data (No. Objects)

Forest Grassland Soil Water Total User’s Accuracy

Classified
Data (No.
Objects)

Forest 7740 168 45 1 7954 97.3%
Grassland 229 1059 102 3 1393 76.0%

Soil 107 29 425 32 593 71.7%
Water 9 0 18 33 60 55.0%
Total 8085 1256 590 69 10,000 Overall Accuracy: 92.6%

Producer’s Accuracy 95.7% 84.3% 72.0% 47.8%
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Table 8. Confusion matrix for the SVM classification trained from 80 samples graphed in Figure 5.

Reference Data (No. Objects)

Forest Grassland Soil Water Total User’s Accuracy

Classified
Data (No.
Objects)

Forest 7331 71 11 0 7413 98.9%
Grassland 520 1007 60 0 1587 63.5%

Soil 226 177 491 29 923 53.2%
Water 8 1 28 40 77 52.0%
Total 8085 1256 590 69 10,000 Overall Accuracy: 88.7%

Producer’s Accuracy 90.7% 80.2% 83.2% 58.0%
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Figure 6. Example of land-cover classifications. The area depicted in this figure is highlighted as
the blue region in Figure 1e. Land-cover classifications displayed are examples of the best and
worst performing classifier, in terms of overall accuracy, of each classification method with a single
iteration of classifications. The numbers below the classification method label (e.g., NEU) represent
the number of training samples used.
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The training samples at each size were selected independently, which means that the
training sample with 80 samples is unlikely to include many, if any, of the samples from the
40-sample set. In a real-world application, an analyst considering expanding a training data
set would naturally want to include any previously collected data in the expanded data set.
Thus, an analyst deciding to add to training data set would not necessarily experience the
kind of decline in accuracies shown in Figure 5. However, the graph does illustrate that
the benefits of increasing the sample size are not always predictable, and why it can be so
difficult to generalize from individual experiments, particularly for classification methods
such as SVM that appear to be quite sensitive to the specific training samples chosen.

3.2. Visual Analysis

Figure 6 illustrates example classifications for a subset region (see Figure 1 for the
subset location). For consistency, for each sample size (e.g., 40 samples), the same training
data set was used for each classifier, and the overall accuracy of the resulting classifications
is graphed in Figure 5. Only the classifications with the highest and lowest overall accuracy
for each classifier are shown in Figure 6. In this iteration of the classifications, the SVM
and LVQ classifications trained from 80 samples produced a lower overall accuracy than
classifications trained from 40 samples.

Visual inspection of the example classifications (Figure 6) indicates clear improvements
in classifications trained from larger sample sets. Most of the errors were misclassifications
of the soil and water classes. Notably, in the SVM classification trained from 80 samples,
and the GBM classification trained from 40 samples many water objects were misclassified
as soil and vice versa. These errors were reduced in the SVM classification trained from
10,000 samples. Although the user’s accuracy of water only increased by 2.5% between
the SVM classification trained from 80 samples and the SVM classification trained from
10,000 samples, the producer’s accuracy of the water class improved by 39.1% and the
user’s accuracy of the soil class improved by 35.1% (Table 9).

Table 9. Confusion matrix for the SVM classification trained from 10,000 samples graphed in Figure 5.

Reference Data (No. Objects)

Forest Grassland Soil Water Total User’s Accuracy

Classified
Data (No.
Objects)

Forest 7923 12 0 0 7935 99.9%
Grassland 91 1225 8 1 1325 92.5%

Soil 54 17 545 1 617 88.3%
Water 17 2 37 67 123 54.5%
Total 8085 1256 590 69 10,000 Overall Accuracy: 97.6%

Producer’s Accuracy 98.0% 97.5% 92.4% 97.1%

Visual inspection of the best overall classification from the sample classifications, RF
trained from 10,000 samples, displayed in Figure 6, shows that while there were still some
clear misclassifications of the water class, especially in the large lake located near 39◦40′,
−79◦50′, and noted by the red circle in Figure 7, overall classification quality was high.

In this iteration all classifiers generally mapped the forest class well, with the lowest
user’s accuracy reported as 90.5% with k-NN, and the lowest producer’s accuracy reported
as 89.0% with NEU, in both instances trained from 40 samples. As forest was the majority
class in this case, comprising nearly 81% of the validation set, the good performance
of the forest class by all classifiers contributed to relatively high overall accuracies for
all classifications.
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Figure 7. Example land-cover classification of entire study area. Classification produced from the RF classification trained
from 10,000 samples with an overall accuracy of 99.8%. The red circle indicates the location of the large lake which was
associated with notable classification error displayed in Figure 6.

3.3. Computational Complexity

The training and optimization time for each classifier for each sample size is shown in
Figure 8, and the classification time in Figure 9. Training and optimization time generally
took much longer than classification for all classifiers, except for k-NN and SVM when
training set sizes were smaller than 2500, and RF when training set size was 159 or smaller.
Training and optimization time generally increased for all classifiers as the training set
size increased (Figure 8). This is expected for most classifiers. However, for k-NN, a lazy
classifier, the increased time is presumably associated with the optimization, since this
method has no training. In contrast to training and optimization time, classification time
was generally unaffected by training sample size, except for SVM and k-NN, and to a
smaller degree, GBM (Figure 9). Summing both training and classification time indicates
that GBM was generally the most expensive algorithm in terms of processing time. NEU
was second, LVQ third, RF fourth, SVM fifth, and k-NN was the fastest of all algorithms.

GBM was generally the slowest algorithm in terms of training and optimization
time (Figure 8), and for all but the sample sets with 40 and 80 samples, was 2 to 3 times
slower than the second-slowest algorithm, NEU. GBM was also very expensive in terms
of computational resources; training the GBM classifier with 10,000 samples consumed
over 27 GB of memory. GBM was generally intermediate in terms of classification time
(Figure 9). GBM was sensitive to numbers of training samples for the very smallest and
largest training sets, but classification time was relatively constant for training sets between
80 and 2500 samples.

NEU was also slow in training and optimization time, almost two orders of magnitude
slower than RF, k-NN, and SVM. However, NEU was generally intermediate to fast in
terms classification time. Overall, long processing times of NEU classifiers compared to
other supervised machine-learning algorithms was also noted in [2].



Remote Sens. 2021, 13, 368 18 of 27

Remote Sens. 2021, 13, x FOR PEER REVIEW 19 of 29 
 

 

10,000 samples, LVQ was less slow than GBM and NEU. On the other hand, LVQ was 
notably faster in classification time than all the other classifiers, irrespective of sample 
size. 

RF generally took 4 times as long as SVM to train and optimize, though this difference 
declined for larger numbers of training samples, for example, to only 1.8 times as long 
with 10,000 samples. This suggests that the training and optimizing time for SVM does 
not scale as efficiently as RF with increasing sample size. Furthermore, RF training time 
could potentially be reduced by reducing the value of the parameter that determines the 
number of trees. Because RF classification was not affected by sample size, but SVM was, 
the rank of the two classifiers in terms of classification speed switched at a sample size of 
315. Below this number of samples, SVM was faster, above it, RF was faster. 

The k-NN classifier was by far the most efficient classifier in terms of training and 
optimizing time, with the time for 40, 80, and 159 sample sizes taking less than 1 s, and 
the time for 2500 samples taking nearly 4 s. However, as a lazy learning classifier, requir-
ing each unknown to be compared to the original training data, k-NN classification was 
the method most sensitive to the training sample size. For training samples of 2500 and 
greater, it required the longest time for classification. In addition, the computation 
memory demands of k-NN are potentially substantial for large numbers of training sam-
ples. For example, one approach to optimize the k-NN search is to store in memory the 
distance between every pair of training instances, which tends to scale as a function of n2, 
where n is the number of training samples [81]. 

 
Figure 8. Training and optimization time in seconds and training set size. Please note that the x- and y-axis are on a log 
scale. 

1

10

100

1000

10000

10 100 1000 10000

Tr
ai

ni
ng

 a
nd

 o
pt

im
iza

tio
n 

tim
e 

(s
)

Number of training samples
SVM RF k-NN NEU LVQ GBM

Figure 8. Training and optimization time in seconds and training set size. Please note that the x- and
y-axis are on a log scale.
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Figure 9. Classification time in seconds and training set size. Please note that the x- and y-axis are on
a log scale.

LVQ training and optimization time was the most sensitive to sample size, increasing
1310-fold, as the sample size increased from 40 to 10,000 samples. However, even with
10,000 samples, LVQ was less slow than GBM and NEU. On the other hand, LVQ was
notably faster in classification time than all the other classifiers, irrespective of sample size.

RF generally took 4 times as long as SVM to train and optimize, though this difference
declined for larger numbers of training samples, for example, to only 1.8 times as long
with 10,000 samples. This suggests that the training and optimizing time for SVM does
not scale as efficiently as RF with increasing sample size. Furthermore, RF training time
could potentially be reduced by reducing the value of the parameter that determines the
number of trees. Because RF classification was not affected by sample size, but SVM was,
the rank of the two classifiers in terms of classification speed switched at a sample size of
315. Below this number of samples, SVM was faster, above it, RF was faster.



Remote Sens. 2021, 13, 368 19 of 27

The k-NN classifier was by far the most efficient classifier in terms of training and
optimizing time, with the time for 40, 80, and 159 sample sizes taking less than 1 s, and the
time for 2500 samples taking nearly 4 s. However, as a lazy learning classifier, requiring
each unknown to be compared to the original training data, k-NN classification was the
method most sensitive to the training sample size. For training samples of 2500 and
greater, it required the longest time for classification. In addition, the computation memory
demands of k-NN are potentially substantial for large numbers of training samples. For
example, one approach to optimize the k-NN search is to store in memory the distance
between every pair of training instances, which tends to scale as a function of n2, where n
is the number of training samples [81].

4. Discussion

Based on the performance of the supervised machine-learning classifications, our
results show that machine-learning classifiers vary in accuracy and in required computation
resources in response to training set size. Similar to observations made by [10,11], we found
that classifier performance generally improved with larger sample sizes. However, we
also observed that for some classifiers, particularly RF, GBM, LVQ and k-NN, increasing
sample set size after a certain point did not substantially improve classification accuracy,
even when using a training set 2 orders of magnitude larger in size, while computational
demands increase. In comparison, SVM and NEU continued to benefit from larger sample
sizes through increases in overall accuracy, as well as class user’s and producer’s accuracies.

In detail, the effects of sample size vary with the different classifiers. In the case of
the RF and GBM algorithms, increasing the sample size continued to improve the user’s
and producer’s accuracies of minority classes, even when the overall accuracy did not
notably increase. With the SVM and NEU algorithms, we observed that overall accuracy
continued to rise when trained from larger sample sets. However, both GBM and NEU
algorithms were consistently the most expensive in terms of training and optimization
time but were relatively quick in terms of classification time when trained with moderate
or large training data sets. Although GBM provided similar levels of overall accuracy to RF,
the computational demands of the GBM classifier were far greater than RF. For example,
with trainings sets of 625 or more samples, GBM required more than 15 times the total
processing time of RF. GBM’s longer training time is not unexpected, as trees in GBM are
built sequentially, contrasting with RF’s trees which are trained independently and can
be built in parallel. In addition, the parameterization of GBM was more complex than RF,
as three parameters were tuned with GBM, compared to a single parameter with RF. In
general, we observed that training time for classifiers with more tuning parameters (GBM,
NEU, LVQ) was longer than classifiers with less parameters (k-NN, SVM, RF). However,
it should be noted that computational time of all classifiers may vary depending on the
programming language and environment they are executed in, and there may be more
computationally efficient platforms or implementations than the code used in this analysis.
With advances in cloud and high-performance computing environments incorporating
parallel processing, the specific implementation or platform of choice may be less of a
concern. In addition, while GBM was more computationally intensive than RF within the
range of sample sizes examined in this analysis, RF may experience memory and search
issues when using incredibly large training datasets. Although our sample size range was
selected for the purpose of investigating differences between classification methods, future
research should be conducted on classifier responses to extremely large training sets.

Although larger sample sets generally led to an improvement in overall accuracy of the
k-NN algorithm, overall accuracy of the k-NN classifier did not improve as much as NEU
and SVM when trained from larger sample sets. However, the k-NN classifier was much
faster than all other classifiers, especially with larger training sets. Although LVQ outper-
formed NEU with small sample sizes, overall accuracies of LVQ classifications plateaued
quickly with relatively small sample sizes, and generally underperformed compared to the
other five algorithms, especially with large training sets, which suggests that additional
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training samples may not be beneficial for improving accuracy beyond a certain threshold.
Notably, when trained with sets of intermediate to large size (for example, 625 samples
and large), the replications of the LVQ classifications produced a large range accuracy
values compared to the other classifiers. This suggests that LVQ is more sensitive to the
composition of the training set, even with large training sets, compared to the other five
classification methods. Also, training time for LVQ did not scale well to larger sample sets.

However, variability in overall accuracy when trained from different training sets
tended to decrease with larger sample sets for all classification methods. This trend was
observed for all six classifiers investigated in this study. This suggests that individual
samples in smaller sample sets may have more of an effect on classification performance,
which could lead to variations in overall accuracy. Thus, training on larger samples sets
is recommended for robust measures of overall accuracy. In our previous work [34],
we showed that training samples selected randomly tend to outperform those selected
deliberatively. With a deliberative sample, the variability in the representative nature of
individual samples may be even greater than was observed in our study (as shown in
Figure 4), which would further reinforce the point that larger sample sizes tend to favor
greater accuracy. Furthermore, extremely small sample sets, where there are as few as four
training samples available for a particular class can be problematic for certain classification
methods, such as SVM, NEU, LVQ, and GBM and may result in poor performance in terms
of overall accuracy, as the classifier may fail to predict that an observation will come from a
minority class with so few samples.

Although we reported specific accuracy metrics for the classifications conducted in
these experiments, the performance of classifiers may vary depending on several factors,
such as the number of classes, the quality of training data, and the size and composition of
the study area. Nevertheless, several general insights and recommendations can be made
from this study:

1. Although in general, analysts should collect as many training samples as possible,
some classifiers, such as RF, GBM, k-NN, and LVQ, may not benefit from increased
sample size beyond a certain threshold where the classifier has appeared to have
reached its maximum its accuracy, thus additional sample collection may not be useful.
If training samples have already been collected, and the analyst would like to know
whether additional samples might result in a higher accuracy, one possibility would
be to test whether a plateau has already been reached in the accuracy, for example, by
plotting accuracy as a function of sample size for the data already collected.

2. Classifications trained from larger sample sizes tended to show less variability in
overall accuracy when trained from different sample sets than classifications trained
from smaller sample sets. Larger training sets are recommended over smaller training
sets for robustness in overall accuracy. This observation has important implications for
research design for experiments that investigate classifier performance. Replication,
with different selections of training data, is crucial for experiments that use training
data with small numbers of samples, as in such circumstances the relative performance
of classifiers can depend more on the particular training samples selected than the
number of samples.

3. Computational time should be considered by the analyst, especially if larger training
sample sizes are used, as some machine-learning algorithms are more expensive
than others in terms of computation time for training and classification processes,
especially with larger training sets.

4. As the performance of a supervised classification trained from a fixed training set
size may be hard to predict in advance, multiple machine-learning classification
algorithms should be investigated for remote sensing analyses.

This study had several limitations. This was a single investigation of the effects
of training set size on supervised machine-learning classifiers. Our study area, though
covering a large geographic area, is broadly homogenous and dominated by a single
class. Although a simpler analysis, for example, a binary classification such as forest/non-
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forest may have been more straightforward to interpret, by including four classes, and by
including the rare class of water, the study is perhaps more representative of typical remote
sensing studies. In addition, this work used a GEOBIA, rather than a pixel-based, approach
to classification. Although other investigations involving classifiers and sample size such
as [11] suggest that GEOBIA approaches provide overall accuracies that are superior to
pixel-based approaches, we focused on investigating general trends of classifier response
to increasing training set size in terms of accuracy and computational complexity, rather
than examining differences in performance between pixel- and object-based classification
approaches. Although pixel-based data may not contain the geometric predictor variables
provided by GEOBIA data, we do not believe that the choice of classification approach
would have a large effect on the general trends in observations reported here, even though
specific values of accuracy and computational measures would likely change between the
two approaches.

Future research should examine the effects of other aspects of classification in conjunc-
tion with sample sizes, for example feature elimination and ranking processes, and the
inclusion of additional, non-beneficial predictor variables that may increase computational
complexity and possibly classification error. In addition, an investigation on training set
size and classifier response that incorporates multiple datasets, study areas, and sensor
types would be valuable.

5. Conclusions

This analysis explored the effects of the number of training samples, varying from
40 to 10,000, on six supervised machine-learning algorithms, SVM, RF, k-NN, NEU, LVQ,
GBM, to classify a large-area HR remotely sensed dataset. Although it is well known
from previous studies that larger training sets typically provide superior classification
performance over smaller training sets [1], our study found considerable variation in how
six machine-learning classifiers responded to changes in training sample size. Furthermore,
our study extends previous comparisons of machine-learning classifier dependence on
sample size, [10,11,82] by incorporating RF, SVM, NEU, GBM, and k-NN, which tend to
be among the most commonly used classifiers [2] as well as LVQ, a method widely used
in non-remote sensing disciplines. We also evaluated performance over a large range
compared to previous studies.

Overall, machine-learning methods varied considerably in their response to changes
in sample size. Even with the same classifier, and the same number of training samples,
accuracy varied between replicates that used different training samples. Therefore, we
recommend that a good practice for any project involving supervised classifications of
remotely sensed data would be to investigate multiple machine-learning classification
methods, as some machine-learning classifiers may provide better accuracy than others
depending on the size of the training set.

If it is not feasible to test multiple methods, RF appears to be the best all-round choice
as a classifier, at least over the range of training sample sizes studied in this experiment,
given RF’s superior performance over the other machine-learning algorithms. Although
GBM provided similar measures of overall accuracy to RF, GBM was far more computation-
ally expensive in terms of processing time and resources and generally did not provide an
advantage in overall accuracy. RF and GBM were found to be more accurate than the other
classifiers, irrespective of training sample size, so much so that they tended to outperform
the other supervised classification approaches, even when the other classifiers were given
much larger training sets. For example, RF and GBM using 315 samples provided a higher
overall accuracy than the other four classification methods, even when given more than
30 times the number of training samples. Ref. [82] also found that RF outperformed other
classifiers such as SVM and k-NN. In summary, RF was found to be a particularly good
choice, especially if there are only limited training data. We also note that methods such as
Xgboost [77] expand on GBM by adding regularization parameters to penalize the complex-
ity of the classification trees. Methods such as this can also see drastic computational speed
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increases under the right conditions such as sparse data and access to high-performance
computing environments.

Although SVM and NEU resulted in relatively low accuracy with smaller sample
sets, the accuracy continued to improve with larger sample sizes, which suggests that
if available, larger sample sizes are recommended. However, if using large sample sets,
training times for NEU may become prohibitive. On the other hand, once trained, NEU is
one of the faster classification algorithms when trained with large training data sets. SVM
training time seemed to scale to larger sample sets more efficiently than NEU. LVQ and
k-NN typically provided lower overall accuracy than RF, GBM, SVM, and NEU, especially
as training set size increased. Although overall accuracy of k-NN increased with larger
training sample sizes, the increase in accuracy was smaller than that of SVM, GBM, and
NEU classifiers. However, k-NN had the shortest total computational time (optimization,
training and classification) of all classifiers, regardless of sample size. LVQ was generally
the worst performing classifier and displayed relatively large variations in overall accuracy
when trained from different training sets of identical size, even with large training sets.
In addition, LVQ did not scale well in terms of training time when given large sample
sets. LVQ is thus not recommended, unless training sample is small, in which case it can
potentially provide rapid processing and at least average classification accuracy.
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Appendix A. Overall Accuracies by Classification Method, Iteration, and Sample Size

Table A1. Overall Accuracies of Radial Basis Function Support Vector Machines (SVM) Classifications.

Radial Basis Function Support Vector Machines (SVM)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 91.1% 93.3% 91.8% 93.9% 95.3% 95.8% 96.6% 97.2% 97.7%
2 91.2% 89.8% 92.8% 94.0% 95.3% 95.3% 96.8% 97.2% 97.9%
3 90.1% 92.9% 93.8% 93.9% 94.9% 96.1% 97.1% 97.5% 97.8%
4 92.4% 91.5% 92.4% 93.7% 94.8% 95.4% 96.4% 97.3% 98.0%
5 88.7% 91.2% 92.4% 93.7% 94.7% 95.6% 96.5% 97.2% 97.6%
6 86.3% 90.1% 93.5% 94.0% 95.4% 96.0% 96.5% 97.0% 97.9%
7 90.1% 92.9% 92.3% 92.8% 94.0% 95.7% 96.8% 97.0% 97.8%
8 88.6% 91.3% 91.9% 93.0% 94.7% 95.6% 96.6% 97.4% 97.8%
9 91.2% 92.9% 93.6% 94.5% 95.2% 95.9% 96.7% 97.3% 97.8%
10 92.6% 88.7% 92.8% 93.9% 94.6% 95.7% 96.6% 97.1% 97.6%
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Table A2. Overall Accuracies of Random Forests (RF) Classifications.

Random Forests (RF)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 95.5% 98.2% 98.2% 98.5% 98.1% 99.4% 99.7% 99.7% 99.8%
2 94.5% 98.4% 97.9% 98.0% 99.3% 99.5% 99.8% 99.8% 99.7%
3 96.0% 95.6% 97.5% 99.3% 99.6% 99.6% 99.7% 99.6% 99.8%
4 94.4% 96.7% 97.6% 97.4% 99.5% 99.4% 99.6% 99.7% 99.8%
5 95.1% 95.2% 95.7% 98.6% 99.4% 99.3% 99.6% 99.7% 99.8%
6 93.4% 96.6% 97.3% 99.2% 99.5% 99.5% 99.7% 99.7% 99.8%
7 93.1% 95.7% 95.2% 99.2% 99.1% 99.5% 99.6% 99.7% 99.8%
8 94.4% 94.1% 97.4% 99.3% 99.5% 99.4% 99.6% 99.7% 99.8%
9 95.2% 96.2% 98.8% 98.9% 99.5% 99.5% 99.6% 99.8% 99.8%
10 95.5% 96.1% 96.8% 99.0% 99.2% 99.4% 99.7% 99.7% 99.8%

Table A3. Overall Accuracies of k-Nearest Neighbors (k-NN) Classifications.

k-Nearest Neighbors (k-NN)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 89.2% 91.5% 93.1% 93.6% 94.4% 94.5% 94.6% 94.8% 95.3%
2 88.8% 91.1% 92.5% 92.3% 93.3% 94.4% 94.5% 94.9% 95.2%
3 89.1% 91.6% 93.5% 93.7% 94.0% 94.8% 94.5% 95.1% 95.2%
4 89.7% 91.4% 92.9% 93.5% 93.9% 94.2% 94.5% 94.8% 95.2%
5 89.7% 91.1% 92.9% 93.5% 93.6% 94.4% 94.7% 94.9% 95.2%
6 88.0% 91.0% 92.8% 93.8% 94.2% 94.3% 94.8% 94.8% 95.1%
7 90.9% 91.2% 92.3% 93.0% 94.0% 94.1% 94.5% 95.0% 95.2%
8 90.5% 92.2% 93.3% 93.1% 93.2% 94.1% 94.3% 94.8% 95.2%
9 89.6% 91.7% 92.5% 93.1% 94.0% 94.5% 94.1% 95.0% 95.2%
10 89.5% 91.2% 93.7% 93.3% 94.2% 94.3% 95.0% 94.7% 95.2%

Table A4. Overall Accuracies of Single-Layer Perceptron Neural Networks (NEU) Classifications.

Single-Layer Perceptron Neural Networks (NEU)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 91.7% 92.5% 91.9% 95.3% 95.9% 96.5% 98.2% 98.7% 99.1%
2 91.5% 91.1% 92.1% 95.7% 96.5% 97.4% 98.1% 98.7% 99.1%
3 89.7% 92.0% 94.0% 95.5% 96.4% 97.4% 98.1% 98.8% 99.2%
4 89.8% 89.2% 92.4% 93.5% 96.6% 96.7% 97.7% 98.7% 99.0%
5 78.2% 90.9% 94.1% 94.8% 96.2% 97.5% 98.0% 98.8% 99.1%
6 87.3% 91.4% 94.5% 95.1% 96.2% 96.8% 98.0% 98.7% 99.1%
7 89.1% 89.9% 91.6% 93.5% 96.1% 97.4% 97.2% 98.5% 99.0%
8 77.7% 90.2% 92.3% 94.7% 97.0% 97.3% 97.8% 98.9% 99.0%
9 91.6% 90.3% 94.8% 95.0% 95.9% 97.3% 98.1% 98.7% 99.0%
10 87.2% 88.7% 93.5% 94.7% 96.0% 98.0% 98.1% 99.0% 99.0%
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Table A5. Overall Accuracies of Learning Vector Quantization (LVQ) Classifications.

Learning Vector Quantization (LVQ)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 90.2% 92.3% 90.0% 92.8% 93.4% 92.7% 93.9% 93.5% 93.5%
2 89.3% 90.3% 91.3% 91.8% 91.5% 92.7% 93.4% 92.7% 93.2%
3 88.2% 90.6% 92.9% 93.1% 93.4% 93.2% 92.8% 93.8% 93.6%
4 88.0% 89.8% 90.0% 92.3% 92.9% 93.3% 93.1% 92.9% 93.1%
5 88.2% 88.2% 91.2% 91.8% 91.9% 92.7% 93.3% 93.4% 93.0%
6 84.6% 90.3% 92.4% 91.3% 92.7% 93.3% 92.1% 93.2% 93.1%
7 88.1% 87.9% 92.1% 91.6% 92.5% 92.1% 92.7% 93.6% 93.5%
8 90.3% 92.3% 91.4% 91.6% 91.3% 92.9% 91.7% 92.9% 93.0%
9 88.8% 90.5% 90.9% 92.2% 93.3% 93.5% 93.3% 93.4% 93.2%
10 91.1% 89.8% 90.7% 92.3% 93.0% 93.0% 93.3% 93.1% 93.3%

Table A6. Overall Accuracies of Gradient Boosted Trees (GBM) Classifications.

Gradient Boosted Trees (GBM)

Sample Size

40 80 159 315 625 1250 2500 5000 10,000

Classification
Iteration

1 96.5% 97.3% 97.9% 98.1% 99.0% 99.1% 99.6% 99.6% 99.8%
2 94.7% 98.1% 97.5% 98.2% 99.2% 99.1% 99.6% 99.6% 99.7%
3 94.7% 97.2% 97.8% 99.3% 99.3% 99.2% 99.6% 99.6% 99.7%
4 95.8% 96.2% 98.1% 98.6% 99.4% 99.4% 99.6% 99.7% 99.8%
5 91.8% 95.4% 96.0% 98.9% 99.1% 99.4% 99.5% 99.6% 99.7%
6 86.6% 95.2% 97.9% 99.1% 99.4% 99.4% 99.5% 99.6% 99.8%
7 88.8% 94.2% 96.6% 98.5% 99.1% 99.4% 99.4% 99.6% 99.7%
8 93.2% 94.4% 98.3% 98.9% 99.4% 99.4% 99.5% 99.6% 99.7%
9 97.6% 98.6% 97.9% 98.7% 99.0% 99.4% 99.5% 99.6% 99.8%
10 93.6% 95.4% 98.1% 98.3% 99.4% 99.4% 99.5% 99.7% 99.7%
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