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Abstract: The Antarctic is one of the most sensitive areas to climate change, and ice velocity is
a fundamental parameter for quantitatively assessing the glacier mass balance. Interferometric
synthetic aperture radar (InSAR), a powerful tool for monitoring surface deformation with the
advantages of having high precision and wide coverage, has been widely used in determining ice
velocity in the Antarctic. However, the mapping of complete three-dimensional (3D) ice velocities is
greatly limited by the imaging geometries and digital elevation model (DEM)-induced errors. In this
study, we propose the integration of multibaseline and multiaperture InSAR measurements from the
ENVISAT ASAR datasets to derive complete 3D ice velocities in the Grove Mountains area of the
Antarctic. The results show that the estimated complete 3D ice velocities are in good agreement with
MEaSUREs and GPS observations. Compared with the conventional 2D and quasi-3D ice velocities,
the complete 3D ice velocities can effectively eliminate the effects of DEM errors and elevation
changes and are also capable of retrieving the thickness change of the ice, which provides important
information on the origin of mass transition.

Keywords: 3D; ice velocity; InSAR; MAI; Antarctic; ice thickness

1. Introduction

Since more than 98% of the area of the Antarctic is covered by heavy ice and snow, it
is one of the most sensitive areas to the effects of climate change, and ice velocity is the fun-
damental parameter for assessing the glacier mass balance. Over the past few decades, the
spaceborne interferometric synthetic aperture radar (InSAR) has played an important role
in measuring ice velocity due to its wide coverage and high precision. Goldstein et al. [1]
first estimated the flow velocity of the Rutford Ice Stream in the Antarctic. The ice flow
velocity over the entire Antarctic has been measured by multiple satellite SAR datasets [2,3].
Estimations of mass balance [4,5], grounding line change [6,7], and tide modeling [8] have
been achieved with synthetic aperture radar (SAR) data. SAR-related techniques have been
widely used in studies about the Antarctic, and their reliability has been proved through
comparison with conventional geodetic measurements [9].

It is acknowledged that the ice velocity measured by InSAR is the linear combination
of the east, north, and vertical deformation components [10–12]. Hence, various methods
have been developed to estimate three-dimensional (3D) ice velocities. Gray [13] used more
than three independent differential InSAR (DInSAR) observations to derive 3D ice velocities
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in the Henrietta Nesmith Glacier in the Arctic. However, more than three independent
DInSAR measurements with significant differences in imaging geometries can only be
obtained in a few areas (e.g., high-latitude areas). Integrating two independent InSAR/SAR
measurements along ascending and descending line-of-sight (LOS) or azimuth directions
is a common method with which to derive 2D ice velocities in the polar area [3,14,15].
This method relaxes the requirement of the SAR observation number by ignoring vertical
deformation [16]. It is obvious that this assumption decreases the precision of 2D ice
velocities when the vertical deformation component cannot be neglected. Another option
is to estimate the quasi-3D ice velocities using two independent observations under the
surface parallel flow (SPF) constraint [17], which has been widely used in mapping ice
velocities [2,18,19]. This method assumes that ice movement is driven by gravity and is
parallel to the topography. A high-precision digital elevation model (DEM) is required to
constrain the equation, which is, however, difficult to achieve for most rough mountain
areas in Antarctic.

It can be noted that low-precision DEM is one of the factors that limits the estimation
of 3D measurements with InSAR in the Antarctic [20]. SRTM DEM only covers mid-
and low-latitude areas [21]. RampDEM is also not ideal for high-precision ice velocity
estimation due to its low resolution and accuracy [20]. Without accurate DEM data, DInSAR
measurements will contain some portion of topographic residual signals, particularly for
interferograms with long baselines (e.g., ASAR or PALSAR). More importantly, DEM
errors will be introduced into the coefficient matrix of a model constrained by the SPF
assumption, leading to imprecise 3D deformation estimation, especially when two LOS
observations from different tracks are used to estimate the quasi-3D deformation based on
SPF. The effect can be more serious in north deformation due to the lower sensitivity of LOS
observation in the north direction [10]. TanDEM-X 90m DEM or ASTER GDEM could be
solutions to remove the topographic phase [22]. However, the different resolutions between
InSAR measurements and external DEM can also induce DEM errors. A recently published
REMA elevation model could provide the accurate DEM required [23], but its application
is greatly limited by the void in mountainous areas. Besides this, the fast-moving ice flow
also contributes residual signals in DInSAR observations due to the change in elevation.
Therefore, it is necessary to use a method to reduce DEM errors based on observations.

The baseline-combination method is a method that is capable of eliminating the effect
of an inaccurate DEM on the estimation of ice velocities [24], and the phase error can
be reduced by combining appropriate baselines [20,25]. Multiaperture InSAR (MAI) is a
technique that combines forward- and backward-looking InSAR observations to derive
accurate azimuth deformation [26]. Compared to the offset tracking method, MAI can esti-
mate more precise azimuth deformation by utilizing phase measurements [27]. Besides this,
since the topographic phase is equal in forward- and backward-looking observations, the
topographic residuals can be eliminated after combining forward- and backward-looking
observations [28]. In this study, we estimated the complete 3D ice velocities that are not
prone to DEM impact for the Grove Mountains area by integrating available multibaseline
and multiaperture InSAR measurements acquired on ascending and descending orbits.
In the integration, a recently proposed method, termed strain model and variance com-
ponent estimation (SM-VCE) [29,30], was introduced to provide the accurate weights of
multisource InSAR measurements.

This paper is organized as follows. In Section 2, we introduce the study area and
datasets we used in this paper. We then provide a brief review of the baseline-combination
method and the details of integrating the method in Section 3. In Section 4, the 3D ice
velocities associated with the Grove Mountains area are estimated and also compared with
MEaSUREs [2] and GPS measurements. The reliability and the ice thickening/thinning of
the Grove Mountains area are then discussed in Section 5, followed by the conclusion in
Section 6.
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2. Study Area and Datasets

The East Antarctic ice sheet is the largest continental ice mass on Earth and will cause a
rise of ~53 m in the global sea level if it melts [31]. The present study area was located in the
Grove Mountains area in Princess Elizabeth Land, East Antarctic (as shown in Figure 1a).
The Grove Mountains area has elevations ranging from ~1800 to ~2100 m a.s.l. which
decrease from southeast to northwest. The eastern flank of the Lambert–Amery ice shelf
graben (the Lambert–Amery System (LAS)) is close to the Grove Mountains area, and the
ice from the Antarctic inland flows through the Grove Mountains area to the LAS along the
northwest direction. Furthermore, the Grove Mountains area is also a special area in the
East Antarctic that involves 64 isolated nunataks (as shown in Figure 1b). These nunataks
slow down the ice flow from inland to the LAS and change its motion. Therefore, compared
to most inland areas, the topography in the study area is more complex, which induces
significant DEM errors in ice velocity measurements. Besides this, due to the existence of
the isolated nunataks, the slow ice stream and rugged topography leave meteorites in the
Grove Mountains area. Accurate 3D ice velocities could provide important information for
searching for meteorites.

Figure 1. Location of the Grove Mountains area (a) and the coverage of SAR datasets (b). Black box in (a) shows the
coverage of (b). Red and blue boxes indicate the coverage of ascending and descending datasets, respectively.

In order to obtain more than three independent InSAR measurements to estimate
the 3D ice velocities, we exploited the MAI azimuth measurements in addition to the
DInSAR LOS measurements. Considering that the azimuth resolution, effective Doppler
bandwidth, and pulse repetition frequency of SAR data are key factors for retrieving
accurate MAI results [32], the ENVISAT ASAR datasets acquired in July and August
2009 were employed in this study. As shown in Figure 1b, the kernel area of the Grove
Mountains area is covered by both ascending and descending tracks of the ENVISAT ASAR
datasets. The acquisition time difference between the ascending and descending track
is only one day, which can be ignored in the combination processing of heterogeneous
datasets. DEM-induced errors can affect 3D ice velocities due to the rough topography in
the Grove Mountains area; the baseline-combination method was thus utilized to eliminate
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the effect. Therefore, the interferograms from other combinations were selected in both the
ascending and descending tracks. In order to be consistent with the assumption of constant
ice velocities in the baseline-combination method [20], we used four pairs of interferograms
with temporal separations of four years and two years in the ascending and descending
tracks, respectively (as shown in Table 1). Although the temporal baselines were quite
large, the ice velocities were constant for the SAR data obtained in the same season [20].

Table 1. Basic information for the ENVISAT ASAR interferometric pairs used herein.

Parameters Pair 1 Pair 2 Pair 3 Pair 4

Time span 2 July 2005 to
6 August 2005

11 July 2009 to
15 August 2009

8 July 2007 to
12 August 2007

12 July 2009 to
16 August 2009

Orbit no. 371 (Ascending) 375 (Descending)
Frame no. 5661 5139

Incident angle 23.37◦ 23.38◦ 23.46◦ 23.46◦

Azimuth angle −71.48◦ −71.46◦ −107.97◦ −107.98◦

Imaging mode Strip Map

3. Integration of Multibaseline and Multiaperture InSAR Measurements:
SM-VCE Approach

In order to suppress the DEM-induced errors in mapping the complete 3D ice velocities
in the Grove Mountains area, the recently proposed SM-VCE (strain model and variance
component estimation) approach was employed and developed by integrating the baseline-
combination method. In the following, the SM-VCE approach is introduced following a
brief description of the mathematical background of the baseline-combination method and
multiaperture InSAR measurements.

3.1. Brief Description of the Baseline-Combination Method and Multiaperture InSAR

Atmospheric delay, ramp errors, and topographic residuals are the main errors in the
DInSAR observations. In the Antarctic, atmospheric delay can be basically ignored due
to the extremely dry conditions. The ramp errors can be removed through polynomial
fitting processing. However, due to the inaccurate DEM, topographic residuals are the
main factors limiting ice velocity measurements, particularly in rugged mountainous areas.
The baseline-combination method was employed to reduce the DEM-introduced errors,
and the workflow is shown in Figure 2. The method needs at least four scenes of SAR
images, and two interferograms can be derived after co-registration, resampling, and
interference processing. In order to obtain the deformation phase, an external DEM was
used to remove the topographic phase, and then the deformation phase could be estimated
after unwrapping processing. Assuming the theoretical height of the topography as h and
the height of the DEM as h′, the induced topography errors can be written as (h − h′).
The initial ice velocity vLOS,i can be written as:

vLOS,i · ti = dLOS,i +
B⊥,i

Ri sin(θi)
·
(
h− h′

)
+ φnoise,i (1)

where ti and dLOS,i are the time span and deformation along the line-of-sight (LOS) between
primary and secondary images of the ith baseline, respectively. B⊥,i, Ri, θi and θnoise,i are the
length of the perpendicular baseline, slant range, incidental angle, and decorrelation noise
of the ith baseline, respectively. Assuming Ki =

B⊥,i
RI sin(θi)

, we combine the ice velocities
from the interferograms with different lengths of baseline as follows:

κ2 · vLOS,1 − κ1 · vLOS,2 = κ2 · dLOS,1 + κ2 · κ1 · (h− h′)− κ1 · dLOS,2 − κ2 · κ1 · (h− h′)
= κ2 · dLOS,1 − κ1 · dLOS,2

(2)
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Figure 2. The workflow of the baseline-combination method.

When the velocities from different baselines are equal (i.e., vLOS,1 vLOS,2 vLOS), Equation (2)
can also be written as:

κ2 · vLOS,1 − κ1 · vLOS,2 = (κ2 − κ1) · vLOS (3)

Therefore, the accurate ice velocities along the LOS can be expressed as:

νLOS =
κ2 · dLOS,1 − κ1 · dLOS,2

κ2 − κ1
(4)

It can be noted that the estimated ice velocity is not affected by the DEM-induced
errors. The baseline-combination method reduces the effect of DEM errors and is similar to
reconstructing interferograms with a “smaller spatial baseline”. Even though the DEM can
be changed between two pairs of interferograms, the smaller spatial baseline can decrease
the impact of the ice velocity. It should be noted that the interferograms must come from
close dates or the same season to ensure that the velocities are almost equal. For more
details about the error analysis of the baseline-combination method, readers can refer
to [20].

Multiaperture InSAR is a method to estimate azimuth deformation through a pre-
cise phase signal [27,33]. This method splits full-aperture SAR data into forward- and
backward-looking SAR observations with the spectral diversity (SD) method, and two
interferograms from forward- and backward-looking observations can be acquired after the
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SD process [26,34]. Azimuth deformation can then be derived from the phase difference be-
tween forward- and backward-looking interferograms [34,35]. Since the topographic signal
between forward- and backward-looking interferograms is equal, it can be eliminated after
differential processing. Ionospheric phase, decorrelation noise, and perpendicular baseline
bias-induced errors are the main impact factors in the MAI phase. A directional filter can
be used to remove the ionospheric phase [36]; the decorrelation noise should be suppressed
with a filter before combining forward- and backward-looking interferograms [27]; and an
improved method proposed by Hyung-Sup can be used to remove perpendicular baseline
bias-induced errors [28]. After removing the main errors, the ice velocity derived from the
MAI phase can be written as:

vazi = −de · cos(αi − 3π/2) + dn · sin(αi − 3π/2) (5)

where de and dn are the ice velocities along the east and north directions, respectively. αi is
the azimuth angle of the satellite.

3.2. SM-VCE Approach

Complete 3D ice velocities can be derived through integrating the baseline-combination
DInSAR observations as well as the MAI observations acquired on ascending and descend-

ing tracks. We assume the 3D ice velocities X̂p as X̂p =
[

d̂e
p d̂n

p d̂u
p

]T
, where d̂e

p, d̂n
p,

and d̂u
p are the estimated ice velocities along the east, north, and vertical directions in point p,

respectively. The relationship between the 3D ice velocities, the multibaseline, and the mul-

tiaperture InSAR observation vector Lp =

 dAS,1
LOS,p − dAS,2

LOS,p ·
κAS

1
κAS

2
dAS

AZI,p

dDS,1
LOS,p − dDS,2

LOS,p ·
κDS

1
κDS

2
dDS

AZI,p


T

can be represented as [10,37]:
Lp = Bgeo,p · X̂p (6)

where Bgeo,p is the transform matrix consisting of geometric parameters, which can be
expressed by:

Bgeo,p =


αAS,1

p − αAS,2
p · κAS

1
κAS

2
bAS,1

p − bAS,2
p · κAS

1
κAS

2
cAS,1

p − cAS,2
p · κAS

1
κAS

2

dAS,2
p eAS,2

p 0

αDS,1
p − αDS,2

p · κDS
1

κDS
2

bDS,1
p − bDS,2

p · κDS
1

κDS
2

cDS,1
p − cDS,2

p · κDS
1

κDS
2

dDS,2
p eDS,2

p 0

 and


aAS/DS,i

p = − sin
(

θAS/DS,i
p

)
· sin

(
αAS/DS,i

p − 3π
2

)
,

bAS/DS,i
p = −sin

(
θAS/DS,i

p

)
· cos

(
αAS/DS,i

p − 3π
2

)
cAS/DS,i

p = cos
(

θAS/DS,i
p

)
,

dAS/DS,i
p = −cos

(
αAS/DS,i

p − 3π
2

)
eAS/DS,i

p = sin
(

αAS/DS,i
p − 3π

2

) (7)

where θAS/DS,i
p and αAS/DS,i

p are the incidence angle and heading angle (clockwise from
the north) of the ith pair of interferograms in ascending/descending tracks with respect to
point p, respectively.

It should be noted that the measurements from the multibaseline and multiaper-
ture InSAR contain different levels of noise, which means that accurate weights should
be determined for heterogeneous observations. Previous studies have suggested that
variance component estimation (VCE) can be applied for determining the weights of the
measurements [37]. However, the performance of VCE depends on the number of statis-
tical samples, which cannot be satisfied by Equation (6). The strain model and variance
component estimation method uses the adjacent pixels to increase the number of statistical
samples, which can be used for precise variance component estimation [29]. The SM-VCE
methods consider that a portion of the Earth’s surface is a homogeneous strain field, and
the relationship between the deformations of the target point p and the adjacent point o
can be modeled as [29]:

dp = BSM,p ·
[

de
o dn

o du
o ξ11 ξ12 ξ13 ξ22 ξ23 ξ33 ω1 ω2 ω3

]T (8)
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where the last nine parameters are the strain model parameters and BSM,p is the strain
matrix, which can be expressed as:

BSM,p =

 1 0 0 dxp dyp dzp 0 0 0 0 dzp −dyp
0 1 0 0 dxp 0 dyp dzp 0 −dzp 0 dxp
0 0 1 0 0 dxp 0 dyp dzp dyp −dxp 0

, (9)

where dxp, dyp and dzp are the deformation gradient vectors from point o to point p along
the east, north, and vertical directions, respectively. It is reasonable to assume that the ice
flow satisfies the strain model, since gravity is the dominant drive in the ice flow. Therefore,
by combining Equations (6), (8), and (9), a system can be constructed as follows:

LSM,p = Bgeo,p · BSM,p · X̂SM,p, (10)

where X̂SM,p is the parameter that includes the 3D ice velocities and nine strain model
parameters and LSM,p is the observation vector of point p and the adjacent points. We
assume that there are n points close to p, and LSM,p can be expressed as:

LSM,p= [dAS
LOS,p dAS

AZI,p dDS
LOS,p dDS

AZI,p . . . . . . . . . dAS
LOS,p+n dAS

AZI,p+n dDS
LOS,p+n dDS

AZI,p+n ]T . (11)

Similar to [29,30], we determine the value of n by obtaining a tradeoff between the
accuracies of the 3D deformation estimations and the burden of the computation from a
series of simulated experiments with a window size ranging from 3 × 3 to 25 × 25. In this
study, n = 225 was employed in the experiments.

A standard VCE process can then be applied to estimate the weight parameters by
providing the obviously increased statistical samples [37]. It is acknowledged that the
coherence values can only reflect high-frequency noise (e.g., decorrelation noise) and
that the existence of low-frequency noise (e.g., the residual ionospheric phase and ramp
errors) would deteriorate the coherence weighting strategy. Therefore, the coherence value
was not employed for weight difference measurements in this study. Besides this, the
estimation of coherence value is highly dependent on many factors; hence, it is difficult
to estimate the coherence value accurately. We assume the weight parameters derived by
the SM-VCE method as PSM, combining the transform matrix and strain model matrix as
B = Bgeo,p · BSM,p . The 3D ice velocities can be estimated with the standard weighted
least square (WLS) solution:

X̂SM,p =
(

BT · P · B
)−1
· BT · P · LSM.p (12)

In order to validate the presented method, a test with synthetic datasets was
carried out (see Section S1 in the Supplementary Material). It can be observed that
the precise 3D deformations could be retrieved (as shown in Supplementary Materials
Figure S1 and Table S1). The topographic residuals and the decorrelation noises were
both well-suppressed.

It should be noted that deformation jumps appear frequently in the ice area, such
as the transition region between the ice and rock, for which the SM-VCE method would
fail to estimate the reliable 3D deformations due to the incorporation of inhomogeneous
points within the neighborhood of the target point. The most straightforward solution is
to discard the points on the other side of the jump boundary based on the ice boundary
information, which can be derived from a database or manually sketched. This solution
is simple, but the ice boundary information is not always available. Recently, a strain
model-based adaptive neighborhood determining (SMAD) method has been developed
to select homogeneous points in the fault rupture region. The basic idea of the SMAD
method is that the deformation measurements within the neighborhood are correlated
based on the strain model, and therefore the mutual relationship within the measurements
can be used to eliminate the inhomogeneous points, especially in the deformation jump



Remote Sens. 2021, 13, 643 8 of 20

area; the 3D ice velocities were derived with this method. More details about the SMAD
method can be found in [38]. Furthermore, the SM used here, incorporating the points in
the neighborhood, partly acted as a spatial filter, which can not only decrease the noise but
also the measurement resolution. However, the SM is more than a filter, since it considers
that both the spatial correlation of the 3D deformations and the ground strain vector
(i.e., in Equation (8)) constrain the estimation [39]. Besides this, having more observation
equations established based on the SM makes it possible for the VCE algorithm to be used
to accurately estimate the weight parameters of different kinds of measurements, hence
leading to the higher accuracy of the 3D deformations.

3.3. Sensitivity Analysis

Integrating multibaseline and multiaperture InSAR measurements with the SM-VCE
method makes it possible to derive complete 3D ice velocities. The accuracy of the results
depends on various factors. Therefore, we discuss the impact factors and provide an
approach to assess the applicability before applying this method to measure the 3D ice
velocities. Position dilution of precision (PDOP), which is a concept used to evaluate the
positioning in Global Navigation Satellite System (GNSS), has been introduced to assess
the performance of mapping 3D deformation with InSAR measurements as follows [40]:

PDOP =
√

Q11 + Q22 + Q33and
(

BT
geo · Bgeo

)−1
=

 Q11 Q12 Q13
Q21 Q22 Q23
Q31 Q32 Q33

 (13)

where the transform matrix Bgeo can be derived from Equation (7). We calculated the PDOP
with different observation configurations from the parameters described in Table 1; the
PDOP of combining all the available observations was 2.73, the PDOP of combining one
DInSAR (from the ascending track) and two MAI observations (one from the ascending
track and the other from the descending track) was 3.17, and that of combining two
DInSAR observations (one from the ascending track and the other from the descending
track) and one MAI observation (from the ascending track) was 28.29. Although combining
all measurements could obtain the best 3D results, we found that the combination of two
MAI measurements and a DInSAR measurement could derive better results than that of
two DInSAR measurements and an MAI measurement. Therefore, MAI observation has a
greater impact on 3D ice velocities than baseline-combination observation due to the larger
azimuth angle in the polar area.

The accuracy of the MAI observation is more sensitive to decorrelated noise than the
DInSAR measurements, and the theory accuracy of MAI can be expressed by the effective
look number and the total coherence YMAI [32]. By integrating the theory accuracy of the
baseline-combination method σLOS [20], the theory accuracy of the 3D ice velocity can be
derived (see Appendix A) and expressed as:

σ2
D = Γ · Σ · ΓT (14)

where:

Γ =


− sin

(
θds

i,j

)
· sin

(
αds

i,j −
3π
2

)
· κ1 −sin

(
θds

i,j

)
· cos

(
αds

i,j −
3π
2

)
κ1 cos

(
θds

i,j

)
· κ1

− sin
(

θas
i,j

)
· sin

(
αas

i,j −
3π
2

)
· κ2 −sin

(
θas

i,j

)
· cos

(
αas

i,j −
3π
2

)
κ2 cos

(
θas

i,j

)
· κ2

− cos
(

αas
i,j −

3π
2

)
sin
(

αas
i,j −

3π
2

)
0

− cos
(

αds
i,j −

3π
2

)
sin
(

αds
i,j −

3π
2

)
0

 (15)

and

Σ = diag( σ2
LOS ( l

4π·n ·
√

1−γ2
MAIA√

NL ·γMAIA
)

2

( l
4π·n ·

√
1−γ2

MAID√
NL ·γMAID

)

2

) (16)
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A sensitive analysis of our datasets was then carried out with Equations (14)–(16).
We used the system parameters provided in the header files of the ASAR datasets and
the length of the baseline provided in Table 1. The root mean squared errors (RMSEs) of
3D deformations with different MAI coherences under the different look numbers were
calculated (Figure 3). The coherence value was employed for weighting in this section to
theoretically analyze the accuracy of the 3D deformations, which was reasonable since the
other factors (e.g., the residual ionospheric phase and ramp errors) could be completely
excluded from the coherence.

Figure 3. Root mean squared errors (RMSEs) of 3D deformation along the east (a,d,g), north (b,e,h), and vertical (c,f,i)
directions with a different total coherence of MAI observations in Pair 2 and Pair 4 under the look numbers of 1 × 5 (range
× azimuth, (a–c)), 2 × 10 (d–f) and 4×20 (g–i), respectively. N_L denotes the effective look numbers.

It can be seen that the theory accuracies along the east and vertical directions were
better than those along the north direction. Under the look number of 1 × 5 (i.e., the
effective look number was 16.88), it was difficult to obtain the ideal 3D ice velocities
(Figure 3a–c). The coherence needs to be more than 0.97 to obtain the deformation with
a theory accuracy better than 0.1 m/yr along the east and vertical directions. Moreover,
it was almost impossible to derive an ideal accuracy with the effective look number of
16.88 in the north direction (Figure 3b). After raising the look numbers to 2 × 10 (i.e., the
effective look number was 67.5), we could measure the deformation with a lower coherence
along the east and vertical directions (Figure 3d–f). However, a high coherence was still
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required for measuring a precise result in the north direction. An obvious improvement
could be achieved after raising the look numbers to 4 × 20 (i.e., the effective look number
was 270). With a coherence of more than 0.85, a theory accuracy better than 0.1 m/yr
could be achieved in the north direction. The threshold coherence was also reduced to
~0.5 to obtain a deformation with a theory accuracy better than 0.1 m/yr along the east
and vertical directions. Therefore, the large look numbers were necessary for measuring
accurate 3D ice velocities with MAI measurements. Besides this, observations of short
temporal baselines are suggested in this method to obtain a high coherence.

4. Complete 3D Ice Velocities in the Grove Mountains Area

The method described in Section 3 was applied in the Grove Mountains area with the
multibaseline ENVISAT ASAR datasets. As shown in Table 1, four pairs of interferograms
were used to estimate the 3D ice velocities, and the coverage is shown in Figure 1b. The
datasets from the same track were firstly used to derive the LOS ice movement with
the baseline-combination method (as shown in Figure 4a,b) and were selected from the
same season to make the assumption of the baseline-combination method reasonable [20].
Then, split-beam processing was carried out to derive MAI measurements from different
track datasets in 2009 (as shown in Figure 4c, d44). Precise orbit determination from the
Delft Institute for Earth-Oriented Space Research (DEOS) was applied to correct the orbit
phase. A 90-m TanDEM-X DEM dataset was used to remove the primary topographic
phase for the unwrapping process, and the minimum cost flow (MCF) method was then
used for phase unwrapping. Mountainous regions with ice in between are, in general,
hard to unwrap. To minimize the effect of unwrapping errors, the shear margins of the
ice stream, low-coherence zone, and small isolated pixels were all masked before phase
unwrapping. Due to the stable coherence in the Grove Mountains area, most of the areas
were continuous. However, if an area had too many low-coherence pixels, a speckle
tracking-based unwrapping method was adopted [41]. In order to calibrate the absolute
phase, we selected a small region (5 × 5 pixels) on the west side of Mount Harding (as
shown in Figure 1b, the red point) to calculate its average phase as the reference due to
its relative stability and high coherence in the nunataks [20,42]. Similarly, we also selected
several points in the Grove Mountainous area as the control points to calibrate the ramp
errors which had a high coherence and were located in the nunataks. Based on the previous
sensitivity analysis, the interferograms were processed with 4 looks in range and 20 looks
in azimuth to suppress the decorrelation noise in the DInSAR and MAI measurements [32].
To improve the signal-to-noise ratio, a weighted power spectrum filter was applied [43]. In
addition, polynomial fitting and a directional filter were used to eliminate the residual flat
earth phase [28] and ionospheric phase [36], respectively. Finally, the multibaseline and
multiaperture InSAR measurements were provided for the SM-VCE method to obtain the
3D ice velocities.

The estimated 3D ice velocities in the Grove Mountains area are shown in Figure 5. In
the east direction, most of the ice flow was from east to west. The maximum ice velocity
was ~34 m/yr and was mainly located in the northern and southern sides (Figure 5a). The
effect of topography on the changing ice flow is obvious, with the ice stream divided into
two streams on the southern side. In the rugged mountain area, there was less deformation
along the east direction, and only a main ice stream could be found. As for the ice flow
along the north direction, this was obviously smaller than that along the east direction,
with a maximum velocity of ~15 m/yr (Figure 5b). Most of the ice flowed from south to
north, and a clear ice stream could be found in the kernel area, which however could not be
found in the DInSAR LOS observations. We could also observe that the ice velocity would
be accelerated when the ice stream channel narrowed. However, the deformation along
the vertical direction was quite a lot smaller than those along the east and north directions
(Figure 5c). Most of the area moved down with a velocity of ~0.6m /yr, and some local
areas experienced a slight uplift. Overall, the ice velocities outside the mountain areas were
faster than those in the mountain areas, which demonstrates that the Grove Mountains
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area can slow down the ice velocity from the east Antarctic inland to the LAS. However, it
should be noted that the completed 3D ice velocities were monitored in winter (i.e., from
July to August), and the annual average results could be slower in the Antarctic.

Figure 4. Observations for retrieving 3D ice velocities. (a,b) are the DInSAR line-of-sight (LOS) measure-
ments after baseline-combination processing from the ascending and descending tracks, respectively.
(c,d) are MAI azimuth measurements from the ascending and descending tracks, respectively.

Figure 5. Complete 3D ice velocities in the Grove Mountains area. The ice movements along the east (a), north (b), and
vertical (c) directions are superimposed on the topographic map, respectively.

The complete 3D ice velocities are shown in Figure 6a. The amplitude was derived by
combining the ice velocities along the east, north, and vertical directions, and the arrows
denote the moving direction. It is clear that most of the ice stream moved from southeast
to northwest along with a decrease in altitude. Rugged terrain can also change the ice
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flow direction. It can be seen that the fastest ice stream is divided into two streams in the
northern and southern areas. In the mountain area, three main ice streams can be observed;
these ice streams transport the mass from the mountain area to the LAS and then combine
as a main stream to leave the Grove Mountains area. The fastest ice velocity amplitude is
~35 m/yr and is located in the south and north sides of the study area. The rugged terrain
can slow down the ice streams; most of the ice velocities were less than 10 m/yr in the
mountain area, and only the velocity in the intersection of the ice streams was more than
15 m/yr.

Figure 6. Estimated ice velocity (a) and MEaSUREs (b) and GPS observations (c). The position of the GPS rod is plotted in
the lower left corner of (a). The amplitude of ice velocity is overlapped on the optical image.

The MEaSUREs observation was used to assess our results. MEaSUREs is a dataset that
provides annual 2D horizontal ice velocities for the Antarctic ice sheet which are derived
from a variety of SAR satellites with stacking multiple speckle tracking or interferometric
observations [2]. We collected MEaSUREs observations acquired from July 2009 to June
2010 and calculated the amplitude and vector of ice velocity in the study area (Figure 6b).
We found that the results of MEaSUREs were quite similar to our results. However,
the fastest velocity from the MEaSUREs data was ~40 m/yr, which is slightly larger
than in our results. A further quantified comparison was undertaken by subtracting the
estimated results from the MEaSUREs data and generating a difference map (as shown in
Section 5.1). Due to the Gale Escarpment, the seasonal ice flow was restricted outside of
the kernel of the Grove Mountains area. The obvious differences were in the ice stream
out of the Grove Mountains, especially in the northeast, which had a difference velocity
of ~9.6 m/yr. The kernel areas in the Grove Mountains had fewer differences and these
were no more than 1 m/yr. We calculated the root mean square (RMS) of the area, yielding
a mean value of 2.63 m/yr. This is expected, since MEaSUREs data are derived from
stacking multiple observations, meaning that the data from the Antarctic summer could be
employed. Besides this, MEaSUREs data are calculated using the SPF assumption, so part
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of the vertical deformation would be counted as a part of the horizontal deformation. This
is quantitatively compared in the following discussion section.

To further our quantitative assessment of the results, the GPS observations from
the Chinese 22nd Antarctic scientific expedition were collected for comparison with our
results [44]. We derived the azimuth and velocity of the ice flow from [44], following
which the 2D deformation could be retrieved. The GPS results were observed from 17 to
31 January 2006 and the locations are plotted in Figure 6a. Only three observations could
be used for comparison due to the effect of decorrelation. It can be seen in Figure 6 that the
estimated velocities were consistent with the GPS observations in the east direction, and the
differences between PLE1, PLE2, and PLE3 were 0.10, 0.83, and 0.11 m/yr, respectively. As
for motion along the north direction, the differences between PLE1, PLE2, and PLE3 were
2.33, 0.13, and 0.1 m/yr, respectively. The obvious difference in the north result for PLE1
could be ascribed to two reasons. Firstly, the north results came from the MAI observations,
which have a lower precision than the DInSAR observations. Secondly, the observation
times of the InSAR and GPS measurements were different. Therefore, it can be inferred
that the ice velocities determined by GPS in January were faster than those of the estimated
results in July, especially along the north direction. However, the vertical ice velocity could
not be found in any study. In order to provide an assessment of this, we selected a small
region close to Mount Harding (as shown in the bottom left corner of Figure 1b, the small
yellow box) with exposed bedrock, where the ice velocity could be safely assumed to be
zero. We then calculated the mean values of these pixels, which reached 6.01, 15.43, and
2.61 cm/yr along the eastern, western, and vertical directions, respectively.

5. Discussions
5.1. Superiority of Complete 3D Ice Velocities

As mentioned before, there are various methods that can be used to estimate 3D ice
velocities. Different methods have different prerequisites, advantages, and disadvantages.
Therefore, we discuss the superiority of complete 3D ice velocities determined with the
proposed method by comparing them to those determined with two traditional methods—
i.e., 2D ice velocities ignoring vertical deformation and quasi-3D ice velocities based on the
SPF assumption.

In order to measure 2D ice velocities, we can combine two independent observations
from one or two tracks. In this study, we combined the same observations as used for
the complete 3D results to obtain optimal 2D results and controlled the variables for the
following comparison. Therefore, we integrated two LOS measurements after the baseline
process and two multiaperture InSAR measurements from ascending and descending
tracks with the SM-VCE method to derive the east and north ice velocities. It should be
noted that the geometric matrix had to be modified to allow for 2D or quasi-3D results.
Here, we removed the third column of Equation (7) to derived 2D ice velocities. With
respect to the complete 3D ice velocities (Figure 5), the 2D velocities (Figure 7a,b) derived
from the two tracks were faster in the north. A quantitative comparison was undertaken
by subtracting the 2D results from the complete 3D results (Figure 7f,g). The difference
between the 2D and complete 3D results was obvious in the north direction (Figure 7g),
with a maximum value of ~5 m/yr. This could be ascribed to neglecting the vertical
deformation. It can be seen that the areas with negative vertical ice movement (as shown in
Figure 5c) presented faster ice velocities in the north direction (Figure 7g), while slower ice
velocities were found in areas with positive vertical ice movement. However, the difference
between the 2D and complete 3D results was slight in the east direction.
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Figure 7. 2D ice velocities derived by ignoring vertical deformation in the eastern (a) and northern (b) directions, and
quasi-3D ice velocities derived on the basis of the SPF assumption along the eastern (c), northern (d), and vertical (e)
directions. (f,g) show the differences between the complete 3D and 2D results in the eastern and northern directions,
respectively. (h–j) show the differences between the complete 3D and quasi-3D results in the eastern, northern, and vertical
directions, respectively.
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Deriving quasi-3D ice velocities from the SPF assumption is another commonly used
option to measure ice movement in the Antarctic. This method assumes that the ice
flow moves parallel to the surface and a relationship between the horizontal and vertical
movements can thus be built to reduce the number of measured parameters [17]. To
retrieve the quasi-3D ice velocities with the method based on the SPF assumption, we
used the same measurements as those used in the retrieval of 2D ice velocities, with
slope information derived from the TanDEM-X 90m DEM. We could then remove the
third column of Equation (7) and introduce the topographic constraints into the geometric
coefficient of eastern and northern components to estimate the quasi-3D ice velocities [17].
As shown in Figure 7c,d, the horizontal ice velocities from the quasi-3D results were
quite similar to those from the 2D results and also faster than those from the 3D results
(Figure 5a,b). The vertical ice velocity from the quasi-3D results is shown in Figure 7e. It can
be seen that the vertical ice velocity from the quasi-3D results was much smaller than that
from the 3D results and only a few ice movements occurred around the rugged mountain
areas with a velocity of less than 0.5 m/yr. A quantitative comparison was conducted
by subtracting the results from the complete 3D results (as shown in Figure 7h–j). The
difference between the quasi- and complete 3D results was again obvious in the north
with a maximum value of ~4.5 m/yr. It can be seen that the difference was reduced after
taking into account the SPF assumption. However, in the complete 3D results the areas
with negative vertical ice movement still showed faster ice movement along the northern
direction. This is expected, since most of the vertical deformation is underestimated in the
quasi-3D ice velocities. The small topographic gradient in the study area resulted in little
vertical deformation in the method based on the SPF assumption. Therefore, the obvious
difference between the vertical deformations from the quasi-3D and complete 3D results
was caused by the ice thickening or thinning. The difference also contributed to the results
in the north direction, which overestimate the annual horizontal ice velocities. This implies
that accurate ice movements cannot be estimated with the 2D or quasi-3D ice velocities
when ice thickening or thinning dominates the vertical deformation.

In order to assess the estimated 2D and quasi-3D results, we conducted a quantitative
comparison by subtracting the amplitudes of the ice velocities from the MEaSUREs data
(Figure 8a–c). The differences between the estimated amplitudes and MEaSUREs data were
almost the same in the 2D, quasi-3D, and complete 3D results. The reason could be that the
multiple-dimension measurements were derived from the weighted linear combination of
observations. When a vector was overestimated, the other vector would be underestimated.
When these measurements were combined into the amplitudes, the results ended up similar,
which means that the amplitudes of ice velocities are insensitive to the used methods. We
also compared the estimated results with the GPS observations. The results were also quite
close in the east, but an obvious difference can be seen in the north. This indicates that the
ignored vertical deformation contributed more to the results in the north. However, as we
described above, the different times of observation could have caused a bias between the
measurements and external data. Therefore, we also selected a small area on the leeside of
Mount Harding that has nunataks and could be safely assumed as a stable area without
movement [42] (as shown in Figure 1b, the small yellow box). The root mean square value
of the ice velocities in this area was calculated as the uncertainty. The uncertainties of
the 2D, quasi-3D, and complete 3D results in the east were ±6.8, ±6.5, and ±6.2 cm/yr,
respectively, and in the north ±22.8, ±21.5, and ±15.6 cm/yr, respectively, which are in
accordance with the previous discussion. The uncertainty of the vertical deformation was
±2.7 cm/yr and that of the ice thickness change could be estimated after removing the
component of downslope movement and reached ±2.4 cm/year; this provides a reference
for the discussion below. However, these measurements still need to be verified in future
studies through other SAR or in situ datasets. For instance, TerraSAR-X, Radarsat-2 or
ALOS PALSAR data acquired for the investigated period could be potential options for
cross-validation.
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Figure 8. Differences between the MEaSUREs data and the amplitudes of the complete 3D (a), 2D (b), and quasi-3D (c) results,
respectively. Comparisons between the GPS observations and different results in the east (d) and north (e), respectively.

5.2. Analysis of Ice Thickness Change

The change in ice thickness provides very important information on the origin of
mass transition. Vertical deformation consists of ice thickening/thinning and downslope
movement [37]. In order to highlight the ice thickening/thinning, the component of
downslope movement was subtracted from the vertical displacement by combining the
horizontal movement and the TanDEM-X 90m DEM data. Figure 9a shows the estimated
ice thickening (from white to red) and thinning (from white to blue). Since the mountains
stop the ice flow from the Antarctic inland, the Grove Mountains area cannot obtain enough
mass supplement and thus most of the areas are thinning. It was, however, found that some
of the areas showed ice thickening of up to ~1 m/yr. The topography was the main factor
that was responsible for this ice thickening. In trunk A1, the ice flowed through the channel
from the wide to the narrow areas with the acceleration process and finally accumulated
in the narrow channel. In trunk A2, three ice tributaries have become combined and
the ice velocities then accelerated. However, the narrow channel blocked the ice flow,
yielding ice accumulation here. Two profiles were chosen for detailed comparisons of the
topography, vertical deformation, downslope movement, and ice thickening/thinning.
Profile B-B’ covers one of the tributaries in the Grove Mountains area; the component of
downslope movement is slight due to the flat topography and the ice thinning is quite
close to the vertical deformation. The ice goes from thinning to thickening along the profile
B-B’ (Figure 9b). As for the profile C-C’, the component of downslope movement is weaker
but ice thickening can be found. It is clear that the ice thickening and topography are
related—i.e., the ice thickens in convex terrain (Figure 9c).
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Figure 9. Ice thickening or thinning derived from the 3D ice velocities (a). The vertical (red line), downslope (green line),
and thickening (blue line) displacement along the profiles of B-B’ (b) and C-C’ (c) are shown. The coverage is shown as a
black rectangle in Figure 6a.

6. Conclusions

The Antarctic is one of the most sensitive areas to global climate change, and ice
velocity is a fundamental parameter to indicate how ice is transported and mass evolves.
In this study, we integrated multibaseline and multiaperture InSAR measurements from
ascending/descending ENVISAT ASAR datasets to overcome DEM-induced errors and
yield the complete 3D ice velocities in the Grove Mountains area of the Antarctic. In
order to determine the optimal weights for combining the heterogeneous measurements,
the SM-VCE method was employed. The reliability of the results was validated by the
MEaSUREs and GPS measurements. By analyzing the sensitivity of the complete 3D results,
it was found that the MAI measurements were the most sensitive components and that an
increasing look number could obviously improve the accuracies of the 3D ice velocities.
The results demonstrate that the complete 3D ice velocities are superior to the 2D and
quasi-3D ice velocities. Unlike in other methods, the integration of multibaseline and
multiaperture InSAR measurements is affected by changes in ice thickness. Based on the
complete 3D ice velocities, the ice thickness and thinning were determined for the Grove
Mountains area, which provides significant insight into how ice is transported from the
interior to the ocean. This is of great importance to our understanding of how ice evolves
in the east Antarctic.

Although we have estimated complete 3D ice velocities in the Grove Mountains
area, the time-variation ice movements would further deepen the understanding of ice
movement in Grove Mountain area. Therefore, the proposed method should be improved
in the future to produce a time series of ice movements. Furthermore, the effect of the
residual topographic phase can be minimized in the proposed method by combining
the multibaseline and multiaperture InSAR measurements. This is helpful for deriving
accurate deformation in other fields with obvious terrain change (e.g., landslides and
mining-induced subsidence).

Supplementary Materials: The following are available online at https://www.mdpi.com/2072-429
2/13/4/643/s1, Figure S1: Simulated deformation (a–c), the results derived by conventional weighted
least squares (WLS) (d–f), and the results derived through the baseline-combination method and
SM-VCE method (g–i), along with results for the east (a,d,g), north (b,e,h) and vertical (c,f,i) directions.
Table S1: RMSEs of the differences between the simulated and the estimated 3D deformation
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Appendix A

In order to ascertain the theory accuracy of the 3D ice velocities, the theory accuracy
of the MAI measurements should be first determined. The azimuth displacement ∆x is
defined from the MAI phase φMAI and can be expressed as:

∆x =
φMAI · l
4π · n (A1)

where l is the length of the antenna and n is the normalized squint that indicates a frac-
tion of the full aperture width. The MAI phase can be affected by the total coherence γ
and the effective look numbers NL. Thus the measurements uncertainty of the azimuth
displacement is calculated as:

σ∆x =
l

4π · n ·
√

1− γ2
√

NL · γ
(A2)

The total coherence γ can be estimated by combining the coherences of forward- and
backward-looking interferograms and the effective look numbers can be defined by the
numbers of azimuth looks Na and range looks Nr, the normalized squint n, pulse repetition
frequency PRF, effective Doppler bandwidth BD, Doppler centroid difference between
the master and slave images ∆ fDC, chirp bandwidth Bc, resampling frequency fs, and the
noise reduction factor by an adoptive filter W f , as given by [32]:

NL = Na · Nr ·
(1− n) · BD − ∆ fDC

PRF
· Bc

fs
·W f (A3)

The theory accuracy of the MAI measurements can be estimated by combining
Equations (A2) and (A3). The theory accuracy of the baseline-combination observa-
tions σLOS can be defined as in [20]. Then, the theory accuracy of the 3D ice velocities

σ2
D =

[
σ2

de
σ2

dn
σ2

du

]T
can be represented as in Equations (9)–(11).
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