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Abstract

:

Recent literature reflects the substantial progress in combining spatial, temporal and spectral capacities for remote sensing applications. As a result, new issues are arising, such as the need for methodologies that can process simultaneously the different dimensions of satellite information. This paper presents PLS regression extended to three-way data in order to integrate multiwavelengths as variables measured at several dates (time-series) and locations with Sentinel-2 at a regional scale. Considering that the multi-collinearity problem is present in remote sensing time-series to estimate one response variable and that the dataset is multidimensional, a multiway partial least squares (N-PLS) regression approach may be relevant to relate image information to ground variables of interest. N-PLS is an extension of the ordinary PLS regression algorithm where the bilinear model of predictors is replaced by a multilinear model. This paper presents a case study within the context of agriculture, conducted on a time-series of Sentinel-2 images covering regional scale scenes of southern France impacted by the heat wave episode that occurred on 28 June 2019. The model has been developed based on available heat wave impact data for 107 vineyard blocks in the Languedoc-Roussillon region and multispectral time-series predictor data for the period May to August 2019. The results validated the effectiveness of the proposed N-PLS method in estimating yield loss from spectral and temporal attributes. The performance of the model was evaluated by the R2 obtained on the prediction set (0.661), and the root mean square of error (RMSE), which was 10.7%. Limitations of the approach when dealing with time-series of large-scale images which represent a source of challenges are discussed; however, the N–PLS regression seems to be a suitable choice for analysing complex multispectral imagery data with different spectral domains and with a clear temporal evolution, such as an extreme weather event.
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1. Introduction


Benefiting from the large number of high-quality spectral-temporal images captured from Earth observation satellites, remote-sensing based on multitemporal and multispectral imagery has a great potential to provide timely and comprehensive agricultural and environmental information. With the availability of more and more remote sensing platforms, massive amounts of remotely sensed data are produced [1]; for example, every 5 days, the Sentinel-2 multispectral satellite constellation can provide a global coverage of Earth’s land surface. According to Bovolo et al. [2], new policies for the free distribution of satellites data, the distribution of archive data that makes large-scale retrospective analysis possible, and the increasing number of satellites with higher revisit frequency, are the main reasons for the growing importance of a need for methodological research on multitemporal data analysis.



These large amounts of available remote sensing data have largely been applied to hazard assessment, coastal applications, agricultural applications, natural resource management, etc. [3]. In the field of agriculture, repetitive information on crop status throughout the season at different scales and for different actors, provides the capacity to assist the adaptive evolution of agricultural practices [4]. Chen et al. [5] summarized six main applications of remote sensing in agriculture management and monitoring. For all of these applications, the information of interest consists of traits or features of the agricultural systems, and especially how these vary in space and time. Since plant growth and plant developmental processes are strongly influenced by fluctuations in environmental conditions, and especially ambient temperature [6], capturing the dynamics of crop growth over time, especially at critical growth stages is crucial. Physiological and physical properties of the production system, and consequently the reflectance spectrum, change according to growth conditions, and time of measurement [7]. Consequently, remotely sensed data, obtained by satellites over the time, can provide a set of detailed data on plant growth and development [8].



Regardless of the applications, different approaches to deal with the increasing volumes of data and variables of interest can be found in the remote sensing literature. As Dorigo et al. [9] state in their review, regression methods constitute a widely used tool for explanatory and prediction purposes. When it comes to producing estimates, a popular method to implement this prediction, is the Partial Least Squares method (PLS) [9]. Numerous papers have previously discussed this method from a geometrical, mathematical and statistical point of view [10,11]. PLS methods have been extensively used [12] as they are well-suited to deal with multi-variate data structures with high covariance and redundancy [13], such as are found in remote sensing datasets.



However, challenges remain with respect to addressing these increased data volumes and increased data variability [14]. Exploiting multispectral image time-series is a promising but still relatively underexplored research direction due to the complexity of jointly analysing spatial, spectral and temporal information [15]. The increasing complexity of information leads to a natural generalization of the concept of the ‘data set’ from conventional tables to higher-dimensional arrays [16]. As Bro [17] specified, when including time as an additional dimension, the dataset becomes three-way, which cannot be handled by commonly used conventional prediction models.



Among the alternatives proposed in the literature for modelling multi-way data, deep learning has the potential to outperform traditional classification and regression techniques [18]. However, deep-learning approaches often requires a large dataset to perform the learning and do not provide immediate access to intermediate steps to analyse and understand the agronomic processes that impact production. An interesting alternative to modelling multiway data has been proposed in the chemometrics literature, the multiway partial least squares regression (N-PLS). This is a modelling strategy introduced by Bro [17] and further advanced by Smilde [19]. N-PLS aims at building a model between a high-order array X of independent variables and a response array y [20]. In this paper, PLS regression is extended to multiway data (N-PLS), with the main emphasis on three-way data, by including time as a dimension. It is important to note that N-PLS imposes a trilinear structure on the data [21] and when introducing time into the analysis, this implies that the emphasis is exclusively on the development of a correlational structure over time [22], i.e., time will determine both the variability between individuals and the variability between variables (wavelengths). The N-PLS methodology allows a joint evaluation of time and variables, in order to determine the interaction between them, to know if and how the variables modify their “behaviour” at different occasions. To the authors’ knowledge, such an approach has not been proposed in the analysis of remotely sensed satellite imagery.



Therefore, the objectives of this study are (i) to propose a formalism to apply the N-PLS approach to a time-series of images at the regional scale in order to predict a variable of interest with a small ground truth dataset, (ii) to show the value of the approach for its potential to generate knowledge in an agricultural case study, and (iii) to identify the possible limitations of the approach when dealing with image time-series on large scales with series that may be incomplete for certain areas.



The work is organized as follows: Section 2 introduces the proposed NPL-S method and the development of the model as well as the description of the case study that the methodology is applied to. The results are presented in Section 3, with the discussion in Section 4.




2. Materials and Methods


2.1. Type of Problem the N-Way Partial Least Squares Aims to Address in Remote Sensing


The type of problem that the proposed methodology of this study addresses is the detection of a rapid extreme climate event (frost, hail, heat wave, etc.) that may affect production over a large area (e.g., a regional scale). It is assumed that the extreme climate event has an effect on production by affecting either the pigment content of the leaves, the biomass itself (growth limitation) or the physical architecture of the plants [23]. Therefore, a time-series of multispectral satellite image should provide relevant information to detect the date of occurrence, the severity and also the spatial footprint of the extreme event under study. However, monitoring only a single variable, or only a few variables, is problematic as many variables are correlated and interrelated and have an effect on one another. Consequently, the use of a multidirectional (spectral and temporal) unfolding method (N-PLS) for a given extreme weather event (heat wave) that simultaneously examines all spectral information at different points in time should be well adapted to the challenge of anomaly and event detection in temporal data.



Considering imagery time-series, a fixed classical object/variable scenario, i.e., an agricultural field, can be observed several times under different conditions, yielding a separate data table for each condition [16]. Another option would be to pool all the object/variable conditions together taking into account the time-series of images, which leads to a consideration of a cubic or a three-dimensional data array as shown in Figure 1. Such an array has N images containing the corresponding objects (O) at Tn different dates, with each image being constituted of Mm spectral bands or wavelengths (variables). Given the data dimensionality, multiway arrays have been proven to be a natural and efficient representation of the data, in particular, tensor subspace learning methods have been shown to outperform their corresponding vector subspace methods, especially for small sample size problems [24]. Therefore, the N-PLS algorithm should constitute a relevant approach to retrieve the information contained in the spectral bands of satellite imagery to highlight the target phenomenon taking into account its effect on the temporal evolution of the imagery.




2.2. N-Way Partial Least Squares


In general, the PLS approach is particularly useful when one or a set of dependent variables needs to be predicted by a (very) large set of predictor variables (or time-series) that are strongly cross-correlated [25]. The strength of N-PLS is that it summarizes all latent information from a large 3-way dataset of object variables (X) and relates it to a dependent variable (y) using a relatively low number of parameters, which makes the prediction more robust [26]. This situation leads to an analysis that is able to extract the maximum information possible from samples measured at different times based on cubic structure.



For these remote sensing data, the 3-PLS1 method [17] was considered here to generate a three-way array X = ||Xi,j,k||. The first of the three dimensions of cube X corresponds to the objects (I), the second to time (J) and the third to spectral bands (K). Thus, the data were organized in a three-way array of independent variables X (I × J × K) and a response vector y of size (I × 1) that is defined by the objects dimensions (Figure 2).



The N–PLS regression was used to relate the three-way array X (remote sensing data) to the response vector y (ground truth data). As Abdi [25] specified, PLS regression performs a simultaneous decomposition of X and y by means of a set of latent variables that explain as much as possible of the covariance between X and y. As Bergant et al. [27] detailed, if X (I × JK) is a properly unfolded two-way form of a three-way array X (I × J × K), the 3-PLS1 method can be written in mathematical form (Equation 1), where X and y are cantered along the first dimension, I.


  S = XW     y = Sb + r .  



(1)







Estimating the weight array W, allowing for the scores in S to be expressed directly in terms of the X-columns, is the essential part of the method [28]. The regression coefficients b (Equation (1)) can be estimated afterwards by a least square approach [27]. The vector r in Equation (1) presents the part of y not explained by the model. For the estimation of W, the algorithm for three-way X and a single response y proposed by Jong [28] was considered. If the initial values of    y a    (a is the latent variable counter) are set to the original values  y  (a = 0 and    y 0    =  y ), the algorithm can be summarized as follows [27]:



	
Compute the reshaped covariance matrix Ž =    y a T    X (1 × JK).



	
Define the first singular weight vectors    w a J    and    w a K    from  Z : [   w a J   ,    w a K   ] = svd( Z ,1). From hence, store them as additional columns in separate weight arrays WJ = [   w 1 J   …   w a J    ] and WK [   w 1 K   …   w a K   ].



	
Compute the weight array by a Khatri-Rao product [27,29] so that W = WK ⊗ WJ. The Khatri-Rao product defined as a column- wise Kronecker product of the two matrices [27] was used to overcome constraints related to multiway arrays decomposition.



	
Calculate S = XW.



	
Calculate the regression coefficients regressing  y  on S as b = (STS)−1 ST y .



	
Calculate the residuals  r  =  y  − Sb.



	
Increase a to a + 1 and continue from step 1 to the appropriate description of  y . The inclusion of an additional latent variable (a + 1) in the model is terminated when the joint analysis of RMSEC (Root Mean Square Error of Calibration) and RMSECV (Root Mean Square Error of Cross-Validation) [30] indicates overfitting due to sampling variability.






This brief description of the method highlights its interest for the case described in this article. It allows to a simultaneously consideration of the temporal (J) and spectral (K) components while keeping the information carried by these two components in the analysis.




2.3. Model Construction


2.3.1. Structuration of Time-Series Data


In order to build a cubic data structure (objects × time × spectral bands), all spectral bands were re-interpolated on a date grid, regularly spaced over the period of interest, i.e., the period that the extreme climatic event may have impacted crops. The objective was to ensure that the cubic X, had the same number of steps (N days of measurements) to prevent temporal data gaps due to clouds and inconsistent numbers of available satellite images. The interpolation at a date t was performed band-by-band, by a convolution of the chronology measured with a Gaussian filter [31] centred on t and with full width at half maximum (P).



Temporally sparse satellite observations, especially for areas that can be affected by cloudy conditions, may not be sufficient for monitoring rapid changes such as some phenological crop stages [32]. Moreover, Hird et al. [33] have demonstrated that there is an impact of varying atmospheric conditions and sun-sensor-surface viewing geometries on satellite-derived time-series. A preliminary sensitivity analysis with a noise reduction approach and given time steps provided information on the sensitivity of the variation of the P and N parameters to interpolation. The parameters P and N involved in the interpolation setting, were optimised by cross validation of 2 blocks repeated 5 times of a N-PLS between cube X and vector y using the calibration dataset (see Section 2.3.2). For this analysis, values of P and N ranged from 10 to 50 and 5 to 30, respectively.




2.3.2. Calibration and Validation of the Model


Calibration and validation subsets were created for model assessment. Considering the size and the potential non-regularity of the distribution of the samples from the dependent variable, a calibration set (3/4) and a validation set (1/4) were defined by the distribution of y, as follows:



	
The vector y was sorted in ascending order.



	
After sorting, every fourth individual was placed in the validation set, the others retained in the calibration set.






The optimal number of latent variables was selected using a cross-validation of 2 blocks repeated 10 times of an N-PLS between the X cube and the y from calibration set. As proposed by Bergant et al. [27], the final calibration fit can be written as in Equation (2).


ŷ = Sb = XWb = XBNPLS + b0.



(2)




where ŷ is the vector of estimated responses and b0 the intercept of the linear regression model. The matrix of regression coefficients BNPLS = Wb (Equation (2)) can be used on new data for the estimation of unknown response values. The prediction performance of the empirical model was quantified by the standard coefficient of determination (R2), the bias and the standard error parameters [34,35].





2.4. Case-Study


According to Cogato et al. [23], the increasing frequency of heat wave events represents a severe threat to viticulture because periods of extreme heat may affect grape yields and quality. Thus, the detection of the impact of heat waves on perennial crops from dynamic spectral-temporal features using medium-resolution data, could provide valuable information to identify the possible effects of heat waves on production and the spatial footprint of the phenomena at the regional/national scale. A preliminary study of eight heat waves during the 2016–2017 and 2017–2018 growing seasons, showed that medium-resolution spectral data from Sentinel-2 time-series can provide valuable information on the possible effects of heat waves on grapevines [23]. The N-PLS algorithm should therefore constitute a relevant approach to retrieve the information contained in the spectral bands of the time-series that relates the target phenomenon (heat wave in this case).



2.4.1. Study Area


The study area corresponded to a large vine growing region, the Languedoc-Roussillon, located in the south of France (Figure 3). It extends over approximately 27,400 km2, from the Spanish border to the delta of the Rhône.



On Friday 28 June 2019, a part of this wine territory experienced an extreme climatic event with a heat wave that reached 45 °C in some places (Figure 4). This heat wave occurred mid-season, that is to say at a critical stage in terms of vine growth.



It should also be noted that this extreme heat wave did not affect the entire region but only a part of it, as shown in Figure 5. In addition, the incidence of the heat wave may present a significant spatial variability according to the local elevation, aspect and slope of the individual blocks. The presence of natural features, such as forests or hedges, in the vicinity of the vineyards was also likely to mitigate the effects of the heat wave. This contributed to an observed local variability in the incidence of this climatic event on the vineyard blocks.




2.4.2. Remote Sensing Data


Data Acquisition and Preprocessing


The Sentinel-2 Multispectral Imager is a European Space Agency (ESA) satellite for Earth observation that provides imagery with 13 spectral bands from the near-infrared (NIR) to short-wave infrared (SWIR). The radiometric images are provided with a range of spatial resolutions of 10 m, 20 m and 60 m (Table 1). Each Sentinel-2A or -2B satellite revisits the same area every 10 days (5 days with the twin satellites together).



Images containing the study vineyard blocks (Section 2.4.3) were selected and processed via the Google Earth Engine (GEE) platform that enables large-scale processing of Sentinel-2 L2A (Sentinel-2A and Sentinel-2B) products. The time period considered for the study was from 13th May to 20th August 2019, which is the most relevant period to monitor vine growth vegetation in this region [36]. Following Hollstein et al. [37], decision trees and Bayesian models for cloud detection were applied to the Sentinel-2 images via GEE Javascript API to leave them in ready-to-use formats. Considering the revisit period of the Sentinel-2 (A/B) satellites, 25 images should have been potentially available over each block for the chosen time period. However, after cloud detection, the number of available images for each vineyard was 11 on average, with a range from 7 to 16 images depending on the location of the various vineyards. By using the GEE cloud-based platform to select Sentinel-2 images and pre-process them, the output was a file containing the spectral band values for each date (available images) and for each vineyard block.




Spectral Bands


There were 12 spectral bands (among the 13 available from Sentinel-2 satellites) used in the model (Table 1). Spectral band 10 at 1380 nm was not used as it corresponds to a high atmospheric absorption band dedicated to visible and sub-visible cirrus cloud detection [37]. To avoid mixed pixels, a 10 m inner buffer was imposed at the border of each block to ensure only pure vine pixels were considered. Pure pixels within each block were then averaged for each spectral band at each individual date, i.e., regardless of vineyard block size, each block had one value for each spectral band at a given date.





2.4.3. Ground-Truth Data


The ground-truth data were obtained from 107 vineyard blocks in the Languedoc-Roussillon region (Figure 3). These were all commercial productive blocks with characteristics representative of the Languedoc-Roussillon wine region in terms of plantation density, management practices and diversity of varieties. All blocks were non-irrigated. These blocks were selected because they all showed some effect related to the heat wave, such as stalled development, leaf burn and leaf drop.



The severity of this effect on each of the 107 vineyard blocks was assessed locally by the winegrowers and advisors. Severity was evaluated several weeks after by an estimation of percentage yield loss. There was an acknowledgement that it was sometimes difficult to attribute the losses to the heat alone. Figure 6 summarizes the distribution of the 107 blocks in relation to estimated yield loss.




2.4.4. Modelling


Model Construction


The final data set was characterized by the repeated observation of 12 spectral bands (variables) averaged for each of the 107 different vine blocks (objects) at 25 potentially available dates over four months (13 May to 20 August), in 2019. This data set was meaningfully arranged in a three-way array X (I × J × K).



As discussed previously, the number of images per block varied according to each block’s geographical location and possible cloud (or other) effects. Thus, X was incomplete and there was a need for interpolation to obtain a continuous data cube. J, defined as the number of dates selected to represent the time-series, can be determined by optimising the parameters N and P. For this model, J was determined by using ranges of N and P described in Section 2.3.1. Once J was determined, interpolation was performed (again following the method in Section 2.3.1) to have a consistent time step.



At the end of the image processing step the data were presented as:



	
a cube X (107, J, 12) where the first dimension corresponds to the vineyard blocks (I), the second dimension corresponds to time (J), which is optimised during modelling, and the third dimension of the three-way array X corresponds to spectral bands (K) averaged for each field,



	
a vector y (107), corresponding to the estimated percentage yield loss by the winegrowers from the 107 blocks.







Model Validation


The calibration and validation subsets were generated using the method outlined in Section 2.3.2. The joint analysis of RMSEC (calibration set) and RMSECV (cross-validation) as proposed by Goodarzi et al. [30] was used to determine the optimal number of latent variables in the regression model.




Model Evaluation


The N-PLS was applied as an approach to detect and characterize the vineyard response (estimated by the percentage of losses) to extreme heat stress by using 12 available reflectance spectral bands from a time-series of Sentinel-2 imagery. As defined in Section 2.3.2, the prediction performance of the N-PLS model was quantified by the standard determination coefficient R2, the bias and the standard error parameters. The regression b-coefficients resulting from the application of the methodology were plotted (i) against time as a function of wavelengths and (ii) against spectral bands as a function of time identify the time and the wavelengths that best highlighted this phenomenon. To further illustrate this, a 3D view of the b-coefficients vs. time vs. spectral bands was also generated. Figure 7 summarizes the implementation and the workflow scheme of the N-PLS adapted to the case study.







3. Results


3.1. Optimisation of Model Parameters over the Study Site


Figure 8 shows the evolution of the RMSECV for a cross-validation of 2 blocks repeated 5 times with a N-PLS performed with the X cube and the y losses from the calibration set when varying the Gaussian filter width (P) and interval between dates (N). This procedure led to an observation of the lowest error of cross-validation (RMSECV) at P = 30 and N = 15. N = 15 equates to J = 7, i.e., 7 dates over the study period, and resulted in a cube X of dimensions (107, 7, 12). Figure 8 highlights three situations in which the cross-validation error (RMSECV) increased when applied to these data, as follows: (i) when the Gaussian filter is too weak (P > 25); (ii) when the time step is short (N < 10 days); (iii) when the time step is long (N > 20 days).



Using the optimised N and P values, Figure 9 presents the evolution of the cross-validation RMSEC and RMSECV against the number of latent variables used in the model. This figure highlighted the following classical phenomenon: a phase of a decrease in the RMSEC, which corresponded to an improvement of the explanatory value of the latent variables, then a phase of increase of the RMSECV (while the RMSEC continued to decrease), which corresponded to the overlearning phase. On the basis of this joint analysis, 5 latent variables were retained for the rest of the study.




3.2. Quality of the N-PLS Model


The quality and performance of the N-PLS model with 5 latent variables is presented in terms of R2, the bias and the standard error of prediction of yield losses in the calibration (Figure 10a) and validation (Figure 10b) analyses. The N-PLS model showed a performance accuracy (R2) of 0.56 in the calibration set and 0.66 in the validation set, with a standard error of cross-validation in the calibration set of 12.4% and a standard error of prediction of losses in validation set of 10.7%.



A standard error of prediction over the prediction set of 10.7% (Figure 10b) was consistent with the initial variability of the ground truth data (Section 2.4.3) and also with the information needed by the growers to characterize the level of yield loss in a block that was caused by the heat wave. These results demonstrated the relevance of the approach to detect incidences of heat waves in viticulture and in particular to estimate the yield loss based on spectral and temporal attributes of the images. The results were further validated by the calibration data.



Figure 11 and Figure 12 show plots of the coefficients BNPLS corresponding to the 5 latent variables selected for the model. The N-PLS model estimated yield loss for each block by making the inner product of b-coefficients with a spectral-temporal profile (7 × 12) contained in the cube X (107,7,12). Thus, the b-coefficients had the same dimension as the spectral-temporal profile and could be analysed to identify how specific parts or periods of the spectral-temporal profile were more or less related to yield losses.



Figure 11 shows the spectral profiles for each spectral band (Figure 11a) and the temporal profiles by date (Figure 11b) of the b-coefficients. Regarding the spectral profile (Figure 11a), the spectral bands were clearly organized into the following three groups: (i) bands B1 and B2 (442.7 and 492.4 nm), which presented no variations throughout the study period, (ii) bands B3, B9 and B12 (559.8, 945.1 and 2202.4 nm), which showed a slight decrease by the end of June and, (iii) the remaining bands B4, B5, B6, B7, B8, B8A and B11 (663.5, 704.1, 740.5, 782.8, 832.8, 864.1 and 1613.1 nm), which presented a very pronounced V-shaped profile with a minimum b-coefficient observed on the 20th of June, identifying these spectral bands as significant in order to identify and characterize the heat stress.



Regarding the temporal profiles (Figure 11b), they were very similar in shape and mainly differed in translation. The higher coefficients were observed for the dates at the beginning and at the end of the study period while the lowest b-coefficients were observed for 20 June, followed by the intermediate dates (5 June and 5 July). The spectral profiles highlighted the end of June as the period that affected on yield loss. Given the interpolation performed, the date of 20 June was the closest to the date of the onset of the heat wave and this date should be considered as the best indicator.



When looking at the b-coefficients, independently from the time dimension, it can be seen that the heat sensitivity was related to a specific spectral shape, with two absorption zones at 700 and 1600 nm (Figure 11b). This spectral shape was close to the typical spectrum of vegetation. It has already been demonstrated that the red edge band has a good potential for estimating plant stress [23]. These results suggested that spectral bands can provide useful information about heat stress in vineyards. By integrating the temporal dimension, it was noticed that the vineyards that suffered most yield loss from the heat wave not only presented a specific spectral shape, but that this spectrum deepened close to the moment of the heat wave (Figure 11a and Figure 12).



Figure 12 combines Figure 11 to shows the 3D shape of the b-coefficients accounting for the spectral and temporal dimension simultaneously.





4. Discussion


A generic example of the application of N-PLS algorithm to time-series of multispectral images was provided in the form of an agricultural study. This paper showed the potential for methods originally developed in the spectrometry/chemometrics domains to be applied to a time-series of Sentinel-2 data. The application showed the value of considering simultaneously the temporal and spectral dimensions with a sensor whose band repartition was partly optimised for vegetation monitoring.



The application of N-PLS to characterize and estimate the impact of an extreme event, such as a heat wave on grapevines, showed that it was possible to predict yield losses with a performance (R2) of 0.66 and a RMSE of approximately 10%. The theory for the use of remote sensing instruments to monitor electromagnetic radiation reflectance changes in crops is well demonstrated in the scientific literature [38]. In situations where crops interact with any given aspect of their environment, such as seasonal climatic variations or meteorological extreme events, the interactions between plants and light reflectance translates into changes in plant signal patterns that can be interpreted using satellite data [39]. Besides the model of yield loss estimation, the N-PLS analysis showed the interest of adopting a systemic analysis which accounts simultaneously for the spectral and temporal characteristics of the considered data. The approach allowed the identification of the spectral bands that responded most strongly to the phenomenon of interest while keeping the information of the period of influence.



Previous studies have reached similar accuracies to assess the effects on heat stress on grapevines [23]. However, notably, the linear nature of the dimensionality reduction in the method presented here allowed for a simple interpretation using the computed b-coefficients, which are directly related to the importance of the explanatory variables, i.e., to the best spectral signature related to the event under study. Since b-coefficients have the same dimension as the spectral-temporal profile, spectral bands around Red Edge (700 nm) and the SWIR region (1600 nm) in late June and early July, were considered relevant to quantify the effect of a heat wave that occurred in late June. It has already been demonstrated that the Red Edge band has a good potential for estimating plant stress, either due to water loss or to leaf pigment modifications [23,40,41]. In particular, this band has been useful for studying how experimental water deficits change the characteristics of plant physiology (e.g., chlorophyll a/b ratio), as plants experiencing a water deficit change their foliar chlorophyll composition, resulting in a shift of red-edge reflectance towards shorter wavelengths [42]. Regarding the shortwave infrared region (SWIR), from approximately 1300 nm to 2500 nm, the absorption of radiation is largely dominated by water [39]. These results generally supported the prediction that wavelengths, where the water absorption coefficient is weak, will penetrate further into canopies and thus will be best for estimations of water content, as is the case in the 1600 nm region [43]. This implied that the SWIR region of the spectrum may potentially be efficient for drought stress detection and resulting changes in canopy tissues [23]. The results of the current analysis confirmed, with a data-driven approach, that a combination of Red Edge and SWIR regions was a valuable indicator in identifying grapevine heat stress on a regional scale.



It is essential to place the results presented in this paper within the reality of multitemporal satellite data. Satellite observations are heavily conditioned by cloud coverage over the acquisition period. Despite this, this method was able to manage a time-series dataset with different sets of missing values by means of an interpolation on a date grid that was regularly spaced and optimised over the period of interest. The N-PLS methodology does not handle a high percentage of missing values within its cubic data structure and, it is expected that this approach would be affected in cases where cloud conditions during the target period significantly limit the number of available images. Another constraint that the model was able to deal with was the low number of ground truth samples (in this case, yield loss observations for grape fields). Note that ground truthing remains cumbersome and difficult to manage for many environmental and agricultural studies. Such limitations can influence the values of model outputs, resulting in a lower reliability of the supervised approach. However, this work showed that N-PLS gave relevant prediction results for a complex phenomenon with a very limited number of data (n = 80) in the calibration data set.



These results indicated that the algorithm may be suited to other similar satellite systems, such as the Landsat products. However, it is important to keep in mind that while the spectral band specifications are similar between the Sentinel and Landsat systems (cross-calibration was actually performed between the two sensors [44]), the Landsat constellation provides imagery with a lower spatial resolution (30 m for most of the spectral bands) which may be a problem for some applications (e.g., intra-field variability in vineyards) but is not crucial for others. The combination of both Landsat and Sentinel-2 products remains a research question [45]. However, such an image combination may be interesting to explore with the N-PLS method in order to foster some limit when working at the regional scale, i.e., missing values due to weather conditions that prevent a full time-series of the objects being studied to be obtained.



While this paper has focused on the monitoring of grapevine heat stress, the identification of the spectral bands that best explain the impact on plant canopy and the development of a local model, which can be applied to predict the spatial extent of the phenomenon, can be transferred to other agricultural applications related to climatic phenomena (e.g., hail or frost). Because of the type of approach, the model should only be valid for the year and the region considered. The resulting model remains specific to the learning base used for the calibration and its generalisation to other vintages and/or other agricultural regions is somewhat limited, especially when dealing with extreme climatic events. However, the results obtained can help facilitate the development of empirical models to be applied to other situations and other vintages.



The type of multi-spectral and multi-temporal method presented in this work is expected to be relevant for any application that relies on different spectral domains with a clear temporal evolution. However, its application to more gradual phenomena, such as progressive changes in plant water status over the summer period, would require further testing, as it may be less relevant because changes in plant characteristics may be less obvious.



In general, the methodology presented here can be effective for any environmental and agricultural application of Sentinel-2 that involves the monitoring of a sharp temporal evolution and where all spectral information may be useful.




5. Conclusions


This study demonstrated how, with a dimensionality reduction algorithm, it is possible to describe the underlying phenomena by highlighting spectral bands and relevant time periods within a time-series of imagery.



This was demonstrated by analysing the footprint of an extreme climatic event and predicting yield losses from a heat wave in 2019 in vineyards in the Languedoc-Roussillon region. In this case, spectral bands around the Red Edge (700 nm) and the SWIR region (1600 nm) were found relevant, as their spectral profile showed a deepening of the time profile during the period of the heat stress, which permitted the band information to be related to reported yield losses.



The proposed method cannot handle temporal data gaps due to clouds and inconsistent availability of satellite images during the acquisition period. Interpolation of the data to achieve a three-way data structure was mandatory for the development of the methodology. By doing this, the method was able to deal with a time-series data set with different sets of missing values and to identify a noise reduction approach with a 15-day time step, which led to a consideration of only seven dates over the study period.



Further investigation is needed to (i) complete the results of this study, expanding the analysis to the spatial distribution of the phenomenon in order to determine its regional dynamics and thus the reasons for its main effects, and to (ii) confirm the applicability of the N-PLS method to different time-evolving phenomena.
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Figure 1. Production of three-dimensional array from satellite imagery time-series data. 
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Figure 2. (a) Representation of three-way array (X) and (b) response vector y to compute a tri-linear PLS1 procedure. 
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Figure 3. Location of the study area in Southern France (a) and the location of the vineyards that contained the 107 blocks of interest for the study (b). 
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Figure 4. Mean monthly temperature (a) and maximum monthly temperatures records (b) from 2009 to 2019 across the Languedoc-Roussillon region, France, highlighting a peak in the maximum monthly temperature corresponding to the extreme weather event that occurred in June 2019, while the mean monthly temperature for this month was not extreme. The vertical black dashed line highlights the month of the heat wave. Source: Historique Météo-France. 
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Figure 5. (a) Maximum temperature record map 28 June 2019 France. (b) Maximum temperature record map 28 June 2019 Languedoc-Roussillon. Temperatures ≥ 40 °C are shown in red, temperatures < 40 °C and ≥30 °C are shown in orange and temperatures < 30 °C are shown in yellow. Source: Météo-France. 
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Figure 6. Percentage of yield losses observed by winegrowers on 107 blocks in southern France. 
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Figure 7. Workflow scheme of N-PLS application to the case study. 
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Figure 8. Evolution of RMSECV as a function of varying intervals between dates (N) and Gaussian filter width (P) obtained for 2 blocks repeated 5 times with a N-PLS performed with a X cube and the y yield losses. Parameter optimisation was achieved at, P = 30 and N = 15 as indicated by the white dash circle. 






Figure 8. Evolution of RMSECV as a function of varying intervals between dates (N) and Gaussian filter width (P) obtained for 2 blocks repeated 5 times with a N-PLS performed with a X cube and the y yield losses. Parameter optimisation was achieved at, P = 30 and N = 15 as indicated by the white dash circle.



[image: Remotesensing 14 00216 g008]







[image: Remotesensing 14 00216 g009 550] 





Figure 9. Evolution of the RMSEC and the RMSECV for a cross-validation of 2 blocks repeated 10 times of a N-PLS between the X cube and the y losses. The black frame indicates the optimal number of latent variables (5 LV). 
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Figure 10. Results of the N-PLS prediction of losses on individuals in the calibration set (a), with 80 vineyard blocks and in the validation test (b), with 27 vineyard blocks. The standard error of cross-validation in the calibration set was 12.4 and the standard error of prediction of yield losses in validation set was 10.7. 
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Figure 11. N-PLS b-coefficients corresponding to 5 latent variables and the following two different dimensions: (a) plotted according to the spectral dimension and (b) plotted according to the temporal dimension. Black dot-dash line highlights the most relevant date of the heat wave. 
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Figure 12. Combined representation of the temporal and spectral profiles as a 3D view of N-PLS b-coefficients corresponding to 5 latent variables. Black dot-dash line to highlight the most relevant date of the heat wave. 
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Table 1. Spectral bands for the Sentinel-2 satellite considered by the analysis.
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	Sentinel-2 Band
	Central Wavelength (nm)
	Bandwidth (nm)
	Spatial Resolution (m)





	Band 1–Aerosol
	442.7
	21
	60



	Band 2–Blue
	492.4
	66
	10



	Band 3–Green
	559.8
	36
	10



	Band 4–Red
	664.6
	31
	10



	Band 5–Vegetation Red Edge
	704.1
	15
	20



	Band 6–Vegetation Red Edge
	740.5
	15
	20



	Band 7–Vegetation Red Edge
	782.8
	20
	20



	Band 8–NIR
	832.8
	106
	10



	Band 8A–Vegetation Red Edge
	864.1
	21
	20



	Band 9–VNIR
	945.1
	20
	60



	Band 11–SWIR
	1613.1
	91
	20



	Band 12–SWIR
	2202.4
	175
	20
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