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Error in Figure

In the original article [1], there was a mistake in Figure 5 as published. The positions
of subfigures (a) and (e) are reversed. This is because of a layout error. The correct figure
appears below. The editorial office apologizes for any inconvenience caused and state that
the scientific conclusions are unaffected. The original article has been updated.
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Figure 4. Each line shows registration error and time cost with respect to the maximum number of iterations, (a) Our 

method, (b) Traditional RANSAC method. 

4.5. Comparison with Different  

time and obtained a good registration result, but it sometimes exhibited a poor 

registration effect or direct deviation in our experiment because it randomly sampled the 

points every time. (2) FGR roughly aligned two point clouds with initial poses that were 

far away but still needed to be further refined. (3) PointNetLK is an end-to-end network 

in deep learning with extremely high registration efficiency for small objects, but it is not 

directly applicable to point cloud registration in large scenes with complex and 

asymmetric structures. (4) Our method produced better results for point cloud alignment 

in terms of accuracy and efficiency, although the two point clouds had artefact noise 

points. The a priori semantic information was used to avoid incorrect classes from 

affecting the correspondence search. 

Table 6. Registration error and time of different methods for campus scenes. 

Methods R/MSE R/RMSE R/MAE t/MSE t/RMSE t/MAE Time(s) 

4PCS 1.039 1.019 0.887 8.019 2.832 2.373 58.59 

FGR 116.181 10.778 10.621 412.365 20.307 16.199 49.09 

PointNetLK 8857.101 94.112 64.473 995.206 99.575 87.587 5.86 

OURS 0.238 0.489 0.418 0.134  0.366 0.346 39.11 
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(b) 4PCS (c) FGR 

 

 

(d) PointNetLK (e) OURS 

Figure 5. Registration results of each algorithm for campus scenes. 

 

The residence scene in the Whu-TLS data set contained many repetitive structures 

and homogeneous architectural layouts. We compared the accuracy and efficiency of the 

four methods in this scene. It can be seen from Table 7 and Figure 6 that 4PCS and our 

method obtained worse results than for campus scenes because of the ambiguity caused 

by repetitive structures. As the model was trained on a simulation data set whose 

transformation was set manually (the source point cloud and the target point cloud were 

symmetrical), PointNetLK obtained a better result than the campus scene.  

Table 7. Registration error and time of different methods for residence scenes. 

Methods R/MSE R/RMSE R/MAE t/MSE t/RMSE t/MAE Time(s) 

4PCS 3.895 1.973 1.351 84.742 9.205 6.881 7.51 

FGR 53.082 7.285 6.841 54.676 7.394 6.863 82.52 

PointNetLK 23.627 4.861 4.108 118.068 10.866 9.116 8.12 

OURS 2.878 1.696 1.197 3.418 1.849 1.735 80.23 

 

Figure 5. Registration results of each algorithm for campus scenes.
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