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Abstract: Runoff estimations play an important role in water resource planning and management.
Many accomplishments have been made in runoff estimations based on data recorded at meteoro-
logical stations; however, the advantages of the use of remotely sensed data in estimating runoff in
watersheds for which data are lacking remain to be investigated. In this study, the MOD13A2 nor-
malized difference vegetation index (NDVI), TRMM3B43 precipitation (P), MOD11A2 land–surface
temperature (LST), MOD16A2 evapotranspiration (ET) and hydrological station data were used as
data sources with which to estimate the monthly runoff through the application of a fully connected
long short–term memory (LSTM) model in the upstream reach of the Heihe River basin in China
from 2001 to 2016. The results showed that inputting multiple remote sensing parameters improved
the quality of runoff estimation compared to the use of rain gauge observations; an increase in R2

from 0.91 to 0.94 was observed from the implementation of this process, and Nash–Sutcliffe efficiency
(NSE) showed an improvement from 0.89 to 0.93. The incorporation of rain gauge data as well
as satellite data provided a slight improvement in estimating runoff with a respective R2 value of
0.95 and NSE value of 0.94. This indicates that the LSTM model based on remote sensing data has
great potential for runoff estimation, and data obtained by remote sensing technology provide an
alternative approach for estimating runoff in areas for which available data are lacking.

Keywords: runoff estimation; satellite data; LSTM; Heihe river basin

1. Introduction

Accurately estimating runoff is of the utmost importance for the management of water
resources, drought monitoring, flooding forecasting and the sustainable development of
water resources [1]. In ungauged catchments, improving the runoff estimation accuracy is
one of the most challenging tasks in the field of hydrology [2]. With the scarce and uneven
distribution of meteorological observatories and hydrological stations, the use of imprecise
and deficient rainfall and runoff measurements gives rise to high levels of uncertainty
when attempting to explore hydrological responses in such areas [3–5]. Thus, it is crucial to
accurately estimate runoff to aid the development of human society and ecosystems in a
sustainable manner.

Estimating runoff based on hydrological models has traditionally been a challeng-
ing problem due to the complex interactions of regional and environmental factors such
as precipitation evapotranspiration and the North Atlantic Oscillation (NAO) [6,7]. At
present, existing hydrological models can be divided into physical models and data–driven
models [8]. However, the application of physical models is limited by the high professional
knowledge requirements, the difficulty of obtaining data, and the high computational costs
involved [9,10]. Compared to the complicated hydrological processes of physical models,
data–driven models establish direct links among hydrologic variables by extracting the
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relevant information from the input data without understanding the physical mechanisms
involved [11,12]. Data–driven models are simple, accurate, and flexible [7].

Artificial neural networks (ANNs), a kind of data–driven model, have been widely
applied for the estimation of runoff due to their ability to cope with highly nonlinear
problems [10,13,14]. Although these feedforward ANNs perform better than conventional
hydrological models, the loss of significant information constrains their performance in
processing sequential data due to the independence of the same layer neurons. Recurrent
neural networks (RNNs) have thus been developed to solve sequential problems, as RNNs
can store previous information. As such, RNNs have been found to provide accurate results
for single–and–multiple–step–ahead forecasting [13,14]. In 1997, the long short–term
memory (LSTM) network, proposed by Hochreiter S. and J. Schmidhuber, was proven to be
able to overcome the exploding and vanishing gradient problems of conventional RNNs and
inherit the advantages of RNNs associated with the processing of time series data [15,16].
Today, the LSTM network has great potential in the hydrological modeling applications.
The LSTM architecture has been shown to have good performance when imitating rainfall–
runoff behaviors in a large number of catchments of varying complexity [10]. Compared
to traditional ANNs and the physical model called the Soil Water and Assessment Tool
(SWAT), LSTM obtains much better results when modeling runoff using site observation
data as inputs, especially for areas for which detailed topographical data are lacking [17].
To further enhance the simulation accuracy and decrease the computational cost, scholars
have tried to improve LSTM models through modifying their structures [18]. A network
combining LSTM and a fully connected layer (FC) was proposed to handle long–duration
sequential features with different time series information [19]. A large number of studies
have explored the use of different variants of LSTM in hydrological modeling [20]. In
addition, FC–LSTM has achieved good performance in simulating runoff [21,22]. Adding
an FC layer to LSTM can further improve the ability of the LSTM network to process
time series data. Improvement occurs because FC can capture the nonlinear relationships
between the temporal features captured by LSTM [23].

Traditionally, data recorded at rain gauge stations and runoff measurement stations
have been applied as inputs in rainfall–runoff models [7,11,24,25]. However, the complex
interactions occurring among topography, soil characteristics, vegetation, and climate
variables determine the types, levels, and locations of generated runoff [26]. Changes
in any of these forcing factors therefore alter the production of runoff. Thus, accurately
estimating runoff is a major challenge partly because of the absence of relevant information.
Remote sensing technology allows us to continuously observe variables over long time
frames and large ranges; furthermore, the data required by a model can be constructed
from finer–resolution data derived from remote sensing techniques. Some areas have low
availabilities of meteorological and hydrological monitoring data, and the distribution of
weather stations is sparse and uneven in some regions. Remote sensing data also provide
information regarding spatial variabilities in variables. Remote sensing technology is
critical for simulating runoff in unmeasured catchment areas and inaccurately measured
areas [27]. Remote sensing data have been widely applied in combination with hydrological
models [24,25,28], for flood estimation [29–31], runoff estimation [32], and water resource
evaluation tasks [33]. The integration of in situ and remote sensing data has shown
significant advantages in hydrological models. However, few studies have combined
remote sensing data with LSTM–based models.

The Heihe River Basin (HRB) is located in arid and semiarid areas in China and is the
second longest inland river in northwest China. The runoff of the entire basin mainly comes
from the upper reaches of the HRB in the Qilian Mountains. Thus, the upper reaches of the
HRB play an important role in the provision of water resources in the Heihe River Basin,
accounting for the majority of water consumed by irrigation activities, oasis ecosystems
and the populations living in the middle and lower reaches of the river [34]. To ensure
the supply of water resources in the arid area of northwest China and realize sustainable
economic development, it is very important to understand the changes in runoff that



Remote Sens. 2022, 14, 2488 3 of 21

occur in the upper reaches of the Heihe River. Many physical models have been applied
to simulate runoff in this area, such as the Soil and Water Assessment Tool (SWAT) [35]
and the Precipitation–Runoff Modeling System (PRMS) [36]. To date, few studies have
simulated runoff in the HRB using deep learning models, and no combination of remote
sensing data products and LSTM models has emerged for estimating runoff in this area.

Due to the development of remote sensing technology, the number of remote sensing
datasets has significantly increased, introducing challenges to the acquisition, storage, trans-
mission and visualization of remote sensing big data [37]. The Google Earth Engine (GEE)
is a cloud platform used for online visual computing and analysis processing provided
by Google; this platform contains large amounts of Earth science data on a global scale
(e.g., satellite data). Due to the lack of observed meteorological data, this study employed
an FC–LSTM network to estimate runoff in the upper reaches of the HRB based on using
remote sensing data, including precipitation, land surface temperature, evapotranspiration,
and NDVI data obtained from GEE as the input. The aim of this study was to evaluate
the ability of remote sensing data products to estimate runoff and the impact of different
parameter combinations on the runoff output in the upper reaches of the Heihe River.

2. Materials and Methods
2.1. Study Area and Data
2.1.1. Study Area

The Heihe River Basin is located in the middle of the Hexi Corridor in northwest
China; the upper Heihe River Basin is situated in the Qilian Mountains located in the
northeastern part of the Tibetan Plateau. The upper Heihe River Basin covers 10,009 km2

and ranges in elevation from 1669 m to 5247 m. The vegetation distribution shows an
evident vertical gradient rule with the increase in altitude. The area is mainly covered by
alpine desert glacier, alpine meadow, as well as forest and upland meadow. Additionally,
loamy soil dominates in this area, and glaciers are widespread [38]. Due to the arid
and semiarid climate, the main runoff in the area is derived from precipitation, melting
snow, and melting ice. This area consists of arid and semi–arid regions. Influenced
by westerly circulation and the polar cold air mass at middle and high latitudes, the
precipitation is concentrated during the Asian Summer Monsoon (ASM) from June to
September [39]. The upper reaches of the Heihe river has a typical plateau continental
climate, with light recombination, intense evaporation, as well as cold winters and cool
summers. The annual average rainfall is between 200 and 600 mm. The annual average
temperature is between −5 and 4 ◦C. The annual average runoff is 15.89 × 108 m3. The
annual runoff distribution is mainly concentrated in the flood season from May to October,
with runoff from other months accounting for only a small proportion [40]. Precipitation
and temperature greatly contributed to the increasing runoff, while glacier melt runoff
contributes to less than 10% of the runoff increase [41]. There are few meteorological
and hydrological stations in the upper Heihe River Basin, as shown in Figure 1. The
Yingluoxia station is located at the upstream exit of the Heihe River Basin, which controls
the mountainous watershed runoff. The upper Heihe River Basin provides water resources
for the whole Heihe River Basin. The upstream water supply situation directly affects the
sustainable development of the socioeconomic and ecological environment in the middle
and lower reaches [42]. The “Heihe River 97 water diversion scheme” (97 Water Diversion
Scheme) is based on the incoming water of Yingluoxia. Accurate runoff estimation not only
promotes the implementation of the 97 Water Diversion Scheme, but is also important for
the management of the Heihe water resources.



Remote Sens. 2022, 14, 2488 4 of 21

1 
 

 

Figure 1. Upper reaches of the Heihe River Basin. The red triangles correspond to three hydrologic
stations. The blue circles represent the meteorologic stations in the upper reaches of the Heihe
River Basin.

2.1.2. Data

There are 5 observatories in this area, represented by 3 meteorological stations and
3 hydrological stations. The Qilian station is not only a hydrologic station but also a
meteorological station. Monthly runoff data observed at the Yingluoxia hydrologic station
were used to represent the runoff of the upper reaches of the Heihe River Basin from 2001
to 2016. The basin–wide rainfall data measurements were aggregated to monthly averages
recorded at the Qilian, Zamask, and Yingluoxia stations.

The remotely sensed data include precipitation (P), land surface temperature (LST),
evapotranspiration (ET) and NDVI products obtained from GEE from 2001 to 2016. The
monthly precipitation data recorded by the Tropical Rainfall Measuring Mission (TRMM3B43)
had a spatial resolution of 0.25◦ and a temporal resolution of 1 month. In the TRMM3B43
products, multiple satellite data of high quality were integrated; this product was widely
used in scientific research [43,44]. Some studies have applied the TRMM3B43 dataset for the
Tianshan and Qilian mountains [45]. The LST and ET data were calculated using an 8-day
Moderate Resolution Imaging Spectroradiometer (MODIS) MOD11A2 and MOD16A2
data and 16-day MOD13A2 NDVI data. The MOD–NDVI data are extremely useful for
monitoring vegetation dynamics, and the availability of MOD13A2 data in the Qinghai–
Tibet Plateau has been shown in past studies [46,47]. Due to the errors caused by the spatial
interpolation of meteorological station data, LST data were used instead of air temperature
data [48]. The usability of the MOD–ET data was confirmed by a past study [49] in which
the authors claimed that the MODIS–derived global terrestrial ET product can estimate
actual ET values with a reasonable accuracy. All the remotely sensed data used in this
study are summarized in Table 1.

Table 1. Remotely sensed data products used in this study.

Hydrological Component Data Source Temporal Resolution Spatial Resolution

Precipitation TRMM3B43 1 month 0.25◦

Land surface temperature MOD11A2 8 days 1 km

Evapotranspiration MOD16A2 8 days 500 m

NDVI MOD13A2 16 days 1 km

As there is no clear division rule for datasets, in this study, the data were split into
two sets: a training set and a testing set. The data contained in the training set accounted
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for 75% of the total data. Therefore, the data obtained from 2001 to 2012 were used as
the training data and the remaining data from 2013 to 2016 were used as the validation
data. For efficient learning, the input variables and output runoff were normalized by
their corresponding means and standard deviations. The estimation results reveal the
retransformation of the network’s output.

2.1.3. Data Preprocessing

The GEE is used widely in various tasks such as global forest change, global surface
water, and crop yield estimation [50]. The remotely sensed data utilized in this study were
obtained from the GEE, as this platform can quickly process large images in batches using
the online JavaScript application programming interface (API).

Firstly, the vector data for the study area were uploaded into the GEE, and images
collected from 2001 to 2016 over the study area were acquired based on GEE. Secondly,
the bands of precipitation, NDVI, and ET were selected from theTRMM3B43, MOD16A2,
and MOD13A2 products, respectively. All the remote sensing data were clipped to obtain
gridded inputs according to the vector data of the study area. The TRMM3B43 dataset
had a monthly temporal resolution and did not need to be synthesized. LST data were
obtained through averaging the cloud–free pixels of the LST_Day_1km and LST_Night_1km
bands over the compositing period. The monthly regional average LST, NDVI, and ET of
the study area were calculated according to the MOD11, MOD16A2, and MOD13A2. A
reduceRegions() function was then adopted for calculating the spatial mean over the study
area for each image. Monthly data for each factor were obtained for used as model inputs.
Finally, the values of the P, NDVI, ET, and LST data were exported in the comma–separated
values (csv) format. These data from GEE were used to build the model in this study.

2.2. Methodology
2.2.1. LSTM

A recurrent neural network (RNN) is a type of ANN, and the long and short–term
memory (LSTM) neural network is a special type of RNN. LSTM is able to solve the gradient
explosion and disappearance problems that arise in RNNs, and the LSTM network can also
handle complex and long–lag tasks which traditional RNNs cannot handle [15].

The basic structure of an LSTM cell is shown in Figure 2; in each cell, there are three
types of gates that control the flow of information: an input gate, a forget gate, and an
output gate. The forget gate is controlled by an activation function such as a Sigmoid or
rectified linear unit (ReLU); this function can selectively discard the old cell state Ct−1
information through a calculation using the current input vector xt and previous result
ht−1. In the input gate, it is calculated using the activation function with xt and ht−1. A
candidate cell state C̃t is generated by a tanh layer with xt and ht−1. In addition, the new
cell state Ct is updated. The output gate determines the information output from the cell
containing C̃t and ht, and ht is calculated by output parameter ot and the tanh function of
Ct. The calculations performed at every time step of the above process are as follows:

ft = σ(w f ·[ht−1, xt] + b f ), (1)

it = σ(wi·[ht−1, xt] + bi), (2)

C̃t = tanh(wc·[ht−1, xt] + bc), (3)

Ct = ft·Ct−1 + it·C̃t, (4)

ot = σ(wo·[ht−1, xt] + bo), (5)

ht = ot·tanhCt, (6)

where w f , wi, wc, and wo are the different weights derived from the forget, input, and
output gates; b f , bi, bc and bo are the corresponding bias values; and ft, it, and ot are the
outputs of the activation function at time t.
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2.2.2. Fully Connected LSTM Model

In this study, the fully connected LSTM (FC–LSTM) model was composed of an input
layer, an LSTM, a fully connected (FC) layer, and an output layer; the model structure
is depicted in Figure 3. The hydrological variables used as inputs were ciphered in the
LSTM layer which retained the important information and extracted the nonlinear rela-
tions between the variables and runoff. Then, the FC layer received the calculated data
and strengthened the fitting ability of the model. Finally, the output layer provided the
estimation results.

1 
 

 

Figure 3. Architecture of the fully connected LSTM. The dashed black box at the beginning indicates
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corresponds the simulated data of the model.

The selection of input variables is an important step in runoff estimation and has
significant influence over the estimation results. Generally, many variables may affect the
precipitation–runoff relationship, including precipitation, previous runoff, evaporation,
and temperature [51]. To date, many studies on runoff estimation have involved the use of
runoff and rainfall as inputs [7,52]. However, other studies have applied evapotranspiration
and temperature data as inputs, and these inputs can efficiently improve the performance
of the model [53–55]. Additionally, the use of NDVI as a biophysical parameter has complex
effects on the precipitation–runoff relationship, and some studies have pointed out that
the use of NDVI, together with hydroclimatic parameters, can improve the performance
of network models [56,57]. Therefore, precipitation, evapotranspiration, temperature, and
NDVI were selected as variables in the utilized model. To compare the impacts of different
input variables on the estimation results, an input combination was adopted based on the
input variables of the model. In addition, P was used as a kind of input. Considering the
high correlation between NDVI, precipitation, and runoff, NDVI was used as an input
based on P [58,59]. Some studies have claimed that changes in vegetation significantly affect
runoff processes by impacting evapotranspiration [60,61]. Therefore, L4 was composed
of P, NDVI, and ET. Taking into account the terrain properties of the study area and the
complex relationship between LST and runoff, the LST data were used as inputs based on
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L4. Several combinations of input variables with one set of observation data and three sets
of remote sensing data were established:

• L1: P (observed);
• L2: P(RS);
• L3: P(RS), NDVI;
• L4: P(RS), NDVI, ET;
• L5: P(RS), NDVI, ET, LST;
• L6: P(observed), NDVI, ET, LST.

Hyperparameters can directly affect the performance of neural network structures. As
there is no standard for the depth or unit number of networks, the trial–and–error method
was adopted herein. After many experiments, the best model was set to contain 40 neurons
in the LSTM hidden layer. The architectural parameters of the LSTM models have already
been extensively tuned by Zhang, J. [21]. Based on the architectures, hyperparameter
tuning was performed for the monthly scale model. Three hyperparameters needed to
be adjusted (namely training iteration, learning rate, and dropout). Based on the training
results obtained for the above combinations, the best configuration with the best R2 value
was selected [62]. The number of training iterations was 15,000. The dropout regularization
method was used to prohibit overfitting, and the value was set to 0.5. In addition, stochastic
gradient descent (SGD) was used to optimize the model parameters and minimize the
loss function, and the learning rate was 0.00001. SGD is an optimization algorithm that is
widely used in deep learning tasks; it is the central tool used to cope with the approximate
solutions of stochastic optimization problems [63].

A schematic overview of the study is provided in Figure 4. The flowchart shows the
framework of the study including data processing, feature analysis, runoff simulation, and
accuracy validation.
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2.2.3. Evaluation of Model Performance

Evaluating the model performance is an important component of research. In this
study, three methods were employed to evaluate the accuracy of the estimation results: the
coefficient of determination(R2), the root mean square error (RMSE) and the Nash–Sutcliffe
efficiency (NSE). The RMSE method refers to the deviation of the analogue value from the
actual value. The smaller the RMSE value is, the better the estimation process will be. The
mathematical formula is shown below:

RMSE =

√
∑N

i=1 (yi − ŷi)
2

N
. (7)

The R2 method describes the degree to which the model interprets the actual value.
R2 values range within the interval of 0–1. The closer the result is to 1, the better the model
fitting effect is. The mathematical formula is shown below:

R2 =
∑N

i=1 [(yi − ȳi)(yi − ŷi)]
2

∑N
i=1 (yi − ȳi)

2 ∑N
i=1 (ŷi − ȳi)

2 . (8)

The NSE method is generally used to verify the quality of the hydrological model
estimation results, and NSE values fall within the interval of −∞–1. The closer the result is
to 1, the better the model fitting effect is. The mathematical formula is shown below:

NSE = 1 − ∑N
i=1 (yi − ŷi)

2

∑N
i=1 (yi − ȳi)

2 . (9)

where ŷi is the simulated runoff and yi represents the observed runoff.

3. Results
3.1. Relation of Input Variables and Runoff

Runoff formation depends on numerous complex factors. In this study, highly corre-
lated factors, such as terrestrial surfaces, vegetation processes, and meteorological param-
eters were utilized to simulate runoff processes. Four parameters were used to estimate
runoff: P(RS), ET, NDVI, and LST. The data were obtained from remote sensing data inver-
sions. Figure 5 shows the relationships existing among P(RS), ET, NDVI, LST, and runoff.
The scatter of all variables was linearly positively fitted with that of runoff; among the
variables, the relation between LST and runoff was the most complex. As determined from
the R2 range of 0.7–0.8, runoff separately showed quite high correlations with the P(RS),
ET, and NDVI, but not with the LST. From Figure 6, it can be seen that the change in the
oscillation amplitude of LST was slight during the study period, while the response of LST
to the runoff dynamics was limited. The LST and runoff had a relatively poor correlation.
LST is considered to be the fundamental indicator of climate change, and its feedback to
hydrological cycles is complex. The NDVI was the most relevant for runoff with the highest
R2 followed by P(RS). As shown in Figure 5, as the peak runoff changed annually, the
NDVI, P(RS), and ET respond accordingly. The runoff, NDVI, P(RS), and ET had similar
interannual fluctuation patterns, and the change in these four input variables influenced
the runoff change; furthermore, these parameters were well synchronized.
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Figure 5. Scatter plots of the monthly P(RS), ET, NDVI, LST, and runoff. The blue dotted lines indicate
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Table 2 shows the coefficients of four factors based on stepwise regression by SPSS.
Model 1 and model 2 were transitions and model 3 was the final model. In the process of
modeling, NDVI was chosen first, followed by P(RS) and ET, while LST was eliminated.
In model 3, the sig. of NDVI, P(RS), and ET was less than 0.05 and the three factors
had statistical significance. The strength of their linear correlation with runoff decreased
sequentially. In addition, the relationship between LST and runoff was found to be more
complex. The VIF (variance expansion coefficient) and tolerance value can be used to
test the collinearity of the independent variables. The maximum VIF value of the three
factors was 6.869. Compared with the collinearity standard value of 10, there was no
multicollinearity problem for independent variables. The value obtained from tolerance
also supported this phenomenon.

Table 2. Coefficient of four factors in stepwise regression.

Model

Unstandardized
Coefficients Standardized

Coefficients Beta
Sig.

Collinearity
Statistics

B Std. Error Tolerance VIF

1 NDVI 321.048 11.615 0.895 0.000 1.000 1.000

2
NDVI 197.657 25.495 0.551 0.000 0.181 5.518
P(RS) 0.47 0.088 0.380 0.000 0.181 5.518

3
NDVI 174.864 26.746 0.487 0.000 0.160 6.243
P(RS) 0.363 0.097 0.293 0.000 0.146 6.869

ET 0.217 0.087 0.165 0.013 0.206 4.865

Figure 6 shows the time series of runoff, P(RS), ET and NDVI from 2001 to 2016. There
was some periodicity in the temporal fluctuations of runoff during the study period. In
addition, the annual runoff showed a slightly increasing trend. The maximum runoff
occurred around June each year, while the minimum runoff roughly appeared in January
every year. The highest annual runoff value occurred in 2016 at 206.2355 m3/s, while the
lowest occurred in 2012 at 9.2581 m3/s. The runoff dynamics changed obviously. The
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peak runoff rose noticeably from 2009 to 2016 compared to the peak runoff from 2001 to
2008. Similarly, the P(RS), ET, NDVI, and LST dynamics presented 15-year cycles from
2001 to 2016, and their maximum and minimum values appeared roughly at the same time.
The peak values always appeared in summer, and the lowest values occurred in winter
each year. The trend in each year was consistent with the runoff variations. Generally, the
changes in these four variables were highly consistent with those in runoff.
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Figure 6. (a) The correlation analysis carried out between NDVI, LST, and runoff. The black, green,
and orange curves represent the runoff, NDVI, and LST, respectively. (b) The correlation analysis
between P(RS), ET, and runoff. The black, green, and blue curves represent the runoff, ET, and
P, respectively.

Figure 7 shows the correlation of P(RS) data and rainfall data obtained by observato-
ries. The in situ data used in the model were from three stations in the upper reaches of
HRB. In addition, the Qilian station and Zamask station are located upstream of Yingluoxia
station. P(RS) represents the precipitation data based on remote sensing technology, while
Qilian_P, Zamask_P and Yingluoxia_P refer to the rainfall data from the Qilian, Zamask,
and Yingluoxia stations. The Pearson correlation coefficient (PCC) measures the linear
correlation between variables. The numbers in Figure 7 show the PCC among the pre-
cipitation data from different sources. Values greater than 0.8 indicate strong positive
correlations between P(RS) and in situ rainfall data. The value of PCC between P(RS) and
the precipitation data from Qilian station and Zamask station was close to 1. A correlation
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coefficient of 1 implies a perfectly linear correlation. Thus, the P(RS) data could be input
into the FC–LSTM model as rainfall data.
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3.2. Runoff Estimation

In studies using data–driven methods to estimate runoff, data recorded by meteo-
rological and hydrological stations are always of high quality. Thus, the accuracy of the
estimation results is strongly dependent on the model architecture and setting. The first
group, L1, contained the rainfall data observed from three stations and was used to test the
performance of the fully connected LSTM model. Figure 8 shows the calculation results
obtained during the verification period. The model can basically reproduce the runoff
process, and the simulated runoff was adjacent to the real runoff. According to Table 3,
using L1 as the input results in a high R2, NSE values of 0.91 and 0.89, and a low RMSE
value of 15.91. Therefore, the model can accurately capture the runoff pattern during the
study period and perform well in the study area.

Figure 9 shows the model estimation results obtained under L2, in which P(RS) data
were incorporated. With the good performance of the model under L1, the remote sensing
data were preliminarily evaluated under the L2 inputs. Figure 9 shows that the simulated
hydrograph fits the general trends of the hydrograph and that the estimations of low values
were more accurate than those of high values. However, the performance deteriorates
compared to the results obtained when using L1 as the input as the R2 and NSE values
decrease to 0.85 and 0.73, respectively, and the RMSE value increases to 21.12. Although the
performance of the L2 inputs was slightly worse than that of the L1 inputs, the statistical
indices showed good results. Considering the important role of vegetation information in
rainfall runoff processes, the use of NDVI as a vegetation parameter is critical among input
variables [60].
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simulated runoff.

As illustrated in Figure 10a, the runoff can be simulated precisely in several months
every year when L3 is used as an input. The R2, RMSE, and NSE values obtained for the
model under L3 were better than those obtained under L2. The hydrograph trends were
described well in 2016, while in 2015, the performance was unsatisfactory. Similarly, the
model simulations were unable to grasp the extreme peak runoff values, which always
occur in concentrated periods of rain. When L4 was used as the model input (Figure 10b),
the difference between the simulated hydrograph and modeled hydrograph was further
narrowed. The R2 value exceeded 0.91 under L4 which was greater than R2 under L1,
and the RMSE value was also lower than that derived under L1. The NSE value was
improved relative to that determined when L3 was used. In addition, the estimations
derived for 2015 were more accurate than those obtained for other years. Thus, the inclu-
sion of ET could efficiently improve the performance of the model. However, there was
no significant promotion of the straight line’s slope in the scatter plots. Table 3 shows
that the R2, RMSE, and NSE values were 0.94, 13.19, and 0.93, respectively. Among all
combinations, the performance of the model was the best when L5 was used as the input
(Figure 10c). The evaluation indices of L5 were significantly different under other inputs.
The straight line’s slope was the closest to 1, meaning that the simulated results approached
the observed values.
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lines represent the observed runoff and estimated runoff, respectively. On the right side, the orange
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With the incorporation of the in situ data based on L5, the model showed a more
accurate performance. The estimation results show hysteresis in 2015 with L1, L2, L3, and
L4 as input. Additionally, the incorporation of ET led to the estimation of the hysteresis.
Compared to the results obtained under L5, the R2 and NSE evaluation indices slightly
increased to 0.95 and 0.94, respectively. Whereas the estimation skill increased quite steeply
from L1 (Figure 8) to L6 (Figure 11), the improvement was indicated by a noticeable increase
(4–5%) in the R2 and NSE values of runoff and a significant decrease (up to 4.22) in the
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RMSE value. The comparisons made between L5 and L6 showed that the incorporation of
in situ rainfall data slightly improved the performance of the model. Thus, the precipitation
data obtained from remote sensing technology provide an alternative way to estimate
runoff without observed data. These results indicate that remote sensing technology can
play a major role in improving runoff estimates in ungauged basins.
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The scatter plots in Figures 8–11 show similar patterns and a dividing line can be
seen when the runoff value is 100 m3/s. When the values are less than 100 m3/s, the
points present a tight distribution around the straight line. However, the points are more
dispersed when the values are greater than 100 m3/s. Combined with the corresponding
line graphs, low runoff values always occur in winter from the November of a given year
to the February of the following year. High values appeared in summer and autumn from
June to September. Obviously, the model precisely simulated runoff in winter, but there was
room for improvement when simulating summertime runoff. There was a margin of error
in simulating springtime runoff from March to May. This uncertainty might be attributed
to glaciers and snow cover in the upper Heihe River Basin. Snowmelt has the greatest
impact on runoff from March to July [64] and rainfall is concentrated in the summer and
autumn. These factors restricted the prediction accuracy of the model in the peak flow
season. In addition, the model performed especially unstably in 2016 in the peak runoff
season. Combined with Figure 5, the precipitation that occurred in the ASM season in 2016
was significantly higher than in previous years, making it difficult for the model to carry
out an accurate simulation.

Table 3. Performances of the various input combinations used to estimate runoff.

Input R2 RMSE NSE

L1 0.91 15.91 0.89

L2 0.85 21.12 0.73

L3 0.88 18.52 0.84

L4 0.92 15.63 0.89

L5 0.94 13.19 0.93

L6 0.95 11.69 0.94

Table 3 presents the performance indices derived in the runoff simulations under six
combinations of input variables. The model showed good results when the L1 set was
used as input, and the accuracy decreased when remotely sensed precipitation data were
used, with the R2 value being reduced by 0.06. As NDVI and ET were added as input
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data, the simulation accuracy improved and surpassed that of L1. As more remote sensing
variables were included as inputs, the model began to provide more precise results. With
the same model architecture, the model could simulate runoff under L6 with the best
efficiency through the use of both in situ data and satellite–based data. In particular, the
simulation accuracy was dramatically improved compared to that of L1. These results
indicated that remote sensing data could efficiently help the model capture monthly runoff
fluctuations. In the process of runoff formation, in addition to precipitation, other factors
played important roles in the formation process; in this study, ET was used as the soil
feature, NDVI was set as a biophysical parameter, and LST was used as a climate factor.

4. Discussion

Many studies have shown that the LSTM network has great potential for obtaining
hydrological estimations. In combination with other networks, LSTM has been widely
used in hydrological studies. Zhang J. et al. [21] proved the strong learning ability of the
fully connected LSTM when using time series data. In this study, the fully connected LSTM
model was used as a rainfall–runoff model to obtain runoff estimations. The model verifi-
cations indicated that the model could achieve good accuracy when simulating monthly
runoff in the upstream reaches of the HRB (Table 3). In the upstream area of the HRB,
many studies achieved satisfactory results in runoff estimation [3,65,66]. Teng F. et al. [36]
applied a Precipitation–Runoff Modeling System (PRMS) to simulate rainfall runoff in
the Zamask–Yingluoxia subbasin of HRB with NSE = 0.90. Zou S. et al. [3] integrated a
coupled climate hydrological RIEMS–SWAT model to simulate monthly runoff in the upper
reaches of the HBR with the best R2 = 0.83. However, the estimation accuracy obtained
based on the physical model was still lower than that found in this study. In addition,
the excessive demands of the physical model highlight the advantages of the FC–LSTM
network. Therefore, this powerful, fully connected LSTM model could flexibly extract the
complex relevant information of various parameters and runoff when handling temporal
correlation. Liu D. et al. [67] compared the performance of the Vanilla LSTM, Stacked
LSTM, and EMD–En–De–LSTM in a streamflow simulation; their results showed that their
reliability gradually increased with the best R2 = 0.93. In addition, compared to the perfor-
mance of the vanilla LSTM, the FC layer efficiently improved the simulation accuracy and
FC–LSTM outperformed EMD–En–De–LSTM in the simulation of runoff. Yuan X. et al. [68]
showed the high accuracy of hybrid long short–term memory neural network and ant lion
optimizer model (LSTM–ALO) for the prediction of monthly runoff with an R2 = 0.948.
The ALO was utilized to optimize the number of hidden layers and update the learning
rate. The two parameters used in this study were set using the trial–and–error method. The
FC–LSTM model might be able to be further improved by adding an optimizer. Generally,
the model used herein served as a useful tool for providing scientific support and water
resource management guidance. This model is of great significance to the sustainable
development of the study region.

In runoff estimations, input data have a critical influence on the estimation result. Most
data were obtained from meteorological observatories and hydrological stations [65,68,69].
However, some regions with hydrological stations do not have meteorological stations.
In some areas, due to the limitations of regional development, the number of in situ
stations has decreased over a lengthy period. Additionally, there are some areas where data
for meteorological and hydrological stations are available, but the stations are scarce or
unevenly distributed. Currently, the hydrological models including physical based models
and data–driven models to obtain runoff estimations should be driven by sufficient data, but
these data are difficult to obtain in the aforementioned areas [3,66]. In these cases, remote
sensing data provide a reliable means for runoff estimation. In this study, precipitation data
obtained from observatories and satellite had high consistency (Figure 6). The model that
used P(RS) as an input had a good performance. In the absence of environmental data and
meteorological data for the stations, the model that used runoff data and satellite data as the
input achieved high accuracy with R2 = 0.95. Satellite data provide temporally and spatially
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dynamic information on underlying surface variations. Missing observatory data can be
compensated for by applying the information derived using remote sensing techniques. In
many previous studies, applications of remote sensing data for runoff estimations have
performed well [70–72]. In this study, the remote sensing data were processed without
taking into account the impact of different spatial resolutions. Choi H.I. [73] found that the
performance of a finer resolution result in runoff prediction is much better than that of a
coarser resolution result. Thus, this model may be further improved by considering spatial
resolution. Simulating runoff in areas with insufficient hydrological data is a challenging
aspect of hydrological research. Remote sensing data products provide another method for
obtaining hydrological and other forms of relevant data and could be used as an alternative
means to simulate runoff in areas lacking data.

Some studies have claimed that the use of ET or temperature as the input variable
may lead to worse model performance [74,75]. In this study, the runoff estimation ability
of the LSTM model was explored with remote sensing data upstream of the HRB and the
influence of various input parameters on the results were analyzed in detail. It is worth
noting that the estimation results were better when new parameters were included as
input. The estimation results obtained under the L4 input set surpassed those obtained
using the observed data. The L6 input set, which included precipitation and other related
factors (NDVI, ET and LST) showed the best estimation effect. The amount of relevant
data was a significant component affecting the accuracy of the runoff estimation [12]. In
the stepwise regression, LST was eliminated from the linear model, while the model with
L5 as an input performed better than that with L4. This indicated that LST contributed to
the runoff formation. Permafrost, seasonal frozen ground, and glaciers exist in the upper
HRB. Yang D. et al. [76] proved that the soil freezing and thawing process significantly
influenced the runoff generation in the upper HRB. In the ASM season, the thawing of
soil ice together with a large amount of rainfall results in an increase in runoff [39]. The
lacking of soil and land use data limited the performance of the model in the peak flow
season [77]. With its great performance in snowmelt–driven catchments [10,78], the LSTM–
based model might be able to provide a more accurate simulation if snow cover data were
used as inputs. In addition, LST might influence the catchment hydrology by significant
changing frozen soils. In this study, runoff was found to be affected by the rainfall, NDVI,
ET, and LST. Sang Y.-F. et al. [79] found that, at higher temperatures, snow and glacial melt
resulting from increasing temperatures and precipitation caused runoff changes in the
upper reaches of the Heihe River Basin. As global climate change was confirmed, climate
change intensified the hydrological cycle at the global scale. Rainfall, ET, and temperature
trends have also changed to varying degrees [80]. A series of consequences resulting from
these changes may have direct and dramatic effects on runoff [81]. Many factors affect the
formation of runoff. The numerous complex interactions and feedbacks occurring among
the precipitation and evapotranspiration processes in the water cycle as well as geophysical
characteristics make it difficult to construct a proper model. Under the situation of global
climate change, these factors are affected to a certain extent. The interactions between
variables and runoff are becoming increasingly complex, placing higher requirements on
the ability of models to extract relevant information. In addition, studies estimating river
basin runoff must not only consider the parameters related to runoff, but must also take
the impacts of regional climate change factors on runoff into consideration.

Generally, the model described in this study showed a tendency to underestimate
runoff peaks, which is also a common problem in runoff prediction models [82]. The
model needs to be improved to correct this tendency. The study period covered a time
span from 2001 to 2016, and the upper HRB was in a high flow period after 2000 with
the continuous increase in runoff. The model was applied during the study period. The
model‘s performance was not tested in a drought period, and the simulation of longer time
series runoff by the model remains to be studied. In addition, high warm humidification
tendencies occur in northwest China, with the air temperature, precipitation and near–
surface air humidity significantly increasing from 1979 to 2018. In the future, the climate
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in northwest China will continue to be warm and humid, though climatic factors such as
precipitation and humidity will also change [83]. The ability of the model in this scenario
remains to be investigated. The upper HRB is located in the central and eastern part
of the Qilian Mountains, where the impact of human activities is gradually increasing.
Incorporating the effects of climate change and human activities into the model will be
carried out in future work.

5. Conclusions

In this study, a fully connected data–driven modeling method was employed in a
runoff simulation based on remote sensing data. Before the investigation, the remotely
sensed data were preprocessed and downloaded from the GEE, covering the period from
2001 to 2016; the utilized data included the TRMM–P, MOD–NDVI, MOD–ET, and MOD–
LST datasets. The rainfall and runoff data were obtained from meteorological and hydro-
logical stations in the upper HRB. The model was used to simulate runoff in the upper
Heihe River Basin during the 2013–2016 period using satellite–derived input variables
and observed data, respectively, with the data derived over the first 12 years used as the
training dataset. The following results were obtained:

1. The fully connected LSTM model had an excellent learning capability for simulating
runoff and a flexible ability to extract complex relevant information; an R2 value of
0.91 was obtained for the observed data, and a value of 0.95 was obtained for the
mixed data.

2. It was possible to consider the remotely sensed data as the input data for the model to
estimate runoff. The best performance of the model was obtained when the in situ
data and remotely sensed data were used together as inputs. Remotely sensed data
could thus be an alternative way of supporting runoff forecast experiments in areas
lacking meteorological, soil, and geomorphological data;

3. It was worth noting that the amount of input data used had a vast influence on
the model performance. As the number of input variables increased, the estimation
result became more accurate. The input variables were thus strongly correlated with
the outputs.

The continuous improvement of remote sensing technology has greatly improved the
quality of remote sensing data products and created more opportunities for hydrological
research. At the same time, the in–depth and extensive application of deep learning
research provides scientific support for the use of water resources. The combined used
of remotely sensed data and deep–learning methods to estimate runoff achieved good
results, providing a fast and cost–effective solution for estimating runoff in areas lacking
hydrological data across the world. Additionally, the proposed method is helpful for water
resource management and scientific decision–making in the study region. This study was
only conducted on a monthly scale, and runoff simulations on other timescales such as
hourly and weekly scales require further study.
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