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Abstract: Terrestrial laser scanning (TLS) is a modern measurement technique that provides a point
cloud in a relatively short time. TLS data are usually processed using different methods in order
to obtain the final result (infrastructure or terrain models). Msplit estimation is a modern method
successfully applied for such a purpose. This paper addresses the possible application of the method
in processing TLS data from two different epochs to model a vertical displacement of terrain resulting,
for example, from landslides or mining damages. Msplit estimation can be performed in two variants
(the squared or absolute method) and two scenarios (two point clouds or one combined point cloud).
One should understand that point clouds usually contain outliers of different origins. Therefore, this
paper considers the contamination of TLS data by positive or/and negative outliers. The results based
on simulated data prove that absolute Msplit estimation provides better results and overperforms
conventional estimation methods (least-squares or robust M-estimation). In practice, the processing
of point clouds separately seems to be a better option. This paper proved that Msplit estimation is a
compelling alternative to conventional methods, as it can be applied to process TLS data disturbed
by outliers of different types.

Keywords: terrestrial laser scanning; Msplit estimation; vertical terrain displacement; robust
estimation

1. Introduction

Light Detection and Ranging (LiDAR) provides big data in a relatively short time.
Hence, it is a prevalent technique in measuring the Earth’s surface or structural objects,
vegetation cover, forests, mining damages, cultural heritage sites, urban environments, and
buildings [1–9]. Depending on the problem, or measurement object, one can apply different
LiDAR platforms: airborne laser scanning (ALS), terrestrial laser scanning (TLS), or mobile
laser scanning (MLS) [10]. Raw LiDAR data, namely point clouds, usually contain hundreds,
thousands, or millions of measured points and are usually processed to obtain the final
product. In this paper, we consider processing TLS results to determine terrain surface
changing with time (e.g., due to landslides or mining damages). One should understand
that some measured points do not concern the terrain surface itself but, for example,
vegetation cover (trees, shrubs, etc.), small animals (e.g., birds), or other obstacles. Since we
are interested in determining the terrain surface deformation, they should be regarded as
so-called positive outliers [11,12]. Outlying observations may also have other origins, such
as multipath distance ranging, leading to negative outliers (observations “under” the study
surface). Regardless of sources, both observation groups may be considered as disturbed
by gross errors.

Processing TLS data should consider the existence of outliers among the observations.
In such a case, one may try separating the observations related to the terrain surface from
the observations related to terrain details. This may be conducted through several methods
which belong to the following groups: methods based on mathematical morphology
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filtering, e.g., [13,14]; Adaptive Triangulated Irregular Network-based refinement (ATIN),
e.g., [14,15]; methods using algorithms based on iterative matching of the modeled area
with the data representing the actual surface of the area, e.g., [14,16]; segmentation of
the point cloud into several classes by applying, e.g., region-based methods, clustering
analysis, or Random Sample Consensus (RANSAC), e.g., [8,14,17–22]. However, one should
understand that such an approach may be difficult to apply or ineffective in some locations
or scenes, e.g., [14,18,19].

However, we may consider two main solutions when processing observation sets
including outliers. The first one is data cleaning (in other words, hypothesis testing,
e.g., [23–25]); the latter approach is the application of robust estimation methods, e.g.,
robust M-estimation, R-estimation, e.g., [26,27], which are well-known and successfully
applied in surveying engineering, e.g., [28–33]. Alternatively, one can also use Msplit
estimation, a modern development of M-estimation. Such an approach assumes splitting
the functional model into two or more competitive ones [34,35]. This reflects the supposition
according to which the observation set consists of some groups (subsets). Such an estimation
method allows us to estimate their location parameters automatically. This feature might be
advisable when processing TLS point clouds from different measurement epochs or such
that include outliers [36]. It is noteworthy that Msplit estimation has already been applied
to process laser scanning data successfully [15,36–40].

This paper’s main objective is to verify whether and how Msplit estimation can be used
to assess vertical terrain displacement. The basis of the research is estimating terrain profiles
from TLS point clouds acquired in two measurement epochs. We verify two variants of
Msplit estimation, i.e., the squared Msplit estimation, which is the basic variant, and the
absolute Msplit estimation, which was introduced to be less sensitive to outliers [41]. We
compare two possible approaches: processing data separately (related to each measurement
epoch) or in one combined set, a natural approach in Msplit estimation. Since TLS data may
be affected by outliers, we also verify how sensitive both variants of Msplit estimation are
to positive or negative outlying observations. For comparison, we also use the following
classical methods: the least-squares method, and two variants of robust M-estimation, i.e.,
the Huber method and the Tukey method [30,32].

2. Functional Models and Methods

When processing measurements, one usually applies the functional model in the
following linear form:

y = AX + v (1)

where y—observation vector, A—known coefficient matrix, X—parameter vector, and
v—measurement error vector. LiDAR data consist of measured points, and one usually
assumes that their accuracy is the same; hence, the identity matrix can stand for the
weight matrix of observations P. When processing the data in question, matrix A is in full
column rank; hence, the least-squares (LS) method leads to the following estimate of the
parameter vector:

X̂LS =
(

ATA
)−1

ATy (2)

In a very similar way, one can write the formula for computing M-estimates of the
parameter vector; however, the computation is performed by the iterative reweighted
least squares:

X̂M =
(

ATWA
)−1

ATWy (3)

where W—diagonal matrix related to the weight function w(v̂i) of particular M-estimation
variant, [W]ii = w(v̂i), v̂i—standardized error of ith observation, and [◦]ii—ith diagonal
element of a matrix. The iterative process ends when the estimated vector of the parameters
does not change between the iteration steps.

The form of the weight function depends on the chosen M-estimation variant. In this
paper, we focus on the Huber and Tukey methods. The Huber method is the most popular
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in the class of robust M-estimation [27,30,42–44]. In this method, the weight function is as
follows [32,45]:

wH(v̂i) =

{
1 for |v̂i| ≤ k
k
|v̂i |

for |v̂i| > k (4)

where k—positive constant equaling 2, 2.5, or 3. In this paper, we assume the constant
k = 2.

In the case of the Tukey method, the respective influence function has rejection points;
hence, the weight function is equal to 0 within the respective intervals. The Tukey weight
function is given as [30,32]:

wT(v̂i) =


(

1− |v̂i |2
k2

)2
for |v̂i| ≤ k

0 for |v̂i| > k
(5)

For the unknown observation variance, the constant k is usually assumed to be equal
to 6 [30].

When observations consist of several groups, their location parameters can be esti-
mated by applying Msplit estimation. Hence, the functional model of Equation (1) is split
into several competitive versions. For two observation groups, it holds that [34,41]:

y = AX + v⇒
{

y = AX(1) + v(1)
y = AX(2) + v(2)

(6)

where X(m)—version of the parameter vector, v(m)—version of the measurement error vector,
and m = 1 or 2 (other model forms are also possible, see [46]). Thus, one assumes that
the observation vector y may be described by either X(1) or X(2). Such a situation may
respond to the theoretical case in which observations may be realizations of two different
random variables (which differ from each other in location parameters, here X(1) and X(2)).
Assignment of each observation to either of the two split functional models is automatic
while estimating the parameter vector. The process is performed iteratively without any a
priori information about observation groups.

Msplit estimation was developed to assess X(1) and X(2) in the common estimation
process. Its optimization problem applies the objective function in the following general
form [34]:

ϕ
(

X(1), X(2)

)
=

n

∑
i=1

ρ
(

vi(1), vi(2)

)
(7)

The component functions ρ
(

vi(1), vi(2)

)
may have different forms depending on the

preliminary assumptions and expected method features, hence the estimation variant. In
the case of the squared Msplit estimation (here denoted as SMS), it holds that:

ρ
(

vi(1), vi(2)

)
= v2

i(1)v
2
i(2) (8)

as for the absolute Msplit estimation (here denoted as AMS):

ρ
(

vi(1), vi(2)

)
=
∣∣∣vi(1)

∣∣∣∣∣∣vi(2)

∣∣∣ (9)

Following the general rules of M-estimation, one can define the following influence
functions of Msplit estimation [34]:

ψ(1)

(
vi(1), vi(2)

)
=

∂ρ(vi(1),vi(2))
∂vi(1)

ψ(2)

(
vi(1), vi(2)

)
=

∂ρ(vi(1),vi(2))
∂vi(2)

(10)
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and hence also the weight functions:
w(1)

(
vi(1), vi(2)

)
=

ψ(1)(vi(1),vi(2))
2vi(1)

w(2)

(
vi(1), vi(2)

)
=

ψ(2)(vi(1),vi(2))
2vi(2)

(11)

Considering Equation (8), it holds that for SMS estimation: w(1)

(
vi(1), vi(2)

)
= v2

i(2)

w(2)

(
vi(1), vi(2)

)
= v2

i(1)

(12)

but from Equation (9), one can write the weight functions of AMS estimation in the
following different forms [41]:

w∗(1)
(

vi(1), vi(2)

)
=


|vi(2)|

2c for
∣∣∣vi(1)

∣∣∣ < c
|vi(2)|

2|vi(1)|
for
∣∣∣vi(1)

∣∣∣ ≥ c

w∗(2)
(

vi(1), vi(2)

)
=


|vi(1)|

2c for
∣∣∣vi(2)

∣∣∣ < c
|vi(1)|

2|vi(2)|
for
∣∣∣vi(2)

∣∣∣ ≥ c

(13)

where c—assumed small positive constant (here, it is taken as 0.001).
These functions are the base for the iterative process of Msplit estimation. The dif-

ferences between Equations (12) and (13) force the application of two algorithms in the
iterative process. Both procedures are based on the modified Newton method but dif-
fer in computing the second version of the parameter vector most of all. In the case of
SMS estimation, the estimates can be calculated by using the so-called traditional iterative
process [34]:

Xj
(1) = Xj−1

(1) + dXj
(1) = Xj−1

(1) −
[
H(1)

(
Xj−1
(1) , Xj−1

(2)

)]−1
g(1)

(
Xj−1
(1) , Xj−1

(2)

)
Xj
(2) = Xj−1

(2) + dXj
(2) = Xj−1

(2) −
[
H(2)

(
Xj
(1), Xj−1

(2)

)]−1
g(2)

(
Xj
(1), Xj−1

(2)

) (14)

where dX(m)—increment to the vector of parameters, H(m)

(
X(1), X(2)

)
= 2ATw(m)

(
v(1), v(2)

)
A — Hessian, g(m)

(
X(1), X(2)

)
= −2ATw(m)

(
v(1), v(2)

)
v(m)—gradient, w(m)

(
v(1), v(2)

)
= diag

[
w(m)

(
v1(1), v1(2)

)
, ..., w(m)

(
vn(1), vn(2)

)]
—matrix of the weight function

w(m)

(
vi(1), vi(2)

)
, and diag(◦) = diagonal matrix. In the case of AMS estimation, we

use the parallel iterative process conducted in the following way [41]:

Xj
(1) = Xj−1

(1) + dXj
(1) = Xj−1

(1) −
[
H(1)

(
Xj−1
(1) , Xj−1

(2)

)]−1
g(1)

(
Xj−1
(1) , Xj−1

(2)

)
Xj
(2) = Xj−1

(2) + dXj
(2) = Xj−1

(2) −
[
H(2)

(
Xj−1
(1) , Xj−1

(2)

)]−1
g(2)

(
Xj−1
(1) , Xj−1

(2)

) (15)

The respective Hessians and gradients are computed as described in Equation (14) but
by applying the weight functions of Equation (13) [41].

Both iterative processes end when the gradients are equal to zero; in other words,
when both estimated vectors of the parameters do not change between the iteration steps.
More information about iterative processes of Msplit estimation can be found in [47].

3. Simulated Data and Empirical Analysis

This paper’s main objective is to verify whether Msplit estimation can be applied to
determine terrain movements from TLS data. From a theoretical point of view, there is no
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objection to such an application. However, one should consider two method variants (SMS
and AMS estimation) and two possible approaches to the problem, namely processing data
from different epochs separately or processing one combined set. It is also necessary to
verify the sensitivity of the procedures considered to both positive and negative outliers
within the TLS data.

The test will be performed on the simulated TLS data, which will help us compare the
estimation results with the theoretical (taken as true) terrain displacements. Many parame-
ters and methods can describe the terrain surface, e.g., digital terrain model (DTM), digital
surface model (DSM), or terrain profile [14,15,48]. Here, we focus on terrain profiles, which
seems very advisable in the case of TLS data processing [36,40,49]. In order to simplify the
test, we consider one simulated terrain profile. Thus, let us consider a 50 m long terrain pro-
file with 500 observations (TLS-measured points) in each of the two measurement epochs.
Let, at the first measurement epoch, all theoretical heights along the whole profile be equal
to 0 m. On the other hand, let the following heights describe the terrain changes between
the measurement epochs: 0.005 m at a distance D = 0 m, 0.008 m at D = 10 m, 0.005 m at
D = 30 m, and 0.006 m at D = 40 m. Thus, the terrain profile at the second measurement
epoch can be described using the third-degree polynomial with the following coefficients:
a(3) = 5.83 · 10−7, a(2) = −3.83 · 10−5, a(1) = 6.25 · 10−4, and a(0) = 5 · 10−3. One can also
assume that all measurement errors are normally distributed N

(
0 m, 4 · 10−6 m2) [36,50].

Let us now assume that TLS data may be disturbed by outliers. According to the
Introduction Section, outliers are not points of the terrain surface itself, but in the case of
positive outliers, they are measurements of, e.g., vegetation cover (falling leaves, grass,
shrubs, etc.). One can also consider negative outliers, e.g., a resulting multipath distance
ranging effect. Thus, while simulating outliers, we will assume that some observations
(randomly chosen) are affected by gross errors generated from the uniform distribution
within the interval 〈0.005 m, 0.050 m〉 in the case of positive outliers and the interval
〈−0.050 m, −0.005 m〉 in the case of negative ones. In order to test the methods thoroughly,
we simulate the following variants of the observation set, which differ from each other in
types and share of outliers:

• Variant I—no outliers in any epoch;
• Variant II—10% positive outliers in epoch I, 10% positive outliers in epoch II;
• Variant III—10% positive outliers in epoch I, 30% positive outliers in epoch II;
• Variant IV—5% negative outliers in epoch I, 5% negative outliers in epoch II;
• Variant V—10% positive and 5% negative outliers in epoch I, 10% positive and 5%

negative outliers in epoch II;
• Variant VI—10% positive and 5% negative outliers in epoch I, 30% positive and 5%

negative outliers in epoch II.

The generated observation sets for these variants are presented in Figure 1 (Variants
I–III) and Figure 2 (Variants IV–VI).

Let us estimate the third-degree polynomial coefficients in each epoch separately by
applying SMS, AMS estimations, and, for comparison, the conventional methods, namely
the LS, Huber, and Tukey methods. Note that in the case of Msplit estimation, we always
obtain two competitive solutions in each epoch. Considering the terms of the case at hand
(namely, the terrain profile estimation), one can choose the solution, namely the polynomial,
whose graph is located lower (as it is recommended in such a case in [36,40]). This works
effectively when only positive gross errors occur but not if only negative gross errors
disturb the observation sets. Hence, one can choose the polynomial, which is better fitted
in most TLS points as the Msplit solution corresponding to the terrain profile (choosing

such m for which
n
∑

i=1
v2

i(m) in SMS estimation or
n
∑

i=1

∣∣∣vi(m)

∣∣∣ in AMS estimation is lower—that

approach is applied here). Such a choice would be questionable when the number of terrain
observations is smaller than the number of other disturbing observations. Then, the correct
solution choice would depend on the analyst’s experience. Note that the second solutions
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obtained during Msplit estimation describe the location of outliers in general. They are of
no interest in the problem at hand; hence, they are omitted.
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The estimates of the polynomial coefficients allow us to compute each epoch’s esti-
mated profile heights (every meter). One can obtain the terrain displacements at the chosen
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points by subtracting the respective point heights. Figure 3 presents the height differences
between the measurement epochs, namely the estimation results obtained for all variants
and methods applied when the observations from two measurement epochs are processed
separately. All estimation methods provide similar and correct results for the two first
variants. The differences between the methods appear in the four subsequent variants (see
Section 4).
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The graphical interpretation only provides a general comparison between the methods.
The minor differences between the estimation results (especially in Variants I and II) are
unnoticeable. In order to compare the results, let us assess how the estimated displacements
fit into the theoretical simulated ones. One can evaluate the accuracy of the estimated
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terrain displacement by using the root-mean-square deviation RMSD
(
∆Ĥ
)

computed in
the following way [36]:

RMSD
(
∆Ĥ
)
=

√√√√√ 50
∑

j=0

(
∆Ĥj − ∆Hj

)2

51
(16)

where ∆Ĥj—estimated displacements, ∆Hj—simulated displacements; displacements are
calculated for distances Dj = j · 1 m (j = 0, ..., 50). One can take more points in the formula
of Equation (16); however, the results would be comparable.

The computed RMSDs for all variants are presented in Table 1.

Table 1. RMSDs of estimated displacements (mm).

Variant LS Huber Tukey SMS AMS

I 0.29 0.33 0.30 0.50 0.43
II 0.38 0.20 0.13 0.25 0.15
III 5.62 5.63 5.68 10.13 0.16
IV 1.21 0.30 0.76 18.35 0.26
V 1.24 0.23 1.07 6.54 0.11
VI 5.48 6.27 5.51 14.73 0.62

In many practical applications of Msplit estimation, we apply only one observation
set, namely the set consisting of two (or more) observation groups. Such an approach is
natural for Msplit estimation and advisable in many surveying problems [15,36,51,52]. It
could also be involved in deformation analysis [53,54]. Let us apply such an approach to
process the combined simulated TLS data in each variant (presented in the right panels of
Figures 1 and 2). In such a case, the polynomial coefficients are estimated in one estimation
process. One of the two obtained competitive solutions directly refers to the first measure-
ment epoch, while the other refers to the second one. Thus, this time we do not neglect any
Msplit estimates (as was the case in the previous approach). Figure 4 presents the estimated
vertical terrain displacement from the combined observation set.

AMS estimation only provides correct results in Variants II and IV. The displacements
estimated by using the SMS method are distant from the theoretical values in all variants.
Generally, the estimated vertical terrain displacements obtained from the combined obser-
vation set are worse than those obtained from processing two separate observation sets.
Once again, we can supplement the graphical analysis by evaluating the accuracy of the
estimated terrain displacement. Table 2 presents the RMSDs of the fit of the estimated
displacements to the simulated ones.

Table 2. RMSDs of estimated displacements from the combined observation set (mm).

Variant SMS AMS

I 15.17 10.88
II 26.32 1.82
III 28.87 21.18
IV 27.30 0.83
V 24.06 10.97
VI 25.47 17.06

The obtained values indicate that the estimation based on the combined observation
sets provides much less accurate results than when processing each epoch’s observations
separately. It may seem that SMS and AMS estimation cannot handle outliers. However,
one may notice that the results obtained in Variant I are also very poor. This means that the
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magnitude of the terrain displacements is not enough to make the “separation” between
regular observations from the first and second epochs easily detectable.
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4. Discussion

Considering results from the first approach presented, and based on the processing
data from different epochs separately, one can notice that LS estimation provides the best
results if there are no outliers. However, the results of robust M-estimation variants are only
marginally worse. The results of Msplit estimation variants are also comparable (especially
for AMS estimation). Interestingly, LS estimation shows robustness against outliers in
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Variants II or IV and even V. This stems from the outlier distribution and shares within the
data sets. Such observations are spread over the whole profile randomly and uniformly.
The terrain profiles obtained in each epoch themselves, which are not presented here, are
significantly disturbed by outliers; however, after subtracting the results from two epochs,
such an effect is eliminated. In Variant II, other methods also seem to not be sensitive to
outliers. On one hand, the low share of outliers is not an issue for robust M-estimation; on
the other hand, Msplit estimation can distinguish two groups of observations (regular and
outlying ones) in each measurement epoch.

In the case of Variants IV and V, the best results are obtained for the Huber method and
AMS estimation. The accuracies for these two methods are significantly higher than for the
remaining methods considered here. LS estimation, as well as the Tukey method, provide
marginally worse outcomes. The estimated vertical terrain displacements obtained by using
SMS estimation are not correct. One can say that this method cannot handle the shares of
outliers (Variant IV) and the combination of positive and negative outliers (Variant V). The
significant differences between the methods are in Variants III and VI, wherein only the
AMS estimation provides correct results. The AMS estimates are significantly more accurate
than the estimates of the other considered methods. LS estimation and SMS estimation
are not able to handle the different shares of outlying observations in both measurement
epochs.

In contrast, the robust M-estimation cannot handle 30% of outliers at the second
measurement epoch. Thus, AMS estimation predominates over conventional robust M-
estimation for a higher percentage of outliers. One should also note that AMS estimation
overperforms SMS estimation in such cases. Additionally, in the other papers, it was proven
that AMS estimation predominates SMS estimation in different applications [36,41].

The numerical tests showed that the second possible approach, namely processing
one combined observation set, should not be used in the cases of the observation sets
simulated here. As mentioned, the separation between the subsets is not so evident; hence,
Msplit estimation variants could not separate the subsets successfully. Additionally, at
distances from 30 m to 40 m, the terrain profiles from both epochs are very close to each
other. Thus, it is difficult to “determine” whether the profiles cross or if one is always
above the other (such a disadvantage does not appear in processing each epoch separately).
In conclusion, the estimation process is disturbed, resulting in the low accuracy of the
outcomes. The exception is the results for AMS estimation for Variants II and IV, which
seem rather satisfactory. This results from the location of outliers (they are all positive or all
negative). Thus, all outliers are assigned to the regular observations from the second epoch
(Variant II) or the first one (Variant IV), and AMS estimations “have” less trouble with
distinguishing observations from different epochs (especially at the distances 30–40 m).

What if the terrain displacements were more significant (compared to the measure-
ment accuracy)? Would the Msplit estimation provide better results? In order to verify
that supposition, we change the observation sets in Variants I, II, and VI by shifting all
observations in the second epoch by 5 cm. Then, estimating the terrain displacements by
using one combined set, one can obtain the following accuracies: in Variant I, 0.20 mm
for SMS estimation and 0.32 mm for AMS estimation; in Variant III, 34.62 mm for SMS
estimation and 0.91 mm for AMS estimation; in Variant VI, 37.20 mm for SMS estimation
and 0.93 mm for AMS estimation. One can say that when there are no outliers in the
observation set, the obtained results are much better; they are even more accurate than
the results from separated processing. This is not surprising since the processed set con-
tains two very distinctive subsets; thus, Msplit estimation has no problem isolating subsets.
However, if outliers occur, only AMS estimation results become more accurate than before.
The outcomes confirm the advantages of AMS estimation over SMS estimation in this
paper’s context. Analyzing the obtained accuracies, one can say that even if the terrain
moved more significantly, it is more advisable to process data from different measurement
epochs separately.
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The methods described here can also be used for other TLS technique applications.
A similar analysis can concern, e.g., a beam deflection or deformation under a changing
load [40,50] or landslides [55]. In the case of massive landslides, when the terrain changes
significantly, one may consider the second approach presented here.

Here, we focus on the method’s sensitivity to outliers when TLS data are applied in
deformation analysis. Thus, it was necessary to know the real surface and its deformation,
hence the necessity of data simulation. The applications of Msplit estimation to determine
terrain profiles or geodetic network deformation using real data can be found in other
papers [36,40,53,56].

5. Conclusions

Msplit estimation is a contemporary method dedicated to processing observation sets
consisting of two (or more) unrecognized observation groups. Such data are characteristic
of TLS or, more generally, LiDAR measurements. This paper showed that the method in
question could be applicable in analyzing vertical terrain displacement determined from
TLS data. The presented example shows that such an approach seems advisable when the
share of outlying observations is high, which makes the application of robust M-estimation
unsuccessful. One should consider the application of AMS estimation in such a context.

Msplit estimation always provides at least two competitive versions of the parameter
vector (this depends on the declared a priori number of groups). Thus, one should know
which version responds to the terrain profile (or surface). Considering this paper’s context,
the latter parameter version that describes possible outliers is of no interest to us. In
the case of TLS data, we almost always know which estimated profile (or surface) from
two competitive versions we should choose as the outcome. For example, we almost
always choose the lower estimated profile as the one which concerns the terrain profile. The
exception is the case wherein only negative outliers occur. Negative outliers usually result
when laser beams reflect several times before they are detected [11]; hence, one can suppose
that such outliers are more likely in ALS techniques, especially in urban areas. When
applying the TLS technique in terrain profile determination, one should expect positive
outliers to predominate over negative ones. Thus, the choice of a lower estimated profile
seems proper from the practical point of view (in the case of any doubt, one can also apply
the approach given in the numerical example).

This paper also verifies two approaches to process TLS data from two epochs by
applying Msplit estimation. Doubtless, processing observation sets from both epochs
separately is a much better approach than using the combined observation set if one does
not know the magnitude of a terrain displacement.
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